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Abstract

Recently, Large language models (LLMs) and001
retrieval-augmented generation (RAG) have002
demonstrated remarkable performance in ques-003
tion answering (QA) tasks. However, whether004
RAG can replace traditional supervised meth-005
ods based on Knowledge Base (KB) remains to006
be further explored. The main difficulty is that007
in existing multi-source knowledge retrieval008
datasets, information from KBs and text is not009
equivalent and cannot be directly compared.010
To bridge this gap, we propose our Trace-then-011
Synthesize framework, synthesizing necessary012
knowledge from KBs into corpus. With this013
method, we have constructed a dataset with014
equivalent information in both KB and cor-015
pus. Compared to existing datasets, our dataset016
compensates for the weaknesses of the RAG017
dataset, such as its small number of questions018
and black-box reasoning process, while having019
a broader applicability than traditional complex020
QA datasets. Through extensive experiments,021
we have demonstrated the strengths and limita-022
tions of various existing QA methods and show-023
cased the powerful capabilities of this dataset024
in QA tasks.025

1 Introduction026

With the recent advancements of large language027

models (LLMs), people leverage the knowledge of028

LLMs to answer various questions (Brown et al.,029

2020). Undoubtedly, LLMs excel in understanding030

questions (Drozdov et al., 2023) and generating031

fluent natural language, but they perform poorly032

on some long-tail questions (Kandpal et al., 2023)033

and, due to the hallucination - the tendency that034

LLMs confidently give incorrect answers, are un-035

able to accurately answer questions (Zhang et al.,036

2023). Recently developed technologies such as037

RAG (Lewis et al., 2021; Gao et al., 2024; Edge038

et al., 2024) have given us hope again.039

However, we cannot directly compare these040

methods that rely on different data sources because041
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Figure 1: The pipeline of data construction for multi-
ple QA methods. By tracing the execution process of
queries, we extract all involved triples and use an LLM
to synthesize them into the corresponding Wikipedia
page, creating a corpus.

most of the previous influential datasets contains 042

only a single source, either a knowledge base (KB) 043

or a corpus. Some researchers try to build datasets 044

from scratch that include both KB and the corpus, 045

but knowledge from these two sources is not equiv- 046

alent. For example, the questions of 2WikiMul- 047

tiHopQA (Ho et al., 2020) are generated through 048

linking Wikidata and Wikipedia. It cannot be guar- 049

anteed that questions can be fully answered through 050

text alone, so this dataset can only be used to eval- 051

uate multi-source retrieval methods. 052

In this study, we create a large and unified 053

dataset by our "trace-then-synthesis" method. Our 054

dataset can be used for both training and evaluat- 055

ing models regardless of whether the data source is 056

text (Asai et al., 2023; Wang et al., 2024b), knowl- 057

edge base (Gu et al., 2023; Nie et al., 2022; Sun 058
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Dataset Size Knowledge Base Corpus Reasoning Path
WebQSP (Yih et al., 2016) ~5k ✓
GrailQA (Gu et al., 2021) ~64k ✓
MetaQA (Zhang et al., 2017) ~368k ✓
HotpotQA (Yang et al., 2018) ~97k ✓ ✓
Natural Questions (Kwiatkowski et al.,
2019)

~315k ✓

Musique (Trivedi et al., 2022) ~25k ✓ ✓
2WikiMultihopQA (Ho et al., 2020) ~167k ✓ ⃝ ✓
Ours ~10k ✓ ✓ ✓

Table 1: Existing question answering datasets. In 2WikiMultihopQA (Ho et al., 2020), although the text correspond-
ing to the fact is provided, it cannot be guaranteed that questions can be fully answered through text alone.

et al., 2024), or both (Wang et al., 2024a), and it059

features a large number of questions, diversity, and060

interpretability.061

Our main idea is to obtain all the facts required062

to answer questions from the KB and then supple-063

ment them into the existing corpus to make the064

information from the two data sources as equiva-065

lent as possible. This method involves three steps:066

1) Use a modified query executor to retrieve facts067

and derive the reasoning process corresponding068

to the questions; 2) Collect all facts and convert069

them into natural language; 3) Use LLMs to natu-070

rally integrate the natural language descriptions of071

facts into the corresponding positions in the corpus.072

Additionally, there is an optional step, which is a073

stylized questions paraphrasing method.074

Using this method, we have constructed a new075

unified dataset on the KQA Pro dataset, which in-076

cludes an associated KB and corpus for evaluat-077

ing various QA methods, paraphrased questions,078

and relevant reasoning processes for each ques-079

tion. These questions can be answered solely by080

the knowledge base or corpus. In addition to the081

information that must be used to answer the ques-082

tions, there is some other irrelevant information in083

each data source, simulating "noise" in real-world.084

We conduct extensive experiments to evaluate085

some of the current SOTA methods and models like086

Self-RAG (Asai et al., 2023) and REAR (Wang087

et al., 2024b) on this dataset. Llama3.1-8B model088

achieved an accuracy of 28.5% on our dataset089

which indicates that our data presents a certain090

level of difficulty. We also meticulously design a091

RAG pipeline that shows competitive performance092

to supervised semantic parsing methods and ana-093

lyze the challenges that various methods may en-094

counter, demonstrating the broad applicability of095

our dataset. 096

The contributions of this work are mainly sum- 097

marized as follows: 098

• We propose a "trace-then-synthesize" data syn- 099

thesis method. Based on this method, we con- 100

structed the first unified dataset that simulta- 101

neously includes knowledge base and corpus 102

which builds a bridge between structured and 103

unstructured data. 104

• We utilize this dataset to evaluate various 105

QA models. We find that the current accu- 106

racy of RAG are already comparable to KB- 107

based models, and even surpass supervised 108

KB-based model’s performance in certain sce- 109

narios. We also reveal the strengths and limi- 110

tations of each approach in complex question 111

answering tasks. 112

2 Related Work 113

Knowledge base question answering. KBQA 114

methods can be classified into Information 115

Retrieval-based (IR-based) and Semantic Parsing- 116

based Methods (SP-based) (Lan et al., 2021). 117

The main principle of IR-based methods (Wang 118

et al., 2020; Sun et al., 2019, 2018; Yu et al., 119

2023) is to analyze the features and intentions in 120

the question using natural language processing 121

techniques, then retrieve matching triples in the 122

knowledge graph to form a sub-graph related to 123

the question. Then use this sub-graph to generate 124

natural language answers. Some new work (Sun 125

et al., 2024) also leverages the capabilities of large 126

models to progressively explore and reason on 127

knowledge graph. On the other hand, SP-based 128

KBQA methods (Sun et al., 2020; Lan and Jiang, 129

2020; Bhutani et al., 2020; Kapanipathi et al., 130
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2021) focus on converting questions into logical131

expressions (such as SPARQL queries) that132

can operate on the knowledge base. Methods133

like UniKGQA(Jiang et al., 2023) are typical134

representatives based on semantic parsing. It135

proposes a unified model for multi-hop question136

answering tasks, consisting of a semantic matching137

module based on PLM for question-relation138

semantic matching and a matching information139

propagation module based on directed edges.140

141

Retrieval-augmented models. After RAG142

was proposed, various works were presented143

in different directions, aiming to enhance the144

system’s QA capabilities. Self-RAG (Asai145

et al., 2023) enhances the quality and factual146

accuracy of language models through retrieval147

and self-reflection, improving the performance148

of large language models across multiple tasks.149

FILCO (Wang et al., 2023) improves the quality of150

context provided to the generator in the generation151

model by identifying useful context and training152

a context filtering model, thereby addressing153

the generation output issues caused by the154

imperfection of retrieval systems. REAR (Wang155

et al., 2024b) significantly improves the efficiency156

of external knowledge utilization by accurately157

assessing the relevance of retrieved documents.158

ChatQA (Liu et al., 2024) proposes a two-stage159

instruction fine-tuning method that significantly160

improves the zero-shot conversational QA results161

of large language models, with ChatQA-70B’s162

average score surpassing GPT-4.163

164

Datasets for RAG. Question answering task has165

a long research history, accumulating a large166

number of excellent datasets, such as QALD-9-167

plus (Perevalov et al., 2022), MetaQA (Zhang et al.,168

2017), GrailQA (Gu et al., 2021). These datasets169

have played an important role in evaluating KBQA170

models. However, these datasets have some171

limitations when it comes to evaluating RAG172

systems. They lack assessments of the factual173

accuracy and refusal-to-answer capabilities of174

RAG systems. Therefore, some new datasets175

specifically designed for RAG have been proposed.176

CRUD-RAG (Lyu et al., 2024) categorizes the177

scope of RAG applications into four different178

types - Create, Read, Update, and Delete (CRUD),179

carefully evaluating all components of RAG180

systems. CRAG simulates APIs to mimic web181

and knowledge graph (KG) searches, evaluating182

the performance of RAG systems in multi-data 183

source scenarios, fully representing the diversity 184

and dynamics of real-world question-answering 185

(QA) tasks. RGB (Chen et al., 2023) pays 186

special attention to the performance of RAG in 187

fundamental capabilities such as noise robustness, 188

negative rejection, information integration, and 189

counterfactual robustness. Fever (Thorne et al., 190

2018) is also commonly used in RAG tests to 191

fact-check the text sources of RAG. 192

2.1 Preliminaries 193

Knowledge Base Knowledge Base (KB) is a col- 194

lection of interlinked descriptions of entities. It 195

can be defined as G = (E,R, T ) where E, R, 196

and T represent the sets of entities, relations, and 197

triples formed by them, respectively. A triple t con- 198

tains a subject entity e, a predicate relationship r, 199

and an object entity e′, so it can be represented as 200

t = (e, r, e′). 201

KoPL KoPL (Cao et al., 2022) is a program- 202

ming language designed to represent the reasoning 203

processes of complex problems. It has a tree struc- 204

ture where each node is a function like "Find" or 205

"FilterConcept," and the parameters of each func- 206

tion are fixed values or the return values of child 207

nodes. When a function is executed, it will filter 208

data from the database that meets the definition. 209

Running each function from the bottom up on the 210

given knowledge base (KB) yields the answer. 211

2.2 Data Construction 212

Our primary objective is to collect relevant triples 213

from knowledge base and seamlessly integrate 214

them into a textual corpus. This integration 215

is facilitated by the use of Large Language 216

Models (LLMs), while ensuring the generation of 217

high-quality data. Figure 1 illustrates the overall 218

construction process. 219

220

Take KQA Pro as foundation When select- 221

ing the basic dataset, we compared various 222

existing datasets. Table 1 compares some question- 223

answering datasets. In terms of implementation 224

difficulty, compared to SPARQL, KoPL used by 225

KQA Pro (Cao et al., 2022) is simpler. In terms 226

of problem difficulty, the evaluation by Tan (Tan 227

et al., 2023) found that the difficulty of KQA Pro 228

is quite high for LLMs, and KBQA methods have 229

much higher accuracy than ChatGPT, indicating 230

less problem leakage and greater difficulty, which 231

can effectively benchmark these two categories 232
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of methods. Taking all the above factors into233

consideration, we chose KQA Pro (Cao et al.,234

2022) as the base dataset. This does not mean the235

method cannot be extended to other datasets; it can236

be done by modifying the executor or using (Nie237

et al., 2022) to convert SPARQL to KoPL and then238

applying our method.239

240

Trace Process In trace process, we need to241

find all relevant triples for each problem. This242

is achieved through a modification of the query243

executor. Specifically, we have the executor of244

the KoPL language record the function name,245

arguments, and the data retrieved during the KB246

query process while it is running.247

After recording these information, it becomes248

feasible to translate these details into a nat-249

ural language format through the use of pre-250

defined templates. For instance, we have a251

function called QueryAttrQualifier to query252

the qualifier value of the fact (Entity, Key,253

Value) in the knowledge graph. We manu-254

ally wrote a template "QKEY of ENTITY is255

RES whose KEY is VALUE" for the func-256

tion res=QueryAttrQualifier(entities, key,257

value, qkey). That means when we record a258

query QueryAttrQualifier("Bury My Heart259

at Wounded Knee", "publication date",260

"2007-05-20", "place of publication")261

and its return value is ["United States of262

America"], we can convert it to "The place of263

publication of Bury My Heart at Wounded264

Knee is the United States of America,265

whose publication date is 2007-05-20."266

Owing to the finite nature of the functions267

delineated by KoPL, it is possible to craft a268

specific template for each distinct function, thereby269

facilitating a seamless transformation process.270

271

Synthesize Corpus Some existing work on272

linearizing KBs primarily converts all triples in the273

KB into text form (Yu et al., 2023), resulting in274

text that is not natural enough to reflect the actual275

situation. We utilize the text from Wikipedia’s276

English page dump dated March 1, 2022, as a277

foundational base. We referred to the approach278

in Wiki-40B (Guo et al., 2020) to trim the text,279

removing the "References" and "External Links"280

parts of the text. For each fact, we use a mapping281

table to find the corresponding Wikipedia pages282

for its head and tail entities, and associate the fact283

with the pages. Then for each Wikipedia page, we284

prompt the LLM once, instructing it to integrate 285

the set of facts associated with that page into the 286

content, and ensure the coherence of the context. 287

288

Reasoning Path Because we have detailed 289

records of the intermediate information when 290

executing query statements, we can directly 291

construct the reasoning path without relying on 292

crowdsourced annotations. For each question, 293

we first execute its corresponding KoPL query. 294

The KoPL language executor parses the query 295

statement into a syntax tree and executes the 296

functions on each node in a pre-order traversal. 297

After execution, for each tree node, we place the 298

facts traced when running the corresponding func- 299

tion onto the node, thus obtaining a tree-shaped 300

reasoning path. 301

302

Paraphrase Questions. A notable limita- 303

tion of the original questions within the KQA Pro 304

dataset is their template-driven creation, which 305

often results in a uniform format that may not 306

accurately reflect natural language use. To address 307

this, we employ ChatGLM4-9B (GLM et al., 308

2024) to paraphrase the questions and add an 309

"extended" part in the dataset, aiming to diversify 310

their structure while preserving original intent. 311

For each question, we generate six new vari- 312

ants, utilizing various instruction prompts to guide 313

the process. Table 9 shows our paraphrasing strat- 314

egy. This not only enriches the dataset with a wider 315

range of question formulations but also ensures that 316

the essence of the questions remains intact. The 317

specific instructions utilized for this data collection 318

process are provided in the Appendix A.2. Addi- 319

tionally, we opt to exclude questions that involve 320

more than 50 number of facts, thereby streamlining 321

the dataset and enhancing its usability. 322

2.3 Dataset Quality Assessment 323

We evaluated the quality of the synthesized corpus 324

through three dimensions: correctness, consistency 325

and fluency. We then removed questions that did 326

not meet the above conditions to ensure all of the 327

questions contain sufficient information to answer. 328

Correctness. We need to ensure every fact 329

F = {F1, F2, . . . , Fk} obtained during the trace 330

step is correctly synthesized into the corpus. 331

First, we employ LLM-based automated ver- 332

ification. By comparing the synthesized text 333

Sgen = {Sgen
1 , Sgen

2 , . . . , Sgen
n } with the original 334

text Sorigin = {Sorigin
1 , Sorigin

2 , . . . , Sorigin
m }, 335
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(Killing Them Softly, film release region, Bahrain)

[1] Killing Them Softly is a 2012 American neo-noir crime 
film written and directed by Andrew Dominik and starring 
Brad Pitt. [2] It is based on George V. Higgins‘ novel Cogan’s 
Trade (1974). [3] On May 22, 2012, the film premiered in 
competition for the Palme d‘Or at the 2012 Cannes Film 
Festival and received positive early reviews. [4] The film was 
released on November 30, 2012, by The Weinstein Company 
and received generally positive reviews, with many praising 
Pitt’s and Gandolfini‘s performances as well as Dominik’s 
directing-writing and the humor, and was also released in 
Bahrain. [5] The film grossed $37.9 million against a budget 
of $15 million.

LLM

Original sentences
Newly synthesized sentence

Which sentence does this fact correspond to?

[4]

Can this fact be 
inferred solely from 

sentence [4]?

Yes

Double check

(Killing Them Softly, film release region, Bahrain)

Positive test case:

(Killing Them Softly, film release region, Qatar)

Negative test case:

Yes No

Do this fact conflict with 
the passage?

1. Original sentences

[1] [3] [5][2]

2. Original sentences + context

[1, 2, 3]

3. Synthesized sentences

[4]

4. Synthesized sentences + context

[3, 4, 5]

Unieval

Synthesized context Original context

Correctness Consistency Fluency

LLM

LLM

LLM

83.96 > 83.48
Score

Figure 2: The pipeline of dataset quality assessment. We divide quality assessment into three dimensions: correct-
ness, consistency, and fluency, all of which are evaluated using LLM automated assessment, with some results
sampled for inspection.

we identify newly added text Sdiff =336

{Sdiff
1 , Sdiff

2 , . . . , Sdiff
n−m}. For each fact337

Fi, we prompt the LLM to locate the cor-338

responding text Sgen
ai in the new sentences339

Sgen = {Sgen
1 , Sgen

2 , . . . , Sgen
n }, then re-prompt340

the LLM to verify whether the original fact Fi can341

be logically inferred from Sai
gen.342

The results show that over 96% of facts are cor-343

rectly synthesized. Additionally, we manually in-344

spected 200 randomly sampled LLM-annotated345

text-fact pairs, confirming a correct annotation346

probability exceeding 98%.347

Consistency. We are concerned that the facts348

in the KB may conflict with the information in349

the original corpus, so we need to check each fact.350

We use a combination of positive and negative test351

cases. For each fact Fi, we use various prompts to352

have LLM construct information F ∗
i that conflicts353

with Fi. The specific prompts are detailed in Ap-354

pendix A.4. Then, we prompt LLM to determine355

whether Fi and F ∗
i conflict with the information356

in the synthesized text segment, respectively. We357

expect the first result to be "no" and the second to358

be "yes". The results show that 5241 out of 5764359

(90.9%) the information has no conflicts.360

Fluency. Compared to crowd workers, the ad-361

vanced LLM can produce more fluent text. To test362

the contextual coherence of synthesized text, we363

used Unieval (Zhong et al., 2022)—a fine-tuned T5364

model—to evaluate text fluency. We constructed365

the following four types of data: synthesized sen-366

tences, synthesized sentences + context, original367

sentences, and original sentences + context, sam-368

pling 1000 instances each to calculate their average369

fluency. For individual sentences, the fluency met-370

ric for synthesized text was , while for sentences371

from the original corpus it was . After concate- 372

nating with context, the fluency of the synthesized 373

corpus actually improved. 374

3 Experiment 375

Datasets. We construct a new dataset. It is built 376

upon the foundation of KQA Pro, which consists 377

of 117,970 diverse questions that involve varied 378

reasoning skills. Most of the original questions 379

and corresponding answers are retained. We add 380

the natural language reasoning process correspond- 381

ing to the questions and the corpus corresponding 382

to the knowledge base. We also developed an ex- 383

tended version, where each original question is 384

paraphrased into six different descriptions that are 385

essentially the same but phrased differently. The 386

construction method is detailed in Section 2.2. 387

Both versions keep the original split method in 388

KQA Pro. For each question, it also provides up 389

to 10 candidate answers by executing an abridged 390

SPARQL, which randomly drops one clause from 391

the complete SPARQL. We use these answer 392

choices in multiple-choice settings. 393

394

Metrics. We report the accuracy in all datasets. We 395

follow KoLA (Yu et al., 2024) to handle issues in 396

answer comparison, including 1) Case insensitivity 397

2) Comparing all decimals at specific precision 3) 398

Date comparison, converting dates like January 1, 399

1947 to 1947-01-01 format for comparison. 400

3.1 Baselines 401

For the evaluation of our data construction method- 402

ology and the subsequent question-answering 403

performance, we have established a comprehensive 404

baseline encompassing three distinct categories 405
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of models. These categories are selected to406

represent the current state-of-the-art across407

different approaches to knowledge-based question408

answering (KBQA), reflecting the diversity and409

the wide range of applications.410

411

• KBQA In the realm of KBQA models, we412

have chosen to benchmark against the latest413

state-of-the-art (SOTA) models, which have414

demonstrated exceptional performance on the415

KQA Pro dataset. We select RGCN and the current416

SOTA model BART+KOPL and GraphIR(Nie417

et al., 2022) on KQA Pro as representatives418

models. The KoPL programs generated by the419

semantic parsing model will be executed on the420

KG provided by KQA Pro.421

• RAG We conduct our experiments on both422

naive and specially designed RAG methods. The423

Vanilla RAG framework is detailed in Section 3.1.424

The LLM we used in this framework includes Chat-425

GLM4 (GLM et al., 2024), Llama 3.1 (Touvron426

et al., 2023), and Qwen 2 (Yang et al., 2024).427

In addition to the naive approach, we evalu-428

ate models that have been specifically tailored429

to enhance the RAG framework. This includes430

REAR (Wang et al., 2024b), IR-CoT (Trivedi et al.,431

2023) and Self-RAG (Asai et al., 2023).432

• KG-LLM KG-LLM combine knowledge433

graphs to address the limitations of LLMs in gener-434

ating knowledge-based content. We selected FlexK-435

BQA (Li et al., 2024) and symKGQA (Agarwal436

et al., 2024) as representatives of the KG-LLM437

section and excerpted data from their papers.438

4 Results and Analysis439

To further explore the model’s performance under440

various conditions, we propose two special settings:441

multiple-choice questions and ground-truth triples.442

• Multiple choice: We use the 10 alternative an-443

swers provided in KQA Pro as options and modify444

the prompt in the second step to output a single445

option without providing any other examples, i.e.,446

zero-shot. In this setup, it reduces errors caused by447

subtle differences in output, which helps evaluate448

the model’s true reasoning ability.449

• Ground-truth triples: We provide the model450

with all triples retrieved during the tracing process.451

By providing all relevant triple information, this452

setup simulates a perfect retriever scenario, helping453

researchers understand the model’s performance454

potential if retrieval is not a bottleneck. It aids in455

determining the model’s performance ceiling under 456

ideal conditions, providing researchers a target. 457

4.1 Overall results 458

Table 2 shows the experimental results on our 459

datasets. Supervised semantic parsing method in 460

KBQA class achieves extremely high accuracy 461

on this dataset, with the BART model achieving 462

over 90% accuracy. As a SOTA model, Graph IR 463

achieved high scores of 97.2% and 94.2% respec- 464

tively in the Comparison and Verify tasks, demon- 465

strating its strong capabilities in handling complex 466

queries and verifying information. It outperforms 467

the best RAG model by 25%. In different cat- 468

egories of problems, there is no doubt that the 469

two have the largest gap in count-type questions 470

and the smallest gap in comparison-type questions. 471

This may be because the retriever is prone to miss- 472

ing information when retrieving a large amount 473

of data, and LLM also struggles with counting ac- 474

curately (Arkoudas, 2023). The performance of 475

LLM was not ideal, but the improvement after us- 476

ing RAG was about 30%, indicating that the main 477

reason for the large model’s incorrect answers on 478

the dataset was insufficient information. 479

As the generator needs to infer and summarize 480

the final answer based on relevant information, the 481

reasoning capabilities of LLMs are crucial, directly 482

affecting the final performance. Compared to the 483

8b model, the accuracy of the 70b model has in- 484

creased by 10%, with significant improvements 485

in count and multi-hop type problems, which are 486

25.2% and 15% respectively. 487

Finally, some specially designed algorithms 488

seem to perform poorly, even below Vanilla RAG. 489

We have observed similar situations in other 490

works (Jin et al., 2024). This may be caused by 491

two factors. First, fine-tuned models or specially 492

designed methods may lose some ability to adhere 493

to output formats, resulting in some outputs not 494

meeting the requirements specified in the prompts. 495

Second, the documents we retrieved were less con- 496

fusing, and the order of the documents provided 497

was sorted, resulting in these models not showing 498

significant improvement. Nevertheless, we found 499

that the CoT-based cross-retrieval method IR-CoT 500

significantly outperforms the single-retrieval Self- 501

RAG and REAR methods in multihop problems by 502

a improvement of 7.7%. 503

Since we have the correct text corresponding to 504

each question, we calculated the recall accuracy 505

of the retriever. We are using the BGE model for 506
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Category Model Overall Multi-
hop

Qualifier Compari-
son

Logical Count Verify

KBQA RGCN 35.1 34.0 27.6 30.0 35.9 41.9 65.9
KBQA BART+KoPL 90.6 89.5 84.8 95.5 89.3 86.7 93.3
KBQA GraphQ IR 91.7 90.4 84.9 97.2 92.6 89.4 94.2

LLM Glm4-9B 23.2 22.7 18.3 37.8 25.2 22.1 53.7
LLM Mistral-7B 29.5 28.0 22.7 62.2 30.5 21.4 54.3
LLM Llama3.1-8B 28.5 28.2 22.5 64.5 32.1 16.2 46.7

Vanilla RAG Llama3-8b 56.4 53.9 57.2 89.1 53.2 30.6 70.4
Vanilla RAG Llama3-70b 66.8 68.9 65.1 94.0 66.2 55.8 66.1
Vanilla RAG Qwen2-72b 56.1 55.2 59.6 70.8 53.3 41.2 80.5
RAG Self-RAG 39.7 37.3 32.7 79.3 41.7 29.6 64.3
RAG REAR 38.9 37.3 37.5 64.4 37.2 18.6 50.7
RAG IR-CoT 46.9 45.0 55.2 67.4 42.6 10.9 54.9

KG-LLM FlexKBQA 46.8 - - - - -
KG-LLM symKGQA 51.1 44.3 32.5 49.2 37.3 37.0 54.3

Table 2: The performance scores of KBQA models, LLMs, RAG models, and Knowledge Graph-enhanced Large
Language Models (KG-LLM) across various task types

indexing; the proportion of the correct text appear-507

ing within the top 64 passages is 65%, with an508

average ranking of 6.7. Adding more irrelevant509

passages does not significantly affect the LLM’s510

performance. More chunks will slightly improve511

the overall system’s accuracy, but less than 1%.512

4.2 Results on special settings513

We designed several other scenarios to explore the514

performance limits of RAG, as shown in the table 3.515

The models in the table are divided into two main516

categories: KBQA models and RAG models based517

on Llama3.1, with different configurations for the518

RAG models, such as multiple-choice, providing519

real triples, and combinations of both.520

For small size models (less than 8B), a good521

retriever is crucial. Compared to the retriever we522

built, a perfect retriever could increase accuracy523

by 20%. If the candidate answers are given in a524

close-set format, accuracy could also be increased525

by 20%. When both are combined, accuracy can526

be increased by 35%, reaching a level comparable527

to supervised KBQA models.528

The most impressive finding is that we discov-529

ered that with the 70b model, the accuracy under530

perfect settings can reach 95%, which significantly531

exceeds the level of the SOTA KBQA models, in-532

dicating the great potential of the RAG system.533

4.3 Results on extended part 534

BART+KoPL(ZS) BART+KoPL(FT) Llama3.1-8b Llama3.1-8b(CR) Llama3.1-70b(CR)
Model

0

20

40

60

80

100

Ac
cu

ra
cy

 (%
) -20.5%

-6.1%

-5.5%

-2.7%
-3.5%

Original
Extended

Figure 3: Results on extended part. The model’s per-
formance decline on unseen questions was compared.
ZS represents the BART model trained on the original
questions, and FT represents the BART model further
trained on paraphrased questions. CR stands for RAG
with ground-truth triples under the multiple-choice set-
ting.

In this section, we conduct experiments using 535

the extended portion of the constructed dataset, as 536

described in section 4.1, where each question is 537

paraphrased into six semantically equivalent ques- 538

tions to explore the generalization capabilities of 539

different models. We use the BART model trained 540

on the original questions (ZS) and the BART model 541

further trained on paraphrased questions (FT) as 542

the Baseline for the KBQA model. 543

7



Category Model Overall Multi-
hop

Qualifier Compari-
son

Logical Count Verify

KBQA GraphQ IR 91.7 90.4 84.9 97.2 92.6 89.4 94.2
LLM Llama3.1-8B 28.5 28.2 22.5 64.5 32.1 16.2 46.7
RAG Llama3.1-8b 54.4 53.1 60.3 71.8 51.6 28.7 74.9
RAG Llama3.1-70b 66.8 68.9 65.1 94.0 66.2 55.8 66.1

RAG under the multiple-choice setting
RAG Llama3.1-8b 75.9 71.2 81.8 74.1 71.8 41.4 76.1
RAG Llama3.1-70b 80.7 75.7 85.0 85.4 78.5 43.1 82.4

RAG with ground-truth triples
RAG Llama3.1-8b 76.3 78.5 82.8 97.3 70.3 48.8 75.8
RAG Llama3.1-70b 83.5 86.6 88.7 98.3 79.8 65.4 91.5

RAG with ground-truth triples under the multiple-choice setting
RAG Llama3.1-8b 89.1 88.5 92.7 87.5 82.8 58.9 88.0
RAG Llama3.1-70b 94.6 94.0 95.8 98.0 92.1 73.7 93.8

Table 3: Overall Model Performance On Special Settings.

In Figure 3, we found that KBQA model trained544

on the original dataset experienced an 18% per-545

formance drop on the extended portion, and after546

fine-tuning, it dropped by 5% compared to the orig-547

inal setting. While the impact of diverse problem548

formulations on RAG is less significant, with an549

average decrease of 3%, which indicates that LLM-550

based model has better generalization performance.551

4.4 Error analysis on counting problems552

LLM-based methods exhibit relatively low accu-553

racy in count tasks, which drags down the overall554

accuracy. In this section, we discuss the reasons555

for their failure. Thanks to our dataset having cor-556

responding KB and corpus, by prompting LLM to557

output all eligible entities and collecting ground-558

truth entities from KB queries, we can calculate the559

overlap of entities between these two sets and cate-560

gorize them into three types based on the situation.561

Wrong format error(1.7% of the total). The562

model sometimes does not output in the specified563

format, instead outputting that it cannot find rele-564

vant information.565

Intersected(26.5% of the total). Indicates that566

the model output and the ground-truth entities have567

an intersection. This situation occurs due to insuf-568

ficient retrieval of information, leading to missed569

answers, or the model not carefully checking each570

entity to determine if it meets the question require-571

ments, resulting in the output of additional entities.572

Disjoint(39.1% of the total). Indicates that the573

model output does not overlap with the ground- 574

truth entities. This situation arises because the 575

model fails to understand the question or does 576

not correctly decompose the question into sub- 577

problems, resulting in completely irrelevant infor- 578

mation being output. 579

The above errors mainly stem from insufficiently 580

accurate recall information and the model’s failure 581

to verify whether each entity meets the require- 582

ments. The key to improving count capabilities lies 583

in enhancing the large model’s ability to retrieve 584

information that meets the requirements. 585

5 Conclusion 586

This study primarily aims to build a unified dataset 587

to support various methods whether single-source 588

or multi-source. To construct this dataset, we pro- 589

pose a "trace-then-synthesis" framework to sup- 590

plement the corpus with knowledge base and gen- 591

erate natural language reasoning processes while 592

expanding the original question formats to enhance 593

diversity. We have built a unified dataset using 594

this framework. In our benchmark, we compare 595

the performance of various methods in the same 596

dataset, analyzing their respective strengths and 597

weaknesses. Our findings reveal the significant 598

potential of RAG in QA tasks, outperforming su- 599

pervised KBQA algorithms in certain environments 600

and many other interesting things. We hope this 601

dataset can support different tasks and contribute 602

to the further development of RAG and KG-LLM. 603
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6 Limitations604

Our dataset is primarily based on the KoPL pro-605

gram, but due to the expressive capabilities of the606

KoPL program, the types of questions included607

in this dataset are still limited. And although we608

have synthesized some new problems, we have not609

generated fundamentally different new problems.610

Because the number of problems in the current KB611

is already sufficient, we simply hope to integrate all612

the content. In future work, we hope to see more613

complex and user-friendly questions that are closer614

to how users describe them.615

Another limitation is in benchmark section, al-616

though RAG can achieve performance comparable617

to supervised models, the resource requirements618

for running the LLM model are several times that619

of the supervised model, as RAG needs to store620

the corpus and the space required for the vector621

database. On the other hand, since we built the622

corpus from the KB, in practical scenarios, con-623

structing the KB from corpus may result in fur-624

ther information loss (Nayak and Timmapathini,625

2023), leading to a further decline in KBQA’s per-626

formance.627

In future work, there is a focus on optimizing628

the retriever. By improving the performance of629

the retriever, the performance of the LLM-based630

system can be effectively enhanced.631
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A Appendix962

A.1 Implementation details963

RAG components. We implement a Vanilla964

RAG framework. We first use a splitter to split965

Wikipedia into chunks. We let the splitter cut each966

page into chunks of 256 words, with an overlap967

of 128 words between chunks, and we try to keep968

entire sentences within a single chunk. We are969

using bge-en-1.5 (Xiao et al., 2023) model to970

create text embedding vectors, which has achieved971

the best performance on the text embedding972

benchmark. The encoder will invoke the model973

to convert chunks into 768-dimensional vectors.974

All vectors are indexed using FAISS (Douze975

et al., 2024) and are used for retrieval. By default,976

the L2-norm is used as the similarity metric to977

compare embeddings. When retrieving, we recall978

the top 100 vectors each time. Then we use BM25979

to filter the top-72 passages and sort them using980

bge-reranker, then take the top 64 vectors. We981

search the library for each question and record982

the retrieved passages offline to ensure that the983

passages obtained by each RAG model in the same984

set of experiments are the same.985

986

Hyperparameters. The parameters in the987

experiment are set as follows: temperature=0.01988

to ensure stable output. The vector embedding989

dimension is 768, the TopK retrieved documents990

is set to 100. The default chunk size is set to 256991

with overlaps of 128.992

A.2 Prompt for paraphrasing questions993

During the process of paraphrasing questions, we994

will prompt LLM multiple times, and the prompts995

for this part are shown in Table 4. Table 9 demon-996

strates the 6 paraphrasing prompts we have pro-997

posed. The right column shows example sentences998

under different methods999

A.3 Prompt for synthesizing1000

During the process of synthesizing the corpus, we1001

concatenate the text segments and the facts that1002

need to be synthesized into the segments and send1003

them to LLM. The detailed prompts are shown in1004

the Table 5.1005

A.4 Prompt for dataset quality assessment1006

In the first two steps of quality assessment, we used1007

LLM, with the prompt in Table 6.1008

A.5 Prompt for RAG 1009

In the RAG pipeline, the first step is to let LLMs 1010

freely infer step by step based on the context and 1011

the second step is to let LLMs summarize the an- 1012

swers according to the format. The prompt we use 1013

are in Table 7. 1014

A.6 Prompt for special settings 1015

For the scenario of multiple-choice questions, we 1016

use the prompt in Table 8 in the second step. 1017
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Paraphrase Please rewrite this question: {question}
Synonym substitution for verbs Please rewrite the following question by replacing the verb with a
synonym, ensuring that the information contained in the original sentence remains unchanged: {question}

Alter sentence structure Please rewrite the following question by changing the sentence structure,
ensuring that the information contained in the original sentence remains unchanged: {question}

Expand the sentence Please rewrite the following question using extensions, ensuring that the information
contained in the original sentence remains unchanged: {question}

Change to passive voice Please rewrite the following question in a passive manner, ensuring that the
information contained in the original sentence remains unchanged: {question}

More colloquial Please make the following question more colloquial and ensure that the information
contained in the original sentence remains unchanged: {question}

Table 4: Prompt for paraphrasing question.

I will give you a paragraph and some sentences, please help me add the information from these sentences
to the text. Require information to remain unchanged, language to be fluent, and conform to the original
logic.
paragraph:{paragraph}
sentences:{triples}

Table 5: Prompt for synthesizing

Correctness
{sentence}
Please select a sentence from the following that can induce the above information and output its identifier.
These sentences are talking about {title}. The number at the beginning of each sentence within [] is the
identifier; do not output numbers outside this range. If there is none, output None. Please do not output
any other explanation.
choices:{list of facts}

Consistency
Please help me change the given information to be incorrect. You can modify numbers, change to negative
forms, or alter objects, etc. Only output the modified information without any other explanation.
information:{fact}

I will give you a piece of information and paragraphs. Please help me determine if there are any facts
in the paragraph that conflict with the information. Output "conflict" or "not conflict" without any other
explanation.
information:{fact}
paragraph:{paragraph}

Table 6: Prompt for dataset quality assessment
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Step 1
context: {context}
<end of context>
Now you are an assistant to answer questions. Please infer the answer based on your knowledge and the
information provided to you in English.
Please try to answer using the original words in the information I gave you, especially when asking about
the relationship between the two.
Q: {question}
Let’s think step by step.

Step 2
Context:
{Output_from_1st_step}
Please answer the following question.
If the question is a true or false question, please output ’yes’ for true or ’no’ for false directly.
If it is a question about counting quantities and there is no relevant information, output 0.
If it is a comparison question, please output the answer directly.
Please try to answer using the original words in the information I gave you, especially when asking about
the relationship between the two
Otherwise output the answer in the format of the following example:
Q: When was Neville A. Stanton’s employer founded?
A: The employer of Neville A. Stanton is University of Southampton. The University of Southampton
was founded in 1862. So the answer is: 1862.
Q: What weekly publication in the Connecticut city with the most Zagat rated restaurants is issued by
university of America2̆212Lite: How Imperial Academia Dismantled Our Culture’s author?
A: The author of America Lite: How Imperial Academia Dismantled Our Culture is David Gelernter.
David Gelernter was educated at the Yale University. The city in Connecticut that has the highest number
of Zagat rated restaurants is New Haven. The weekly publication in New Haven that is issued by Yale
University is Yale Herald. So the answer is: Yale Herald.
Q: What is the headquarters for the organization who sets the standards for ISO 21500?
A: The standards for ISO 21500 were set by International Organization for Standardization. The Interna-
tional Organization for Standardization has headquarters in Geneva. So the answer is: Geneva.
Q: How many children does LeBron James have?
A: LeBron James have kids LeBrony James Jr., Bryce Maximus James, Zhuri James. So LeBron James
have 3 kids. So the answer is: 3.
Q: Does LeBron James and Yao Ming come from the same country?
A: LeBron James is from the U.S.. Yao Ming is from China. So the answer is: no.
Q: {question}
A:

Table 7: The prompt design for RAG.
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This is some known information:
{context}
The following are single choice questions (with answers). You only need to output one character
representing your option, without any additional output.
Question: {question}
{choices}
Answer:

Table 8: The prompt design for multiple-choice setting.

Strategy Example

Original question Which cost more, World Trade Center or An Ideal Husband?
Paraphrase What has a higher cost: the World Trade Center or "An Ideal

Husband"?,
Synonym substitution for verbs Which was more expensive, the World Trade Center or An Ideal

Husband?
Alter sentence structure Between the World Trade Center and An Ideal Husband, which

incurred greater expenses?
Expand the sentence What is the higher price between the World Trade Center and the

production of "An Ideal Husband"?
Change to passive voice The cost of which is greater, the World Trade Center or An Ideal

Husband?
More colloquial So, which one is pricier, the World Trade Center or "An Ideal

Husband"?

Table 9: The prompt design for paraphrasing.

16


	Introduction
	Related Work
	Preliminaries
	Data Construction
	Dataset Quality Assessment

	Experiment
	Baselines

	Results and Analysis
	Overall results
	Results on special settings
	Results on extended part
	Error analysis on counting problems

	Conclusion
	Limitations
	Appendix
	Implementation details
	Prompt for paraphrasing questions
	Prompt for synthesizing
	Prompt for dataset quality assessment
	Prompt for RAG
	Prompt for special settings


