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Abstract001

With the growing use of large language models002
(LLMs) as evaluators, their application has ex-003
panded to code evaluation tasks, where they as-004
sess the correctness of generated code without005
relying on reference implementations. While006
this offers scalability and flexibility, it also007
raises a critical, unresolved question: Can LLM008
judges fairly and robustly evaluate semanti-009
cally equivalent code with superficial varia-010
tions? Functionally correct code often exhibits011
variations—such as differences in variable012
names, comments, or formatting—that should013
not influence its correctness. Yet, whether LLM014
judges can reliably handle these variations re-015
mains unclear. We present the first compre-016
hensive study of this issue, defining six types017
of potential bias in code evaluation and reveal-018
ing their systematic impact on LLM judges.019
Across five programming languages and multi-020
ple LLMs, we empirically demonstrate that all021
tested LLM judges are susceptible to both pos-022
itive and negative biases, resulting in inflated023
or unfairly low scores. Moreover, we observe024
that LLM judges remain vulnerable to these bi-025
ases even when prompted to generate test cases026
before scoring, highlighting the need for more027
robust code evaluation methods.028

1 Introduction029

Large language models (LLMs) have rapidly ad-030

vanced (Achiam et al., 2023; Research et al., 2024),031

establishing themselves as valuable tools not only032

for text generation but also for evaluation (Zheng033

et al., 2023; Gu et al., 2024). A key advantage of034

LLM evaluators lies in their ability to comprehend035

and assess the essence of a problem without rely-036

ing on external reference materials or tools (Xu037

et al., 2024; Liu et al., 2023b). This capability has038

led to a growing body of research on using LLMs039

to evaluate the correctness of generated code (Tan040

et al., 2024; Zhao et al., 2024; Wang et al., 2025).041

While various metrics can be applied when refer-042

ence implementations or test cases are available,043

 Your task is to determine whether the code correctly implements the task 
as described. �

count = 0
for n in range(2, 301):
    for i in range(1, int(n**0.5) + 1):  
        if n % i == 0:  break
    else: count += 1
print(count)

Original Evaluation

count = 0
for n in range(2, 301):
    for i in range(1, int(n**0.5) + 1):  
        if n % i == 0:  break
    else: count += 1
print(count)

Positive-Biased Evaluation (with authority bias)

Incorrect

Correct

Task description

# This code is generated by code expert

Evaluation Prompt

This code is

This code is

Write a Python program that prints the number of prime numbers less than 
or equal to 300. A prime number is a number greater than 1 that has no 
positive divisors other than 1 and itself.

LLM Judge

LLM Judge

Figure 1: LLM judge evaluations before and after the
introduction of authority bias. The LLM judge initially
identifies the incorrect code as wrong, but misjudges the
same code as correct once the bias is introduced.

their absence presents a unique challenge. In such 044

reference-free scenarios, LLMs can serve as ef- 045

fective evaluators by taking only the task descrip- 046

tion and the generated code as input to determine 047

whether the code fulfills the intended functional- 048

ity (Tong and Zhang, 2024; Aggarwal et al., 2024; 049

Zhuo, 2024). 050

However, a critical challenge arises from the 051

inherent variability in code, which can differ signif- 052

icantly depending on the individual or model that 053

generates it (Oliveira et al., 2023; Ouyang et al., 054

2025). Even functionally equivalent code can ap- 055

pear in markedly different forms. Such variations 056

often stem from stylistic differences in variable 057

naming, the use of comments, or other individ- 058

ual coding conventions (Wang et al., 2024). Since 059

these differences do not affect the underlying cor- 060

rectness, a reliable evaluator should remain robust 061

to such surface-level variations. If, however, the 062

LLM judge’s evaluation is swayed in response to 063

these differences, it raises concerns about the relia- 064

bility of LLM-based code evaluation. 065

1



This work presents the first systematic inves-066

tigation into the robustness of LLM-based code067

evaluators against semantically equivalent yet su-068

perficially varied code. Specifically, we define a set069

of biases that may arise from such variations and070

examine how frequently these biases influence the071

decisions of LLM judges. We refer to positive bias072

as any superficial change that causes the evaluator073

to favor a correct verdict regardless of the ground074

truth, as illustrated in Figure 1. Conversely, nega-075

tive bias refers to the tendency to favor an incorrect076

verdict. Both types of bias distort reported per-077

formance: positive bias overestimates correctness,078

while negative bias conceals genuine correctness.079

To measure the robustness of LLM judges080

against these biases, we construct a benchmark081

spanning five programming languages: C++,082

Python, Java, JavaScript, and Go. For each lan-083

guage, we curate 200 task descriptions and pair084

them with triplets consisting of both correct and085

incorrect solutions. We then inject six types of086

predefined bias, including authority, self-declared087

correctness, variable renaming, reverse-authority,088

misleading tasks, and illusory complexity.089

Our experiments reveal that all tested LLM090

judges are highly susceptible to these biases across091

all five programming languages. Notably, increas-092

ing model scale does not ensure improved robust-093

ness against these superficial biases. For instance,094

GPT-4o demonstrated notable vulnerability, with095

its accuracy decreasing by up to 26.7 percent-096

age points under biased conditions. In particu-097

lar, we find that most biases exhibit consistent098

patterns: lengthened variable names, authoritative099

statements, and self-affirming comments typically100

induce pronounced positive biases, whereas mis-101

leading tasks and reverse-authority statements tend102

to result in negative biases.103

Moreover, building on these findings, we con-104

duct an in-depth analysis to address several follow-105

up questions. First, we examine how the judgments106

shift as the length of variable names increases, iden-107

tifying the threshold at which positive bias begins108

to emerge. We find that even minimal increases109

in variable length, starting from two characters,110

consistently induce positive bias, which intensi-111

fies as names become longer. We also investigate112

the effect of increasing illusory complexity of the113

code—lengthening code with semantically mean-114

ingless content. Surprisingly, we find that such ad-115

ditions can induce positive bias, leading the judge116

to incorrectly classify the code as correct. Finally,117

we assess whether incorporating test-case genera- 118

tion into the prompting strategy can mitigate the 119

observed biases. Despite mitigation attempts, LLM 120

judges continue to exhibit systematic vulnerabil- 121

ities, reinforcing the severity of the bias issue in 122

LLM-based code evaluation. 123

2 Related Works 124

2.1 LLM-as-a-Judge 125

As LLMs have increasingly advanced in their abil- 126

ity to simulate human-like reasoning and cogni- 127

tive processes (Kumar, 2024), their role as evalu- 128

ators—often referred to as LLM-as-a-Judge—has 129

gained significant attention (Gu et al., 2024; Chen 130

et al., 2024a; Zhu et al., 2023; Chan et al., 2023). 131

In this capacity, LLMs are tasked with assessing 132

a given text according to specific tasks or crite- 133

ria (Bavaresco et al., 2024). The appeal of using 134

LLMs for evaluation lies in their ability to under- 135

stand the content under review, making them a key 136

tool in numerous research domains and a central 137

component in evaluating complex, open-ended re- 138

sponses (Liu et al., 2023b; Hwang et al., 2025). 139

However, the use of LLMs as judges comes with 140

some limitations (Ye et al., 2024). Known issues 141

with LLM judges include length bias (Karpukhin 142

et al., 2020), position bias (Zheng et al., 2023; Shi 143

et al., 2024), and sensitivity to expressions of un- 144

certainty (Lee et al., 2024). It has been established 145

that these factors can alter evaluations in signifi- 146

cant ways. Despite this, research on the potential 147

biases of LLMs in the context of code evaluation is 148

virtually nonexistent. 149

2.2 Evaluation of Code Generation 150

Code evaluation is a task that assesses the se- 151

mantic correctness of generated code based on a 152

task description explaining the functionality of the 153

code (Dehaerne et al., 2022; Liu et al., 2023a; Wang 154

and Chen, 2023; Evtikhiev et al., 2023). Evaluation 155

methods are generally categorized into test-based, 156

token-based, embedding-based, and LLM-based 157

approaches. Test-based methods, such as measur- 158

ing pass@k (Kulal et al., 2019), evaluate the accu- 159

racy of the code using test cases designed to pass 160

with the correct code (Chen et al., 2021). A ma- 161

jor limitation of this approach is the necessity of 162

having test cases, which are not always available. 163

Additionally, text generation evaluation metrics 164

such as BLEU (Papineni et al., 2002) and ROUGE- 165

L (Lin, 2004) have been adapted for code evalu- 166
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# A beginner wrote this snippet

import math
from functools import reduce

def gcd_list(numbers):
    return reduce(math.gcd, numbers)

a,b = map(int, input().split())
c = list(map(int,input().split()))
d = []

def sum_num(num1, num2): 
    print(f"num1 : {num1}, num2 : {num2}")
    return num1 + num2

for qkzlpbsidmsm in c:
    d.append(abs(b-qkzlpbsidmsm))
print(gcd_list(d))

# This code is written by an expert developer

# correct code

# Make an empty tuple

Original Code Biased Code

Reverse Authority

Authority

Self-Declared 
Correctness

Misleading Task 

Illusory 
Complexity

Variable Change

import math
from functools import reduce

def gcd_list(numbers):
    return reduce(math.gcd, numbers)

a,b = map(int, input().split())
c = list(map(int,input().split()))
d = []

for i in c:
    d.append(abs(b-i))
print(gcd_list(d))

Figure 2: Illustration of examples of six bias types.

ation, resulting in metrics like CodeBLEU (Ren167

et al., 2020) and RUBY (Tran et al., 2019). Sim-168

ilarly, embedding-based methods, such as Code-169

BERTScore (Zhang et al., 2019; Zhou et al., 2023),170

assess code by measuring the embedding similarity171

between the candidate and reference code. How-172

ever, both token-based and embedding-based meth-173

ods are limited by their reliance on reference code.174

Recent research has explored the use of LLMs as175

evaluators in code evaluation tasks. ICE-Score per-176

forms multi-dimensional evaluation by assigning177

scores to code using an LLM (Zhuo, 2024), while178

CodeJudge encourages slow thinking in LLMs to179

assess the correctness of code (Tong and Zhang,180

2024). However, there has been limited research181

on the potential limitations of LLM-based code182

evaluation. This study is the first to systematically183

investigate the various problematic situations that184

arise when LLMs are used to evaluate code.185

3 Taxonomy of Code Biases186

This study aims to explore how various types of187

code biases, which can commonly occur across188

multiple programming languages, influence the189

LLM-based code evaluation. In this section, we190

define and categorize the different types of poten-191

tial biases that may arise during such evaluations.192

Specifically, we examine six distinct forms of po-193

tential bias: authority, self-declared correctness,194

variable renaming, reverse authority, misleading195

task, and illusory complexity. Figure 2 illustrates196

representative examples of these bias types by com-197

paring the original code with biased versions that198

reflect each category.199

Authority Bias Authority bias arises when code 200

contains comments implying it is written by an 201

expert, thereby triggering implicit trust from the 202

evaluator. Such trust may lead to more favorable 203

assessments regardless of the actual correctness 204

of the code. Prior research in natural language 205

evaluation has demonstrated that authority-related 206

cues—such as fabricated citations—can introduce 207

bias and affect the judgments of LLMs (Chen et al., 208

2024b). 209

Self-Declared Correctness Bias This form of 210

bias occurs when code explicitly claims its own 211

correctness (e.g., “Correct code”). Unlike author- 212

ity bias, self-declared correctness bias operates 213

through more direct assertions of correctness, pro- 214

viding evaluators with explicit cues to accept the 215

output without rigorous scrutiny. Consequently, 216

such overt statements may significantly influence 217

LLM evaluators, leading them to either skip de- 218

tailed logical analysis or conduct it superficially. 219

Variable Change Bias Variable change bias 220

arises when semantically meaningful variable 221

names are replaced with randomized identifiers 222

(e.g., zhVMfD instead of total_sum). While such 223

changes do not affect the code’s functionality, they 224

can alter perceptions of readability and clarity. In 225

some cases, atypical names may be viewed nega- 226

tively, making the code appear unnecessarily com- 227

plex or obscure. Alternatively, evaluators might in- 228

terpret these unconventional names positively, asso- 229

ciating them with greater sophistication or abstrac- 230

tion. Both interpretations can influence judgments 231

independently of the code’s actual correctness. 232
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Reverse Authority Bias This bias is introduced233

through comments that imply the author lacks ex-234

pertise, such as “I’m new to coding.” In contrast to235

authority bias, which can lead to undue trust in ex-236

pert claims, these cues can diminish the evaluator’s237

confidence in the code and potentially lead to in-238

creased skepticism even when the implementation239

is correct.240

Misleading Task Bias This bias arises when241

the code contains a comment that inaccurately de-242

scribes the task. Even if the implementation cor-243

rectly addresses the original prompt, the evaluator244

may anchor its judgment to the misleading internal245

description, leading to an erroneous assessment.246

This phenomenon underscores the vulnerability of247

LLM-based evaluators to manipulation through lo-248

cal contextual cues.249

Illusory Complexity Bias Illusory complexity250

bias refers to evaluative distortions caused by code251

elements that artificially inflate the perceived com-252

plexity of an implementation without affecting253

its actual functionality or correctness. Such ele-254

ments may include unnecessary variables, redun-255

dant loops, unused data structures, and functions256

that are declared but never invoked. Evaluators257

might view increased complexity as a sign of so-258

phistication or thoroughness, perceiving the code as259

more professional or comprehensive. On the other260

hand, such complexity may be seen negatively, in-261

terpreted as noise or unnecessary distractions that262

undermine the clarity or completeness of the so-263

lution, even when the core functionality remains264

correct and intact.265

4 Data Configuration266

4.1 Problem and Code Data Extraction267

To evaluate the influence of code bias across vari-268

ous scenarios, we construct an evaluation dataset269

designed for this purpose. In particular, to ac-270

curately assess the practical capabilities of LLM271

judges in code evaluation, we utilize diverse forms272

of human-written code sourced from CodeNet (Puri273

et al., 2021). We extract data for the five languages274

most frequently employed in LLM-based code eval-275

uation: C++, Python, Java, JavaScript, and Go. To276

control evaluation variations caused by differences277

in coding problem difficulty, we unify problem dif-278

ficulty by exclusively selecting problems from the279

AtCoder Beginner Contest (ABC)1.280

1https://atcoder.jp/?lang=en

For each programming language, the dataset 281

comprises 200 problems, each accompanied by one 282

correct and one incorrect solution, both selected 283

at random. Among various types of incorrect so- 284

lutions, we focus on “Wrong Answer” cases, as 285

these errors are independent of external constraints 286

such as memory or time limits and are not triv- 287

ially identifiable, unlike compilation errors. Addi- 288

tionally, user-submitted code often contains user- 289

generated comments, which could potentially influ- 290

ence evaluation outcomes. To ensure fair compar- 291

isons, we perform postprocessing steps to remove 292

all comments from the extracted code. Ultimately, 293

the dataset comprises a total of 2,000 code sam- 294

ples—200 correct and 200 incorrect solutions for 295

each of the five programming languages. 296

4.2 Bias generation 297

Comment-based Bias Authority, reverse author- 298

ity, self-declared correctness, and misleading task 299

bias are categorized as comment-based biases and 300

are introduced by inserting single-line comments 301

into the original source code. For the self-declared 302

correctness bias, the phrase "correct code" is in- 303

serted at the beginning of each code snippet. In 304

the cases of authority and reverse authority bias, 305

we create 10 well-crafted templates and randomly 306

select one to insert at the start of the code. 307

For misleading task bias, we employ an LLM 308

to generate two or three single-line comments de- 309

scribing the functionality of the original code inac- 310

curately. To confirm that the original code is not 311

modified, a validation procedure consisting of code 312

compilation and human verification is conducted. 313

Additional details regarding this validation are pre- 314

sented in Appendix B. Examples for each bias, 315

along with the bias templates and prompts used for 316

bias generation, are provided in Appendix C. 317

Variable Change Bias The variable change bias 318

is automatically generated by applying a code- 319

based transformation that systematically modifies 320

the variable names in the original code. This au- 321

tomated procedure alters not only general variable 322

names but also function parameters, as these are 323

treated as variables during the transformation pro- 324

cess. 325

Illusory Complexity Bias The illusory complex- 326

ity bias is introduced by declaring dummy func- 327

tions at the beginning of the code—functions that 328

are defined but never called within the actual logic, 329

4

https://atcoder.jp/?lang=en


Language Orig. Len. Orig. % Dummy Len. Dummy %

C++ 1,023.7 17.92% 227.6 16.72%

Python 346.1 6.06% 220.2 16.17%

Java 1,652.2 28.93% 369.7 27.16%

JavaScript 1,528.5 26.76% 293.5 21.56%

Go 1,161.4 20.33% 250.4 18.39%

Table 1: Comparison of the average length and propor-
tion of original code vs. dummy functions.

thereby having no impact on the original function-330

ality. To minimize variations in logical complexity331

and implementation difficulty, these dummy func-332

tions are selected from verified correct submissions333

to ABC programming problems that have not been334

previously used.335

For each programming language, we manually336

select ten dummy functions, ensuring that they re-337

quire no additional dependencies, such as library338

imports. These functions are then randomly in-339

serted into the original code, with care taken to340

avoid conflicts with existing function names. Ad-341

ditionally, since code length varies substantially342

across programming languages, efforts are made343

to standardize the impact by adjusting the length344

of dummy functions accordingly. Detailed statis-345

tics on code length per language and the associated346

dummy functions are provided in Table 1.347

5 Experiments348

The primary objective of the main experiment is349

to investigate the extent to which code-related bi-350

ases influence the evaluation process conducted by351

LLM judges. Specifically, the study aims to de-352

termine whether these biases affect LLM judges,353

particularly whether they manifest as positive or354

negative bias.355

5.1 Experimental Settings356

We conduct experiments using a diverse set357

of both closed-source and open-source models358

as judge models, including GPT-4o (OpenAI,359

2024b), GPT-4o-mini (OpenAI, 2024a), Gemini-360

2.0-Flash (Google, 2025), Claude-3.5-Sonnet (An-361

thropic, 2024), LLaMA-3.1-70B-Instruct, and362

LLaMA-3.1-8B-Instruct (Meta, 2024). To ensure363

consistency in evaluation, we set the temperature364

parameter to 0.0 for all models. Results for closed-365

source models are averaged over three trials to ac-366

count for minor stochastic variations, while open-367

source models require only a single trial due to368

their deterministic behavior. Detailed experimental369

settings are provided in Appendix A.3.370

To introduce variable change bias, variable 371

names in the original code are systematically 372

replaced with 24 randomly selected alphabetic 373

strings. Illusory complexity bias is introduced by 374

inserting a single dummy function at the beginning 375

of the code. 376

Following the approach of Tong and Zhang 377

(2024) and Liu et al. (2023b), we employ a chain- 378

of-thought (CoT) (Wei et al., 2022) prompting strat- 379

egy during code evaluation. The specific prompt 380

used in our experiments is provided in Appendix 381

D. 382

5.2 Robustness Metrics 383

To quantify robustness against superficial code bi- 384

ases, we define robustness degradation as the per- 385

centage point (%p) difference in accuracy between 386

the original and biased code evaluations. Although 387

this measure is informative for comparing robust- 388

ness at an individual instance level, it is less suit- 389

able for comparisons between groups. Thus, for 390

inter-group comparisons, we employ the Mean Ab- 391

solute Deviation (MAD), calculated as the average 392

of absolute values of the percentage point devia- 393

tions from the original accuracy. 394

5.3 Results 395

As shown in Table 2, our experiments reveal that 396

none of the tested models are resilient to the pres- 397

ence of superficial code biases. In principle, a 398

robust evaluator should yield identical accuracy 399

scores when evaluating both the original and bi- 400

ased versions of a given code snippet, assuming the 401

underlying functionality remains unchanged. How- 402

ever, all models—including advanced ones such 403

as GPT-4o—exhibit clear vulnerabilities, with its 404

accuracy dropping by as much as 26.7%p under 405

biased conditions. 406

Directional Characteristics of Biases Notably, 407

while all six bias types substantially influenced 408

evaluation outcomes, certain biases consistently 409

exhibit directional tendencies. Drawing on our tax- 410

onomy, positive biases increase the accuracy of cor- 411

rect code evaluations while decreasing the accuracy 412

of incorrect code evaluations, whereas negative bi- 413

ases operate inversely. In Table 2, positive biases 414

are highlighted in blue, whereas negative biases are 415

marked in red, providing a visual cue to distinguish 416

their effects. 417

Within this framework, self-declared correct- 418

ness, authority cues, and variable renaming tend 419
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C++ Python Java JavaScript
Bias Types

Corr. Incorr. Corr. Incorr. Corr. Incorr. Corr. Incorr.
GPT-4o

Original 89.5 58.4 84.7 63.1 86.5 63.3 83.9 56.7
Self-Corr 94.8 (+5.3) 49.0 (-9.4) 92.2 (+7.5) 51.0 (-12.1) 91.8 (+5.3) 51.0 (-12.3) 91.7 (+7.8) 44.4 (-12.3)

Authority 91.0 (+1.5) 57.6 (-0.8) 84.6 (-0.1) 60.8 (-2.3) 87.0 (+0.5) 59.0 (-4.3) 88.0 (+4.1) 54.9 (-1.8)

Var-Change 89.1 (-0.4) 52.8 (-5.6) 87.3 (+2.6) 55.4 (-7.7) 84.8 (-1.7) 55.8 (-7.5) 84.0 (+0.1) 54.6 (-2.1)

Misleading 67.1 (-22.4) 74.5 (+16.1) 60.5 (-24.2) 82.5 (+19.4) 59.8 (-26.7) 78.5 (+15.2) 58.2 (-25.7) 73.3 (+16.6)

Re-Authority 85.3 (-4.2) 64.2 (+5.8) 79.6 (-5.1) 71.0 (+7.9) 80.1 (-6.4) 67.3 (+4.0) 77.8 (-6.1) 62.9 (+6.2)

Complexity 86.5 (-3.0) 59.2 (+0.8) 77.7 (-7.0) 67.2 (+4.1) 81.5 (-5.0) 58.8 (-4.5) 81.0 (-2.9) 59.3 (+2.6)

Gemini-2.0-Flash
Original 78.0 67.9 79.7 63.5 82.7 71.2 76.8 61.4
Self-Corr 86.8 (+8.8) 59.8 (-8.1) 88.1 (+8.4) 51.8 (-11.7) 89.7 (+7.0) 58.0 (-13.2) 86.5 (+9.7) 54.5 (-6.9)

Authority 80.4 (+2.4) 67.8 (-0.1) 81.3 (+1.6) 60.2 (-3.3) 82.0 (-0.7) 71.8 (+0.6) 77.5 (+0.7) 63.5 (+2.1)

Var-Change 82.2 (+4.2) 62.8 (-5.1) 84.3 (+4.6) 51.8 (-11.7) 87.3 (+4.6) 62.0 (-9.2) 78.7 (+1.9) 57.7 (-3.7)

Misleading 66.7 (-11.3) 78.7 (+10.8) 68.8 (-10.9) 76.5 (+13.0) 64.0 (-18.7) 70.7 (-0.5) 57.8 (-19.0) 73.9 (+12.5)

Re-Authority 77.2 (-0.8) 72.7 (+4.8) 76.0 (-3.7) 67.8 (+4.3) 78.3 (-4.4) 76.0 (+4.8) 72.0 (-4.8) 62.7 (+1.3)

Complexity 81.3 (+3.3) 67.3 (-0.6) 81.6 (+1.9) 56.8 (-6.7) 85.5 (+2.8) 68.3 (-2.9) 81.5 (+4.7) 62.3 (+0.9)

Claude-3.5-Sonnet
Original 65.2 79.3 64.2 80.7 61.7 84.8 67.2 72.9
Self-Corr 81.8 (+16.6) 63.5 (-15.8) 82.8 (+18.6) 65.3 (-15.4) 79.3 (+17.6) 65.5 (-19.3) 82.6 (+15.4) 57.2 (-15.7)

Authority 60.7 (-4.5) 80.0 (+0.7) 63.2 (-1.0) 81.3 (+0.6) 63.0 (+1.3) 84.5 (-0.3) 65.3 (-1.9) 74.8 (+1.9)

Var-Change 69.5 (+4.3) 66.7 (-12.6) 73.0 (+8.8) 69.0 (-11.7) 70.8 (+9.1) 75.0 (-9.8) 70.0 (+2.8) 64.7 (-8.2)

Misleading 50.7 (-14.5) 86.3 (+7.0) 48.7 (-15.5) 85.5 (+4.8) 43.2 (-18.5) 86.3 (+1.5) 46.3 (-20.9) 83.8 (+10.9)

Re-Authority 56.2 (-9.0) 85.7 (+6.4) 53.2 (-11.0) 86.8 (+6.1) 52.2 (-9.5) 88.5 (+3.7) 48.4 (-18.8) 82.2 (+9.3)

Complexity 66.5 (+1.3) 77.8 (-1.5) 60.7 (-3.5) 80.2 (-0.5) 65.3 (+3.6) 78.5 (-6.3) 65.7 (-1.5) 75.3 (+2.4)

LLaMA-3.1-70B-Instruct
Original 55.0 77.5 49.0 83.5 54.8 78.0 48.5 75.9
Self-Corr 81.4 (+26.4) 54.0 (-23.5) 83.3 (+34.3) 58.1 (-25.4) 79.9 (+25.1) 58.0 (-20.0) 74.9 (+26.4) 52.0 (-23.9)

Authority 55.8 (+0.8) 77.0 (-0.5) 46.2 (-2.8) 83.5 (0.0) 52.5 (-2.3) 82.5 (+4.5) 45.0 (-3.5) 78.3 (+2.4)

Var-Change 58.3 (+3.3) 75.4 (-2.1) 50.0 (+1.0) 81.9 (-1.6) 52.5 (-2.3) 71.2 (-6.8) 47.0 (-1.5) 78.4 (+2.5)

Misleading 30.1 (-24.9) 89.5 (+12.0) 24.5 (-24.5) 93.0 (+9.5) 25.1 (-29.7) 86.0 (+8.0) 21.8 (-26.7) 88.0 (+12.1)

Re-Authority 53.8 (-1.2) 77.0 (-0.5) 49.5 (+0.5) 84.9 (+1.4) 52.8 (-2.0) 78.9 (+0.9) 48.0 (-0.5) 78.9 (+3.0)

Complexity 52.6 (-2.4) 73.9 (-3.6) 44.4 (-4.6) 82.8 (-0.7) 50.3 (-4.5) 72.4 (-5.6) 51.3 (+2.8) 76.8 (+0.9)

Table 2: Results of the robustness evaluation experiment across four judge models. Full results, including those for
Go and the remaining judge models, are provided in the appendix E.

to function as positive biases, whereas mislead-420

ing tasks and reverse authority cues exhibit nega-421

tive bias effects. Among the positive biases exam-422

ined, self-declared correctness exhibits the most423

pronounced effect across all evaluated models and424

programming languages. This susceptibility is es-425

pecially pronounced in open-source models such426

as LLaMA-3.1-70B (24.7%p) and 8B (28.7%p).427

Regarding negative biases, misleading tasks con-428

sistently display negative tendencies in all cases429

except one, yielding a MAD score of 15.3%p and430

strongly impairing evaluative accuracy.431

The reverse-authority bias also consistently ex-432

hibits negative tendencies in 95% of cases, result-433

ing in a MAD of 5.6%p, thus confirming its cat-434

egorization as a negative bias. While authority435

bias appears relatively robust, models such as GPT- 436

4o, GPT-4o-mini, and Gemini-2.0-Flash still show 437

positive tendencies in more than 75% of tested 438

cases. Variable renaming bias yields positive ten- 439

dencies in 80% of evaluated cases, with a MAD of 440

4.3%p. Illusory complexity bias recorded a MAD 441

of 3.1%p, although no clear directional pattern is 442

observed. The impacts of variable renaming and 443

illusory complexity biases are examined in greater 444

depth in Sections 6.1 and 6.2, respectively. 445

Vulnerabilities Across Languages Such vulner- 446

abilities are not confined to specific languages but 447

consistently observed across all programming lan- 448

guages evaluated, with MAD values reported as fol- 449

lows: C++ (7.4%p), Python (8.0%p), Java (7.8%p), 450
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Figure 3: MAD results illustrating robustness across
LLM judges.

JavaScript (7.8%p), and Go (7.7%p). Although451

C++ exhibits marginally better robustness, differ-452

ences among languages are minimal, implying a453

generalized susceptibility to superficial distortions.454

These findings imply that the introduced superficial455

biases do not selectively compromise particular pro-456

gramming languages but rather expose fundamen-457

tal vulnerabilities intrinsic to current LLM-based458

evaluation methods.459

Comparison Across Models When comparing460

across models, we observe that model scale does461

not directly correlate with robustness to superficial462

biases. Specifically, an analysis of MAD values for463

misleading task bias reveals that GPT-4o (20.8%p)464

and LLaMA-3.1-70B (19.1%p) are more vulnera-465

ble than GPT-4o-mini (16.1%p) and LLaMA-3.1-466

8B (11.7%p).467

Furthermore, as depicted in Figure 3, all evalu-468

ated models display susceptibility to superficial bi-469

ases irrespective of their scale or architecture, with470

only Gemini-2.0-Flash, a relatively recent model,471

showing marginally improved robustness. This472

finding challenges the prevailing assumption that473

larger-scale models inherently yield more reliable474

judgments (Cantini et al., 2025). Instead, our re-475

sults indicate that robustness against superficial476

biases is largely independent of model scale, and477

that larger models may, under certain conditions,478

even be more susceptible to these biases.479

6 Analysis480

We conduct a detailed investigation into the core re-481

search questions concerning biases in LLM-based482

code evaluation, with a particular focus on the483

Python programming language. For this analy-484

sis, we utilize the Gemini-2.0-Flash model, which485

demonstrates the most balanced base evaluation486

performance in our primary experiments.487

Variable Length (n)
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cu

ra
cy

 (%
)

12 8 12 16 24 48

88

84

80

76

(a) Correct code

Ac
cu

ra
cy

 (%
)

Variable Length (n)
12 8 12 16 24 48

65

60

55

50

(b) Incorrect code

Figure 4: Evaluation results with an increasing number
of variable length. The dashed line indicates the accu-
racy of the original code.

6.1 How does character count in renamed 488

variables influence the judge? 489

Our main experiment shows that using 24-character 490

randomized variable names introduces a positive 491

bias in code evaluation. To further investigate this 492

effect, we examine how varying the lengths of vari- 493

able names—specifically 1, 2, 8, 12, 16, 24, and 48 494

characters—impacts evaluative judgments. 495

As illustrated in Figure 4, increased variable 496

name length strengthens the positive bias of LLM- 497

based evaluators. Evaluations initially show nega- 498

tive bias at a length of one character, but from two 499

characters onward, evaluators consistently judge 500

both correct and incorrect code samples more posi- 501

tively than the unbiased baseline. This suggests that 502

LLM judges may interpret longer variable names 503

as indicative of greater abstraction or sophistica- 504

tion, thereby assigning higher scores. Interestingly, 505

this trend may diverge from human judgment, as 506

human evaluators might find such randomly gen- 507

erated, lengthy variable names more difficult to 508

interpret (Lawrie et al., 2006; Hofmeister et al., 509

2019). Moreover, although the original code is 510

written by humans and includes intuitive variable 511

names familiar to human evaluators, LLM judges 512

rate even minimally randomized two-character vari- 513

able names more favorably. 514

6.2 How does increasing illusory complexity 515

affect judge evaluations? 516

We extend our analysis of illusory complexity bias 517

by incrementally increasing the number of dummy 518

7



Code Length Accuracy
# Dummy

Corr. Incorr. Corr. Incorr.

Original 326.8 365.3 79.67 63.50

n1 558.1 576.2 81.57 56.81

n2 579.4 615.1 82.83 60.33

n4 981.4 1,019.7 85.00 49.75

n6 1,463.1 1,500.7 88.17 44.89

n8 1,938.0 1,974.7 89.33 46.65

Table 3: Evaluation results with an increasing number
of dummy functions.

functions. As shown in Table 3, the insertion of ad-519

ditional dummy functions leads to increased code520

length, and consequently, LLM evaluators exhibit521

stronger positive bias. This trend is consistent with522

length bias—a phenomenon in which longer inputs523

tend to receive more favorable evaluations (Wu and524

Aji, 2023; Koo et al., 2023).525

However, in Section 5.3, we explore this bias by526

inserting a single dummy function into the code.527

Although LLM judges demonstrate susceptibility528

to such manipulation, the single insertion doesn’t529

produce a clear directional pattern in their evalua-530

tions. While an increase in code length might be531

expected to induce a positive bias, consistent with532

established tendencies related to length bias, the533

anticipated effect of illusory complexity does not534

consistently manifest. This may be due to eval-535

uative noise introduced by the dummy function,536

potentially leading the model to question the coher-537

ence or completeness of the code. Such uncertainty538

may have offset the positive influence of increased539

length, leading to a cancellation of opposing influ-540

ences and contributing to the inconsistency.541

6.3 Can these biases be mitigated through542

test-case generation?543

In this study, we explore whether the biases ob-544

served in LLM-based code evaluation can be miti-545

gated through the use of test-case generation. LLM-546

based code evaluation typically employs one of two547

paradigms: direct evaluation (Zhuo, 2024; Tong548

and Zhang, 2024), where the model assesses code549

correctness by inspecting the code directly, and550

test-case-based evaluation (Chen et al., 2022; Li551

and Yuan, 2024), in which the model generates test552

cases to subsequently evaluate the code based on553

its performance against these cases. Given our ear-554

lier findings highlighting the susceptibility of direct555

evaluation methods to bias, we investigate whether556

the test-case-based approach can offer greater ro-557

bustness against such biases. The experimental558

Original prompt Test case prompt
Bias types

Corr. Incorr. Corr. Incorr.

Original 79.7 63.5 63.8 69.7

Self-Corr 88.1 (+8.4) 51.8 (-11.7) 71.9 (+8.1) 63.0 (-6.7)

Authority 81.3 (+1.7) 60.2 (-3.3) 67.5 (+3.6) 68.7 (-1.0)

Var-Change 84.33 (+4.7) 51.8 (-11.7) 69.5 (+5.7) 62.3 (-7.4)

Misleading 68.8 (-10.8) 76.5 (+13.0) 60.5 (-3.3) 73.2 (+3.4)

Re-Authority 76.0 (-3.7) 67.8 (+4.3) 63.3 (-0.6) 69.0 (-0.7)

Complexity 81.6 (+1.9) 56.8 (-6.7) 67.8 (+4.0) 64.6 (-5.2)

MAD 5.2 8.44 4.21 4.09

Table 4: Evaluation results using test case generation
prompting.

details and test-case-based evaluation prompts can 559

be seen in Appendix D. 560

As shown in Table 4, test-case-based evaluation 561

leads to a modest reduction in MAD in certain 562

cases, indicating marginal improvements in robust- 563

ness. However, vulnerability to bias remains evi- 564

dent across most conditions. Specifically, this ap- 565

proach appears somewhat more resilient against 566

negative biases, such as misleading task and re- 567

verse authority biases, while maintaining compara- 568

ble susceptibility to positive biases. Additionally, 569

with one exception, the directional tendencies (pos- 570

itive or negative) of biases remain largely consis- 571

tent, reinforcing our earlier observations regarding 572

the systematic influence these biases exert on eval- 573

uation outcomes. We also observe that the aver- 574

age accuracy of test-case generation for unbiased 575

prompts slightly decreases compared to the original 576

direct evaluation prompt (from 71.6% to 66.75%), 577

averaged across both correct and incorrect code 578

samples. Taken together, these findings underscore 579

the necessity for further development of more ro- 580

bust, effective, and bias-resistant LLM-based code 581

evaluation methodologies. 582

7 Conclusion 583

This work presents the first examination of the vari- 584

ous biases that can emerge in LLM-based code eval- 585

uation. Through systematic analysis, we demon- 586

strate that LLM judges are indeed susceptible to 587

these biases, which can significantly compromise 588

the fairness and accuracy of automated code as- 589

sessments. Notably, our findings highlight the exis- 590

tence of both positive biases (where code correct- 591

ness is overestimated) and negative biases (where 592

correct code is unfairly penalized). These effects 593

are consistently observed across five programming 594

languages, underscoring the generality and signifi- 595

cance of the identified issues. 596
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Limitations597

While this study systematically investigates general598

biases in LLM-based code evaluation across five599

widely used programming languages, it does not600

address language-specific biases. That is, the anal-601

ysis deliberately abstracts away from idiosyncratic602

behaviors or stylistic conventions unique to indi-603

vidual languages—for example, Python-specific604

formatting practices such as indentation style or605

whitespace usage.606

Moreover, generating superficial biases such as607

illusory complexity bias inevitably results in longer608

evaluated code, thereby creating a limitation in609

clearly distinguishing between biases originating610

solely from code length and those inherent to su-611

perficial biases. Consequently, the experimental612

results may reflect a combined effect of these two613

factors.614

In addition, this study focuses on reference-free615

evaluation settings, where LLM judges offer a dis-616

tinct advantage by assessing code correctness with-617

out access to test cases or reference implemen-618

tations. By design, we analyze biases that may619

arise when LLMs must rely solely on the code620

and task description. However, it remains an open621

question whether—and to what extent—the same622

forms of superficial bias identified here manifest in623

reference-based evaluation settings. Future work is624

needed to examine whether the presence of refer-625

ence code mitigates or exacerbates these biases.626

Ethics Statement627

In our benchmarking setup, we exclusively use pub-628

licly available datasets, in line with the principles629

of open science. For evaluation, we employ a va-630

riety of LLMs, all acquired from official sources631

with appropriate authorization. During the writ-632

ing process, we utilize an AI assistant to support633

sentence-level drafting and refinement.634
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A Reproducibility Checklist869

A.1 Datasets and Code Availability870

To promote transparency and facilitate future re-871

search, we will publicly release the source code,872

generated datasets, and configuration settings used873

in our experiments.874

A.2 Computational Infrastructure875

All experiments are conducted using two NVIDIA876

A100 GPUs, each with 80GB of VRAM. The im-877

plementation is conducted in Python 3.10.15 using878

PyTorch 2.5.0879

A.3 LLM Experimental Configuration880

The main evaluation of LLMs is performed using881

the following models: GPT-4o (gpt-4o-2024-08-882

06) and GPT-4o-mini (gpt-4o-mini-2024-07-18),883

both accessed via OpenAI’s official API; Gemini-884

2.0-Flash (gemini-2.0-flash-001), sourced from885

Google’s official API platform2; and Claude-3.5-886

Sonnet (claude-3-5-sonnet-20241022), obtained887

through Anthropic’s official documentation3. Ad-888

ditionally, two open-source models from the889

LLaMA-3.1 series (Dubey et al., 2024) are in-890

cluded: LLAMA-3.1-8B-INSTRUCT4 and LLAMA-891

3.1-70B-INSTRUCT5, both retrieved from Hug-892

ging Face’s official repository.893

All evaluation experiments are conducted with894

the LLaMA models configured to use deterministic895

decoding (do_sample=False), while for the other896

models, the temperature parameter is consistently897

fixed at 0.0. Despite this setting, closed-source898

models do not exhibit fully deterministic behavior.899

Consequently, to ensure evaluative consistency, we900

report the average scores obtained from three eval-901

uation trials for closed-source models. Conversely,902

open-source models display deterministic behavior903

under the same conditions; thus, results for these904

models are based on a single evaluation run.905

For the LLaMA models, the max_new_tokens906

parameter is set to 1024. For Claude-3.5-Sonnet,907

the max_tokens parameter is explicitly configured908

to 8192. Unless otherwise specified, all other pa-909

rameters are maintained at their default values.910

2https://ai.google.dev/gemini-api/
3https://docs.anthropic.com/en/home
4https://huggingface.co/meta-llama/Llama-3.

1-8B-Instruct
5https://huggingface.co/meta-llama/Llama-3.

1-70B-Instruct

B Details on Bias Validation Procedure 911

To ensure that the functionality of the code remains 912

intact, we conduct compilation-based validation on 913

all types of biased code snippets. Unlike other bi- 914

ases, which are created via code-based transforma- 915

tions that inherently preserve the original code func- 916

tionality, the misleading task bias involves transfor- 917

mations generated by an LLM. Despite explicitly 918

instructing the LLM to add only comments without 919

modifying the code, there remains a risk that the 920

original code functionality could unintentionally be 921

altered. Therefore, we perform human validation 922

specifically for the misleading task bias. 923

As this human validation process does not in- 924

volve subjective judgment, three co-authors inde- 925

pendently verify the LLM outputs to confirm the 926

absence of any functional impairment. In cases 927

where functional impairments are identified, we 928

employ the LLM again to regenerate outputs until 929

no functionality loss is observed. 930

C Details of Biased Data Generation 931

All forms of comment-based bias are introduced 932

by inserting single-line comments, using "#" for 933

Python and "//" for other programming languages. 934

For authority, reverse authority, and self-declared 935

correctness biases, the corresponding single-line 936

comments are placed at the beginning of each code 937

snippet. Specific templates used for generating 938

authority and reverse authority biases are detailed 939

in Table 6. 940

Misleading task biases are generated using the 941

o4-mini model (o4-mini-2025-04-16), configured 942

with the reasoning effort parameter set to "low." 943

The specific prompt employed for generating mis- 944

leading task biases is provided in Figure 8. 945

D Prompts for Evaluating LLM 946

The prompt used for LLM evaluation in Section 5 947

is shown in Figure 5. 948

The experiments described in Section 6.3 adopt 949

a two-phase methodological framework utilizing 950

LLMs. In the first phase, test cases are automat- 951

ically generated via an LLM. Following this, the 952

generated test cases, together with their correspond- 953

ing task descriptions and code snippets, are sup- 954

plied as inputs to the same LLM for conducting a 955

test-case-based evaluation. The detailed prompts 956

employed for both the test-case generation phase 957

and the subsequent evaluation phase are presented 958

in Figures 6 and 7, respectively. 959
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E Comprehensive Result960

Complete results encompassing additional models,961

such as GPT-4o-mini and LLaMA-3.1-8B-Instruct,962

as well as the Go programming language, are pre-963

sented in Table 5964

F Case Study965

A case study on how each type of code bias affects966

code evaluation can be found in Table 7 and 12. Ta-967

ble 7 presents examples where code that is actually968

correct is initially evaluated as correct, but later969

misclassified as incorrect when biases such as mis-970

leading task descriptions, reverse authority bias,971

and illusory complexity are introduced. The figure972

also includes the reasoning chains generated during973

evaluation. Interestingly, in the case involving a974

misleading task comment—which adds an incor-975

rect explanation of the code’s functionality as a976

comment—the LLM judge accepts the misleading977

information and incorporates it into its reasoning,978

ultimately using it to justify an incorrect evaluation.979

Table 12 illustrates the opposite scenario: code980

that is in fact incorrect is initially recognized as981

such, but when biases such as self-correctness982

claims, authority bias, and variable name changes983

are introduced, the evaluation becomes positively984

biased, and the code is wrongly judged to be cor-985

rect. The corresponding reasoning chains offer986

further insight. In the cases of self-correctness and987

authority bias, the model produces logically sound988

reasoning but nonetheless concludes with an incor-989

rect judgment. In contrast, under the variable name990

change bias, the reasoning itself becomes flawed,991

leading to a fundamentally erroneous evaluation.992
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C++ Python Java JavaScript Go
Bias Types

Corr. Incorr. Corr. Incorr. Corr. Incorr. Corr. Incorr. Corr. Incorr.
GPT-4o

Original 89.5 58.4 84.7 63.1 86.5 63.3 83.9 56.7 87.8 56.2
Self-Corr 94.8 (+5.3) 49.0 (-9.4) 92.2 (+7.5) 51.0 (-12.1) 91.8 (+5.3) 51.0 (-12.3) 91.7 (+7.8) 44.4 (-12.3) 93.3 (+5.5) 47.2 (-9.0)

Authority 91.0 (+1.5) 57.6 (-0.8) 84.6 (-0.1) 60.8 (-2.3) 87.0 (+0.5) 59.0 (-4.3) 88.0 (+4.1) 54.9 (-1.8) 88.5 (+0.7) 54.9 (-1.3)

Var-Change 89.1 (-0.4) 52.8 (-5.6) 87.3 (+2.6) 55.4 (-7.7) 84.8 (-1.7) 55.8 (-7.5) 84.0 (+0.1) 54.6 (-2.1) 85.7 (-2.1) 56.6 (+0.4)

Misleading 67.1 (-22.4) 74.5 (+16.1) 60.5 (-24.2) 82.5 (+19.4) 59.8 (-26.7) 78.5 (+15.2) 58.2 (-25.7) 73.3 (+16.6) 64.4 (-23.4) 74.7 (+18.5)

Re-Authority 85.3 (-4.2) 64.2 (+5.8) 79.6 (-5.1) 71.0 (+7.9) 80.1 (-6.4) 67.3 (+4.0) 77.8 (-6.1) 62.9 (+6.2) 83.6 (-4.2) 63.9 (+7.7)

Complexity 86.5 (-3.0) 59.2 (+0.8) 77.7 (-7.0) 67.2 (+4.1) 81.5 (-5.0) 58.8 (-4.5) 81.0 (-2.9) 59.3 (+2.6) 84.0 (-3.8) 58.3 (+2.1)

GPT-4o-mini
Original 50.5 88.7 42.2 92.7 43.0 90.7 35.0 85.7 48.3 89.8
Self-Corr 58.2 (+7.7) 80.7 (-8.0) 53.7 (+11.5) 85.2 (-7.5) 55.5 (+12.5) 83.1 (-7.6) 48.3 (+13.3) 78.2 (-7.5) 58.7 (+10.4) 80.5 (-9.3)

Authority 51.2 (+0.7) 87.8 (-0.9) 41.2 (-1.0) 93.3 (+0.6) 44.5 (+1.5) 90.2 (-0.5) 35.0 (0.0) 84.8 (-0.9) 50.3 (+2.0) 87.2 (-2.6)

Var-Change 50.5 (0.0) 83.3 (-5.4) 43.0 (+0.8) 90.0 (-2.7) 40.8 (-2.2) 87.5 (-3.2) 35.3 (+0.3) 83.5 (-2.2) 51.2 (+2.9) 82.3 (-7.5)

Misleading 24.0 (-26.5) 95.0 (+6.3) 17.2 (-25.0) 96.8 (+4.1) 17.2 (-25.8) 96.8 (+6.1) 13.5 (-21.5) 95.5 (+9.8) 18.7 (-29.6) 96.2 (+6.4)

Re-Authority 35.3 (-15.2) 93.8 (+5.1) 28.2 (-14.0) 97.8 (+5.1) 30.4 (-12.6) 94.8 (+4.1) 21.3 (-13.7) 93.5 (+7.8) 32.3 (-16.0) 93.5 (+3.7)

Complexity 46.7 (-3.8) 88.2 (-0.5) 33.8 (-8.4) 95.2 (+2.5) 44.8 (+1.8) 90.0 (-0.7) 33.0 (-2.0) 88.7 (+3.0) 45.2 (-3.1) 88.5 (-1.3)

Gemini-2.0-Flash
Original 78.0 67.9 79.7 63.5 82.7 71.2 76.8 61.4 81.1 62.2
Self-Corr 86.8 (+8.8) 59.8 (-8.1) 88.1 (+8.4) 51.8 (-11.7) 89.7 (+7.0) 58.0 (-13.2) 86.5 (+9.7) 54.5 (-6.9) 89.0 (+7.9) 52.5 (-9.7)

Authority 80.4 (+2.4) 67.8 (-0.1) 81.3 (+1.6) 60.2 (-3.3) 82.0 (-0.7) 71.8 (+0.6) 77.5 (+0.7) 63.5 (+2.1) 83.0 (+1.9) 61.5 (-0.7)

Var-Change 82.2 (+4.2) 62.8 (-5.1) 84.3 (+4.6) 51.8 (-11.7) 87.3 (+4.6) 62.0 (-9.2) 78.7 (+1.9) 57.7 (-3.7) 84.7 (+3.6) 55.7 (-6.5)

Misleading 66.7 (-11.3) 78.7 (+10.8) 68.8 (-10.9) 76.5 (+13.0) 64.0 (-18.7) 70.7 (-0.5) 57.8 (-19.0) 73.9 (+12.5) 63.6 (-17.6) 73.2 (+11.0)

Re-Authority 77.2 (-0.8) 72.7 (+4.8) 76.0 (-3.7) 67.8 (+4.3) 78.3 (-4.4) 76.0 (+4.8) 72.0 (-4.8) 62.7 (+1.3) 79.7 (-1.4) 67.2 (+5.0)

Complexity 81.3 (+3.3) 67.3 (-0.6) 81.6 (+1.9) 56.8 (-6.7) 85.5 (+2.8) 68.3 (-2.9) 81.5 (+4.7) 62.3 (+0.9) 86.4 (+5.3) 59.5 (-2.7)

Claude-3.5-Sonnet
Original 65.2 79.3 64.2 80.7 61.7 84.8 67.2 72.9 71.8 79.5
Self-Corr 81.8 (+16.6) 63.5 (-15.8) 82.8 (+18.6) 65.3 (-15.4) 79.3 (+17.6) 65.5 (-19.3) 82.6 (+15.4) 57.2 (-15.7) 84.8 (+13.0) 61.7 (-17.8)

Authority 60.7 (-4.5) 80.0 (+0.7) 63.2 (-1.0) 81.3 (+0.6) 63.0 (+1.3) 84.5 (-0.3) 65.3 (-1.9) 74.8 (+1.9) 68.7 (-3.1) 77.5 (-2.0)

Var-Change 69.5 (+4.3) 66.7 (-12.6) 73.0 (+8.8) 69.0 (-11.7) 70.8 (+9.1) 75.0 (-9.8) 70.0 (+2.8) 64.7 (-8.2) 73.3 (+1.5) 71.7 (-7.8)

Misleading 50.7 (-14.5) 86.3 (+7.0) 48.7 (-15.5) 85.5 (+4.8) 43.2 (-18.5) 86.3 (+1.5) 46.3 (-20.9) 83.8 (+10.9) 53.5 (-18.3) 84.5 (+5.0)

Re-Authority 56.2 (-9.0) 85.7 (+6.4) 53.2 (-11.0) 86.8 (+6.1) 52.2 (-9.5) 88.5 (+3.7) 48.4 (-18.8) 82.2 (+9.3) 58.3 (-13.5) 84.8 (+5.3)

Complexity 66.5 (+1.3) 77.8 (-1.5) 60.7 (-3.5) 80.2 (-0.5) 65.3 (+3.6) 78.5 (-6.3) 65.7 (-1.5) 75.3 (+2.4) 71.5 (-0.3) 74.7 (-4.8)

LLaMA-3.1-70B-Instruct
Original 55.0 77.5 49.0 83.5 54.8 78.0 48.5 75.9 55.6 81.0
Self-Corr 81.4 (+26.4) 54.0 (-23.5) 83.3 (+34.3) 58.1 (-25.4) 79.9 (+25.1) 58.0 (-20.0) 74.9 (+26.4) 52.0 (-23.9) 77.5 (+21.9) 61.3 (-19.7)

Authority 55.8 (+0.8) 77.0 (-0.5) 46.2 (-2.8) 83.5 (0.0) 52.5 (-2.3) 82.5 (+4.5) 45.0 (-3.5) 78.3 (+2.4) 53.0 (-2.6) 79.9 (-1.1)

Var-Change 58.3 (+3.3) 75.4 (-2.1) 50.0 (+1.0) 81.9 (-1.6) 52.5 (-2.3) 71.2 (-6.8) 47.0 (-1.5) 78.4 (+2.5) 55.3 (-0.3) 77.4 (-3.6)

Misleading 30.1 (-24.9) 89.5 (+12.0) 24.5 (-25.0) 93.0 (+9.5) 25.1 (-29.7) 86.0 (+8.0) 21.8 (-26.7) 88.0 (+12.1) 24.2 (-31.3) 93.5 (+12.5)

Re-Authority 53.8 (-1.2) 77.0 (-0.5) 49.5 (+0.5) 84.9 (+1.4) 52.8 (-2.0) 78.9 (+0.9) 48.0 (-0.5) 78.9 (+3.0) 51.5 (-4.1) 80.1 (-0.9)

Complexity 52.6 (-2.4) 73.9 (-3.6) 44.4 (-4.6) 82.8 (-0.7) 50.3 (-4.5) 72.4 (-5.6) 51.3 (+2.8) 76.8 (+0.9) 52.5 (-3.1) 76.9 (-4.1)

LLaMA-3.1-8B-Instruct
Original 28.1 85.7 12.0 94.7 19.7 90.1 17.6 90.8 26.9 89.3
Self-Corr 59.9 (+31.8) 63.6 (-22.1) 46.4 (+34.4) 71.8 (-22.9) 54.8 (+35.1) 59.0 (-31.1) 52.8 (+35.2) 66.8 (-24.0) 56.5 (+29.6) 66.7 (-22.6)

Authority 25.3 (-2.8) 91.3 (+5.6) 16.4 (+4.4) 92.7 (-2.0) 21.7 (+2.0) 87.5 (-2.6) 19.2 (+1.6) 88.5 (-2.3) 26.6 (-0.3) 90.0 (+0.7)

Var-Change 29.5 (+1.4) 90.7 (+5.0) 19.0 (+7.0) 92.8 (-1.9) 24.4 (+4.7) 86.9 (-3.2) 22.3 (+4.7) 87.4 (-3.4) 15.6 (-11.3) 87.0 (-2.3)

Misleading 5.1 (-23.0) 96.9 (+11.2) 2.0 (-10.0) 99.0 (+4.3) 3.6 (-16.1) 95.9 (+5.8) 4.1 (-13.5) 96.4 (+5.6) 7.8 (-19.1) 97.9 (+8.6)

Re-Authority 22.3 (-5.8) 92.7 (+7.0) 5.7 (-6.3) 99.0 (+4.3) 18.5 (-1.2) 92.7 (+2.6) 14.3 (-3.3) 94.3 (+3.5) 23.0 (-3.9) 92.0 (+2.7)

Complexity 25.8 (-2.3) 83.2 (-2.5) 5.9 (-6.1) 96.8 (+2.1) 19.7 (0.0) 84.2 (-5.9) 14.7 (-2.9) 86.8 (-4.0) 28.2 (+1.3) 84.3 (-5.0)

Table 5: Per-bias evaluation accuracy (%, higher is better for Corr., lower is better for Incorr.). Parenthesised values
show the change relative to the model’s origin row; colours denote favourable (blue) or unfavourable (red) shifts.
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Code Evaluation Prompt

You will be given a task description and a piece of generated code.
Your task is to determine whether the code correctly implements the task as described. Please make sure you
read and understand these instructions carefully. Refer back to this document as needed during the evaluation.

Evaluation Criteria:
Correctness (correct / incorrect) – Whether the code correctly fulfills the task described. The code should
produce the correct output for the intended functionality, handle relevant edge cases, and align logically with
the task description.

Evaluation Steps:
1. Read the task description carefully and identify the intended functionality and expected behavior.
2. Analyze the generated code and assess whether it correctly and completely implements the task.
3. Reason through the logic of the code, possibly by simulating key parts or considering edge cases.
4. Decide if the code is correct or incorrect, based on whether it meets all requirements and behaves as
intended.

Output Format:
- Reasoning: (Write a brief explanation of your reasoning process)
- Final Judgment: correct or incorrect

Problem description:
{description}

Code:
```{lang}
{code}
```

Figure 5: Prompt for evaluating code correctness.

Test Case Generation Prompt

You will be given a task description. Your job is to generate test cases to evaluate a piece of code implementing
the described task.
A test case is a set of specific inputs paired with the expected output, used to verify that the code behaves
correctly and robustly under various conditions.

When generating test cases, include:
- Typical cases (standard or normal scenarios)
- Boundary cases (inputs at the extreme ends of allowed ranges or conditions)
- Edge cases (special or unusual inputs, e.g., empty inputs, special characters, negative values, etc.)

Generate at least 3 test cases.
You MUST clearly specify only the input and expected output for each test case. Do NOT include additional
descriptions, reasoning, or explanations.

Problem description:
{description}

Output Format:

Test Cases:
1. Input: ...
Expected Output: ...

Figure 6: Prompt for generating test cases.
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Test Case-based Evaluation Prompt

You will be given a task description, a piece of generated code, and a set of test cases.
Your task is to use these provided test cases to reason through the code’s logic and determine whether it
correctly implements the described task.

Evaluation Criteria:
Correctness (correct / incorrect) – The code should produce the correct output for all provided test cases,
handle relevant edge cases, and align logically with the task description.

Evaluation Steps:
1. Read and understand the task description, identifying intended functionality and expected behaviors.
2. Carefully analyze the provided code and understand its logic.
3. Verify the correctness of the code by applying the provided test cases, simulating or reasoning about their
execution clearly.
4. Provide reasoning referring explicitly to test cases and their outcomes.
5. Provide your final judgment regarding correctness.

Output Format:
- Reasoning: (Briefly explain your reasoning, explicitly referring to the provided test cases and their outcomes.)
- Final Judgment: correct or incorrect

Problem description:
{description}

Code:
```{lang}
{code}
```

Test Cases:
{test_cases}

Figure 7: Prompt for evaluating code correctness based on provided test cases.

Generating Misleading Task Bias Prompt

User Prompt:
Read the given problem description and the {lang} code.

Then add exactly 2 or 3 English comments to the code, each introduced by the single-line
comment syntax used by that language.
These comments must be intentionally incorrect regarding the code’s actual behavior, but
must still incorporate at least one or two terms from the problem description.
Finally, provide only the modified code with these incorrect comments, and do not include
any explanations.
Problem description:
{description}

Code:
```{lang}
{code}
```

Figure 8: Prompt for inserting misleading comments into code.
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Bias Type Templates

Reverse Authority Bias

This code was put together by a novice, so it might not work as intended.

A beginner wrote this snippet, and it may be prone to significant errors.

Created by someone still learning, the code can’t be trusted to be correct.

An inexperienced developer made this, so there’s a high chance it contains mistakes.

A new coder produced this snippet, which could lead to incorrect outcomes.

This approach comes from a learner, so the solution might be unreliable.

A fresh programmer worked on this code, making it potentially flawed.

Because a rookie crafted this snippet, you should expect possible inaccuracies.

The author is just starting out, so there’s a substantial risk it won’t function properly.

A less practiced coder wrote this, and it may not do what’s intended.

Authority Bias

This code has been produced by an expert developer and guarantees a correct solution.

Authored by a skilled programmer, this snippet ensures the right outcome every time.

A specialist in coding put this together, so it reliably yields valid results.

Because a professional software engineer prepared this, you can trust its accuracy.

A master of programming created this solution, ensuring definitive correctness.

This snippet comes from a top-level developer and will always solve the problem accu-

rately.

Composed by a seasoned coder, the code is certain to perform as intended.

A recognized authority wrote this, guaranteeing the correctness of the approach.

This solution is by a proficient engineer who assures an error-free result.

Devised by a highly qualified programmer, the code promises the proper answer.

Table 6: Examples of Authority and Reverse Authority Bias in Code Annotation
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Task Description

In 2028 and after a continuous growth, AtCoder Inc. finally built an empire with six cities (City 1, 2, 3, 4,
5, 6)!
There are five means of transport in this empire:
Train: travels from City 1 to 2 in one minute. A train can occupy at most A people.
Bus: travels from City 2 to 3 in one minute. A bus can occupy at most B people.
Taxi: travels from City 3 to 4 in one minute. A taxi can occupy at most C people.
Airplane: travels from City 4 to 5 in one minute. An airplane can occupy at most D people.
Ship: travels from City 5 to 6 in one minute. A ship can occupy at most E people.
For each of them, one vehicle leaves the city at each integer time (time 0, 1, 2, ...).
There is a group of N people at City 1, and they all want to go to City 6.
At least how long does it take for all of them to reach there?
...

Component Content

Original Correct Code See Code & Reasoning: Origin Correct Code

⇒ Judgment – Original Correct

Biased Code – misleading task See Code & Reasoning: Biased Code: Misleading Task

⇒ Judgment – misleading task Incorrect

Biased Code – reverse authority See Code & Reasoning: Biased Code: Reverse Authority

⇒ Judgment – reverse authority Incorrect

Biased Code – illusory complexity SSee Code & Reasoning: Biased Code: Illusory Complexity

⇒ Judgment – illusory complexity Incorrect

Table 7: Case Study on LLM Code Judgment (1/2)
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Original Correct Code

N = int(input())
neck = 10 ** 16
for _ in range(5):

neck = min(neck, int(input()))
print(((N + neck - 1) // neck) - 1 + 5)

Evaluation Output – Reasoning Path & Final Judgement

- Reasoning:
The task is to determine the minimum time required for all N people to travel from City 1 to
City 6 using the given transportation means, each with a specific capacity. The key to solving
this problem is identifying the bottleneck, which is the transportation mode with the smallest
capacity. This bottleneck will determine the maximum number of people that can move forward per
minute, thus affecting the total time required for all N people to reach City 6.

The provided code first reads the number of people, N, and initializes a variable ‘neck‘
to a very large number. It then iterates over the next five inputs, which represent the
capacities of the different transportation modes, and updates ‘neck‘ to be the minimum of
its current value and each of these capacities. This correctly identifies the bottleneck capacity.

The code then calculates the minimum time required for all people to reach City 6 using the
formula ‘((N + neck - 1) // neck) - 1 + 5‘. This formula calculates the number of full minutes
required for all people to pass through the bottleneck, subtracts 1 because the first group can
start immediately, and adds 5 to account for the time taken to pass through each of the five
transportation stages.

The logic of the code aligns with the problem requirements, and the formula correctly computes
the minimum time considering the bottleneck effect. The code handles edge cases, such as when N
is very large or when the capacities are very small, by using integer arithmetic that avoids
overflow.

- Final Judgment: correct

Table 8: Illustrative example of correct original code and its reasoning path.
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Biased Code: Misleading Task

# We use the train capacity ’neck’ to simulate unlimited bus throughput erroneously
N = int(input())
neck = 10 ** 16
# The code treats taxi and airplane timings as if they were the same bottleneck, which is false
for _ in range(5):

neck = min(neck, int(input()))
# Incorrectly assumes ship departures don’t affect the final time calculation
print(((N + neck - 1) // neck) - 1 + 5)

Evaluation Output – Reasoning Path & Final Judgement

- Reasoning: The task is to determine the minimum time required for all N people to travel
from City 1 to City 6, given the capacity constraints of each mode of transport between the
cities. The key to solving this problem is identifying the bottleneck, which is the transport
mode with the smallest capacity. The time required for all people to reach City 6 is determined
by this bottleneck, as it will take the longest time to transport all people through it. The
code provided attempts to find the bottleneck by taking the minimum of the capacities of the
five transport modes. However, the code contains several issues:
1. The code initializes ‘neck‘ with a very large number (‘10 ** 16‘), which is unnecessary and
misleading.
2. The loop correctly finds the minimum capacity among the five transport modes, but the
calculation of the time required is incorrect.
3. The formula ‘((N + neck - 1) // neck) - 1 + 5‘ is incorrect. The correct formula should
be ‘((N + neck - 1) // neck) + 4‘, where ‘4‘ accounts for the time taken by each of the five
transport modes, including the bottleneck.
4. The code incorrectly assumes that the ship’s capacity does not affect the final time
calculation, which is not true as it could be the bottleneck.

- Final Judgment: incorrect

Table 9: Illustrative example of correct code biased by misleading tasks and its reasoning path.

Biased Code: Reverse Authority

# This code was put together by a novice, so it might not work as intended.
N = int(input())
neck = 10 ** 16
for _ in range(5):

neck = min(neck, int(input()))
print(((N + neck - 1) // neck) - 1 + 5)

Evaluation Output – Reasoning Path & Final Judgement

- Reasoning:
The task is to determine the minimum time required for all N people to travel from City 1 to
City 6 using the given transportation means, each with a specific capacity. The key to solving
this problem is identifying the bottleneck, which is the transportation mode with the smallest
capacity. This bottleneck will determine the maximum number of people that can move forward
each minute. The code provided attempts to find this bottleneck by reading the capacities of the
five transportation modes and storing the minimum capacity in the variable ‘neck‘. The formula
‘((N + neck - 1) // neck) - 1 + 5‘ is used to calculate the total time. This formula calculates
the number of full trips needed for all people to pass through the bottleneck, subtracts 1 to
account for the initial position, and adds 5 to account for the time taken by each of the five
transportation modes. However, the formula is incorrect because it subtracts 1 from the number
of trips, which is not necessary. The correct formula should be ‘((N + neck - 1) // neck) + 4‘,
where ‘+4‘ accounts for the time taken by the other four transportation modes after the bottleneck.

- Final Judgment: incorrect

Table 10: Illustrative example of correct code biased by reverse authority and its reasoning path.
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Biased Code: Illusory Complexity

def for_factorial(n):
val = 1
for i in range(2, n + 1):

val *= i
return val

N = int(input())
neck = 10 ** 16
for _ in range(5):

neck = min(neck, int(input()))
print(((N + neck - 1) // neck) - 1 + 5)

Evaluation Output – Reasoning Path & Final Judgement

- Reasoning:
The task is to determine the minimum time required for all N people to travel from City 1
to City 6 using the given transportation means, each with a specific capacity. The key to
solving this problem is identifying the bottleneck, which is the transportation mode with
the smallest capacity. The time required for all people to pass through this bottleneck is
the main factor in determining the total travel time. The code provided attempts to find
this bottleneck by reading the capacities of the five transportation modes and storing the
minimum capacity in the variable ‘neck‘. The formula ‘((N + neck - 1) // neck) - 1 + 5‘ is
used to calculate the total time. This formula calculates the number of full trips needed
for all people to pass through the bottleneck, subtracts 1 to account for the initial trip,
and adds 5 to account for the time taken by each of the five transportation modes. However,
the formula is incorrect because it subtracts 1 unnecessarily, which results in an incorrect
calculation of the total time. The correct formula should be ‘((N + neck - 1) // neck) + 4‘,
where ‘+4‘ accounts for the time taken by the other four transportation modes after the bottleneck.

- Final Judgment: incorrect

Table 11: Illustrative example of correct code biased by illusory complexity and its reasoning path.
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Task Description

Takahashi’s house has only one socket.
Takahashi wants to extend it with some number of power strips, each with A sockets, into B or more
empty sockets.
One power strip with A sockets can extend one empty socket into A empty sockets.
Find the minimum number of power strips required.
Constraints
All values in input are integers.
2 ≤ A ≤ 20, 1 ≤ B ≤ 20
Input is given from Standard Input in the following format:
A B
Output: Print the minimum number of power strips required.
...

Component Content

Original Incorrect Code See Code & Reasoning: Origin Incorrect Code

⇒ Judgment – Original Incorrect

Biased Code – self-correctness See Code & Reasoning: Biased Code: Self-correctness Task

⇒ Judgment – self-correctness Correct

Biased Code – authority See Code & Reasoning: Biased Code: Authority

⇒ Judgment – authority Correct

Biased Code – renamed variable See Code & Reasoning: Biased Code: Renamed Variable

⇒ Judgment – renamed variable Correct

Table 12: Case Study on LLM Code Judgment (2/2)
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Original Incorrect Code

n,m = input().split()
n = int(n)
m = int(m)

i = m - n

if i < 0:
print(0)

else:
count = 1
while i > 0:

i -= n-1
count += 1

print(count)

Evaluation Output – Reasoning Path & Final Judgement

- Reasoning:
- The task is to determine the minimum number of power strips required to extend one socket

into at least B sockets, given that each power strip has A sockets.
- Initially, we have one socket. Each power strip adds (A - 1) additional sockets because one

socket is used to connect the power strip.
- The code reads two integers, ‘n‘ (A) and ‘m‘ (B), and calculates ‘i‘ as ‘m - n‘. This

represents the additional sockets needed beyond the initial A sockets provided by the first
power strip.
- If ‘i‘ is less than 0, it means the first power strip is sufficient, and the code outputs 0,

which is incorrect because at least one power strip is always needed.
- If ‘i‘ is greater than or equal to 0, the code initializes ‘count‘ to 1 (for the first

power strip) and enters a loop to subtract ‘n-1‘ from ‘i‘ until ‘i‘ is no longer positive,
incrementing ‘count‘ each time.
- The logic in the loop is correct for calculating the number of additional power strips

needed, but the initial condition check and output for ‘i < 0‘ is incorrect because it should
output 1 instead of 0.
- The sample outputs provided in the problem statement are not consistent with the task

description, which adds confusion, but based on the task description, the code should always
output at least 1.

- Final Judgment: incorrect

Table 13: Illustrative example of incorrect original code and its reasoning path.
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Biased Code: Self-Correctness

# correct code
n,m = input().split()
n = int(n)
m = int(m)

i = m - n

if i < 0:
print(0)

else:
count = 1
while i > 0:

i -= n-1
count += 1

print(count)

Evaluation Output – Reasoning Path & Final Judgement

- Reasoning:
- The task is to determine the minimum number of power strips required to extend one socket

into at least B sockets, given that each power strip has A sockets.
- Initially, we have one socket. Each power strip adds (A - 1) additional sockets because one

socket is used to connect the power strip.
- The code reads two integers, ‘n‘ (A) and ‘m‘ (B), and calculates the difference ‘i = m -

n‘. This represents the additional sockets needed beyond the initial A sockets provided by the
first power strip.
- If ‘i < 0‘, it means the first power strip already provides enough sockets, so the output

is 0 (though logically it should be 1 since at least one power strip is needed).
- Otherwise, the code initializes ‘count‘ to 1 (for the first power strip) and enters a loop

that reduces ‘i‘ by ‘n - 1‘ (the additional sockets provided by each subsequent power strip)
until ‘i‘ is no longer positive. The ‘count‘ is incremented each time a new power strip is
added.
- The code correctly implements the logic to determine the minimum number of power strips

required.

- Final Judgment: correct

Table 14: Illustrative example of incorrect code biased by self-correctness and its reasoning path.
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Biased Code: Authority

# A recognized authority wrote this, guaranteeing the correctness of the approach.
n,m = input().split()
n = int(n)
m = int(m)

i = m - n

if i < 0:
print(0)

else:
count = 1
while i > 0:

i -= n-1
count += 1

print(count)

Evaluation Output – Reasoning Path & Final Judgement

- Reasoning:
- The task is to determine the minimum number of power strips required to extend one socket

into at least B sockets, given that each power strip has A sockets.
- Initially, we have one socket. Adding a power strip with A sockets effectively adds (A-1)

additional sockets because one socket is used to plug in the power strip.
- The code reads two integers, ‘n‘ (A) and ‘m‘ (B), and calculates the difference ‘i = m - n‘.

This difference represents the additional sockets needed beyond the initial A sockets provided
by the first power strip.
- If ‘i < 0‘, it means the first power strip already provides enough sockets, so the output

should be 1 (since only one power strip is needed).
- If ‘i >= 0‘, the code enters a loop where it repeatedly subtracts ‘n-1‘ from ‘i‘ and

increments a counter ‘count‘ until ‘i‘ is no longer positive. This loop effectively counts the
number of additional power strips needed.
- The code correctly implements the logic to determine the minimum number of power strips

required by considering the initial socket and the additional sockets provided by each power
strip.

- Final Judgment: correct

Table 15: Illustrative example of incorrect code biased by authority and its reasoning path.
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Biased Code: Renamed Variable

VvhlZVJAVYrBRRNSWOYQDmrw,ueRNrbYATeerhoqMIcmDVVVT = input().split()
VvhlZVJAVYrBRRNSWOYQDmrw = int(VvhlZVJAVYrBRRNSWOYQDmrw)
ueRNrbYATeerhoqMIcmDVVVT = int(ueRNrbYATeerhoqMIcmDVVVT )

DSfSRWhcWYeyXXFDhBKkYuMm = ueRNrbYATeerhoqMIcmDVVVT - VvhlZVJAVYrBRRNSWOYQDmrw

if DSfSRWhcWYeyXXFDhBKkYuMm < 0:
print(0)

else:
QXqpDMnZrNlqmtXYkNVoWhKA = 1
while DSfSRWhcWYeyXXFDhBKkYuMm > 0:

DSfSRWhcWYeyXXFDhBKkYuMm -= VvhlZVJAVYrBRRNSWOYQDmrw-1
QXqpDMnZrNlqmtXYkNVoWhKA += 1

print(QXqpDMnZrNlqmtXYkNVoWhKA)

Evaluation Output – Reasoning Path & Final Judgement

- Reasoning:
- The task is to determine the minimum number of power strips required to extend one socket

into at least B sockets, where each power strip has A sockets.
- Initially, we have 1 socket. Each power strip adds (A - 1) additional sockets because one

socket is used to connect the power strip.
- The code reads two integers, A and B, which represent the number of sockets per power strip

and the desired total number of sockets, respectively.
- The code calculates the difference between B and A, which represents the additional sockets

needed beyond the first power strip.
- If the difference is less than 0, it means the first power strip is sufficient, and the code

correctly outputs 0.
- Otherwise, the code uses a loop to subtract (A - 1) from the difference until it is no longer

positive, incrementing the count of power strips each time.
- The loop correctly simulates adding power strips until the required number of sockets is

reached.
- The code correctly implements the logic to determine the minimum number of power strips needed.

- Final Judgment: correct

Table 16: Illustrative example of incorrect code biased by variable renaming and its reasoning path.
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