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Abstract
Despite the abundance of prior social strate-001
gies possessed by humans, there remains a002
paucity of research dedicated to their transfer003
and integration into social agents. Our pro-004
posed SOTOPIA-Ω framework aims to address005
and bridge this gap, with a particular focus on006
enhancing the social capabilities of language007
agents. This framework dynamically injects008
multi-step reasoning strategies inspired by ne-009
gotiation theory, along with two simple direct010
strategies, into expert agents, thereby automat-011
ing the construction of high-quality social di-012
alogue training corpus. Additionally, we in-013
troduce the concept of Social Instruction Fol-014
lowing (S-IF) and propose two new S-IF eval-015
uation metrics that are complementary to so-016
cial capability. We demonstrate that several 7B017
models trained on high-quality corpus not only018
significantly surpass the expert agent (GPT-4)019
in achieving social goals but also enhance S-IF020
performance. Analysis and variant experiments021
validate the advantages of dynamic construc-022
tion, which can especially break the agent’s023
prolonged deadlock1.024

1 Introduction025

Recently, studies on the social simulation of large026

language model intelligent agents have been grow-027

ing interest (Richards et al., 2023; Park et al., 2023;028

Choi et al., 2023). By assigning identities (Chen029

et al., 2024) and social goals (Zhang et al., 2024f),030

intelligent agents are anticipated to exhibit ad-031

vanced human-like social abilities (Huang et al.,032

2023), such as emotional care (Van Haeringen et al.,033

2023), collaboration (Lan et al., 2024) and negotia-034

tion (Abdelnabi et al., 2024).035

However, existing research (Zhou et al., 2024b)036

shows that even expert agents2 perform signifi-037

cantly worse on challenging social tasks compared038

1The data generation code and prompts can be found in
the submitted software.

2Zhou et al. (2024b) validates GPT-4’s strong social capa-
bility and refers to it as an expert agent.
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Figure 1: The average GOAL scores per turn in GPT-
4 self-play are shown for 70 hard and 380 ordinary
tasks in SOTOPIA (Zhou et al., 2024b). Goal measures
how well each agent achieves its social goal during
interaction. In both settings, expert agents struggle to
significantly improve their goal scores after only a few
of turns. More details are provided in Sec §3.

to ordinary tasks. Moreover, as shown in Figure 1, 039

our turn-level evaluation of expert self-play reveals 040

that goal scores remain nearly unchanged after only 041

a few turns. This phenomenon has been described 042

as prolonged deadlocks by Narlikar (2010). 043

The main reason for these phenomena is the con- 044

flict between the social goals of the two agents, 045

as they remain fixated on their current viewpoints 046

and struggle to identify potential win-win strate- 047

gies (Thompson, 2015). A natural approach is to 048

inject prior strategies into the social agent3. How- 049

ever, many existing methods struggle to adapt to 050

open-ended social tasks, either constraining the ac- 051

tion space (Deng et al., 2023; Zhang et al., 2024c) 052

or being tailored to specific tasks (Feng et al., 2023; 053

Chang and Chen, 2024). Wang et al. (2024a) in- 054

troduces a promising framework for training social 055

agents, leveraging both innate expert strategies and 056

self-generated ones through behavior cloning and 057

self-reinforcement. However, it also inherits be- 058

haviors that cause prolonged deadlocks, ultimately 059

capping the social agent’s performance at the ex- 060

3In this paper, we collectively refer to the LLMs involved
in the final social task inference as social agents.
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pert’s original level.061

To overcome the limitations of existing ap-062

proaches, we propose SOTOPIA-Ω, a dynamic063

strategy injection framework for generating high-064

quality social dialogue corpus. To overcome the065

issue of prolonged deadlocks in the expert agent,066

we design a negotiation strategy injection workflow067

inspired by negotiation theory (Thompson, 2015).068

Inspired by the principles of slow-thinking (Min069

et al., 2024; Lin et al., 2024), the workflow adopts a070

structured, multi-step reasoning approach to assist071

experts in identifying potential win-win strategies072

in scenarios involving conflicting goals. Mean-073

while, we retain the expert’s native strategies or074

apply simple strategy guidance to prevent over-075

reasoning (Chiang and Lee, 2024). Additionally,076

the framework introduces step rating as a form of077

self-supervised reward (Yang et al., 2024b), en-078

suring dynamic strategy selection and adjustment079

during dialogue generation.080

Furthermore, we introduce Social Instruction081

Following (S-IF), the capability of social agents082

to follow instructions in goal-driven tasks. Pre-083

liminary experiments show that even expert agents084

exhibit “parroting” (repeating actions) and “topic-085

drift” (generating off-goal content), revealing limi-086

tations in fundamental generative capabilities and087

their disconnect from goal achievement. To address088

this, we propose two turn-level metrics: Sdiv, pe-089

nalizing overly similar actions, and Srel, measuring090

action relevance to the goal.091

Experiments show that social agents trained with092

Dynamic Strategy Injection (DSI-learning) outper-093

form expert agents like GPT-4 in social capabilities.094

DSI-learning also boosts S-IF capabilities, leading095

to more diverse outputs and goal-aligned actions.096

The generated corpus demonstrates significantly097

higher goal scores, reducing deadlock issues. Vari-098

ant experiments confirm DSI-learning’s superiority099

over non-dynamic settings, with its impact on gen-100

eralization and safety being negligible.101

Our contributions can be summarized as follows:102

• We propose a novel dynamic strategy injec-103

tion framework, SOTOPIA-Ω, for generating104

social dialogue corpora.105

• We introduce the concept of Social Instruction106

Following and propose two new metrics.107

• Extensive experiments validate the superiority108

of SOTOPIA-Ω.109

• We will open-source the high-quality dialogue110

corpus with step ratings and robust social111

agent weights to the community. 112

2 Related Work 113

We provide a comprehensive literature review in 114

Appendix §C.1, while this section focuses primar- 115

ily on the most relevant works. 116

2.1 Social Agent and Strategy Injection 117

Large language models (LLMs) have the poten- 118

tial to become proficient social agents (Park et al., 119

2023; Huang et al., 2023; Choi et al., 2023). How- 120

ever, accurately simulating diverse and open-ended 121

human social behaviors in an infinite action space 122

remains a challenge (Mou et al., 2024a). As a 123

result, task-specific agents (Chen et al., 2023) or 124

those with constrained actions (Deng et al., 2023; 125

Zhang et al., 2024c) struggle to adapt. 126

Strategy injection enhances social agents by in- 127

tegrating human priors into model behavior. Exist- 128

ing work mainly focuses on inference-time injec- 129

tion, such as multi-agent interactions (Lan et al., 130

2024) or auxiliary strategy models (Chang and 131

Chen, 2024; Feng et al., 2023), but these methods 132

incur significant inference overhead and are task- 133

specific (Deng et al., 2023). In contrast, Wang et al. 134

(2024a) introduces training-time injection, cloning 135

expert behavior and applying self-reinforcement. 136

This allows weaker agents to achieve expert-level 137

performance in open-ended, multi-task settings 138

without additional inference costs. However, it 139

inherits the expert’s limitations, potentially leading 140

to issues like prolonged deadlock. 141

2.2 Negotiation Theory 142

Negotiation theory (Korobkin, 2024) offers a uni- 143

versal strategy framework for addressing social 144

tasks, many of which are characterized as mixed- 145

motive negotiations (Deutsch, 1973). These in- 146

volve non-adversarial interactions where parties 147

have differing motivations and preferences (Fro- 148

man Jr and Cohen, 1970). Even when social goals 149

seem to be in conflict, a win-win outcome can 150

be achieved by finding complementary interests. 151

According to negotiation theory, final agreements 152

in such scenarios can approach the Pareto fron- 153

tier (Tripp and Sondak, 1992), though achieving 154

such outcomes remains challenging. To address 155

this, Thompson (2015) proposes a structured work- 156

flow that guides negotiators toward Pareto-optimal 157

solutions. Based on this framework, we distill four 158

core steps applicable to social tasks: Resource As- 159
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sessment, Assessment of Difference, Initial Pro-160

posal and Update Proposal.161

3 Preliminaries162

SOTOPIA (Zhou et al., 2024b) is an open en-163

vironment designed to test the social ability for164

social agents, which includes 450 diverse social165

tasks, with a challenging subset of 70 designated166

as SOTOPIA-hard. Specifically, each task is as-167

signed a social profile include two social agent168

personal details with their goals and a scenario.169

In each task, two agents take turns acting. The170

first acting agent is denoted as π1 and the second171

as π2. Each action constitutes a turn i, abbrevi-172

ated as aπi . Thus, the interaction output can be173

formalized as a sequence {aπ1
0 , aπ2

1 , aπ1
2 , ...}, and174

a
π[1,2]

i ∼ π
θ[1,2]
[1,2] (·|p

π[1,2] ⊕ a
π[2,1]

<i ) represents the175

action of the agent parameterized by θi. Where176

[·, ·] represents alternating agent index, p denotes177

agent’s profile, a<i represents the history of actions178

before turn i, and ⊕ indicates concatenation. The179

ultimate goal is to obtain an agent with an better θ.180

Appendix §A.1 details the environment.181

4 SOTOPIA-Ω Framework182

SOTOPIA-Ω is a dialogue data generation frame-183

work designed to dynamically inject advanced184

strategies into the data generation process, enabling185

the creation of high-quality training corpus. As il-186

lustrated in Figure 2, our framework incorporates187

two key mechanisms to help agents break through188

prolonged deadlocks: (1) three types of strategy189

injection methods for data generation, and (2) dy-190

namic strategy selection guided by step ratings.191

Unlike inference-time injection systems (Min et al.,192

2024), our framework is a behavior cloning ap-193

proach (Bain and Sammut, 1995) that combines194

fast and slow thinking for data generation. The data195

generation model, referred to as the expert agent, is196

powered by Qwen2.5-72B4, an open-source model197

selected for its robust social reasoning capabili-198

ties (Yang et al., 2024a; Mou et al., 2024b).199

4.1 Strategy Injection Generation200

SOTOPIA-Ω employs three strategies, including201

two fast-thinking strategies and one slow-thinking202

workflow, to address prolonged deadlocks caused203

by varying degrees of conflict.204

4https://huggingface.co/Qwen/Qwen2.5-72B-Instruct

4.1.1 Native Strategy Clone 205

The expert agent exhibits effective strategies for or- 206

dinary social tasks (Guo et al., 2024), such as norm 207

situations (Ziems et al., 2023). In this scenario, we 208

retain the expert’s native action to avoid introduc- 209

ing unnecessarily complex inference, which is akin 210

to fast-thinking (De Neys, 2023). 211

4.1.2 Simple Strategy Injection 212

Perspective-taking is an important strategy in nego- 213

tiation theory that guides both parties in a dialogue 214

toward potential win-win outcomes (Trötschel 215

et al., 2011). In tasks with minor conflicts, 216

perspective-taking prompts foster altruistic behav- 217

ior (Underwood and Moore, 1982), effectively alle- 218

viating the endowment effects (Galin, 2009). This 219

simple strategy, which does not introduce extra in- 220

ference steps, can also be regarded as fast thinking. 221

4.1.3 Negotiation Strategy Injection 222

The expert agent exhibits significant limitations in 223

resolving intense conflicts. We leverage negotiation 224

theory to develop the Negotiation strategy injection 225

workflow5, which helps the two parties in dynamic 226

games reach a potential win-win outcome. Specif- 227

ically, as illustrated in Figure 2(C), the workflow 228

comprises four steps, each requiring multiple turns 229

of expert reasoning, making it a characteristic slow- 230

thinking inference workflow (Lin et al., 2024). All 231

generation includes a prior thought process, which 232

has been shown to effectively improve quality (Wei 233

et al., 2022; Wu et al., 2024). In addition, we adopt 234

a “draft-then-style-transfer” approach to enhance 235

diversity while ensuring that responses adhere to 236

predefined requirements. 237

Step 1: Resource Assessment The expert first 238

presents its interests, formalized as a utility func- 239

tion, which is widely used in economics and game 240

theory (Houthakker, 1950; Slantchev, 2012): 241

U =
1

n

n∑
i=1

wiriui, (1) 242

where ui represents the utility item, while wi and 243

ri represent the weights and ratios. The utility func- 244

tion is expert self-defined, and introducing more 245

parameters can expand the decision space of the ex- 246

pert, enhancing its versatility. The utility is stored 247

in JSON format and is further converted into a nat- 248

ural language description as the final response. 249

5We provide a case and explanation in Appendix §E to
help understand the negotiation strategy injection workflow.
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Scenario: Two friends participating in a charity 
event for children in Syria.

Task 1

Character 1
Leo Williams is a 37-year-old male dentist. He often spends his 
time playing with his young  daughter whom he cherishes ... 
Goal: Believing your friend can donate $500.

Character 2
Hendrick Heinz is a 54-year-old male chef. He hosts monthly 
wine tasting nights with his peers. ...
Goal: Supports donation but can only offer $300.
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(B) Process details

(C) Negotiation strategy injection Workflow
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Figure 2: The architecture and details of SOTOPIA-Ω. (A) represents the overall architecture for data generation.
(B) provides the step rating details of (A), demonstrating the process of injecting three types of strategies. (C)
illustrates the negotiation strategy injection workflow, where the input at each step is the current dialogue history,
and the output is the final response. The bottom-right corner shows the input-output flow of the negotiation strategy.

Step 2: Assessment of Difference In this step,250

the expert first guesses the opponent’s utility based251

on their response. It then combines its own utility to252

jointly assess the potential conflicts in social goals253

between both parties, emphasizing items that are of254

high value to itself but low value to the opponent.255

Step 3: Initial Proposal Based on previous anal-256

ysis, the agent first presents its initial proposal and257

encourages the identification of win-win strategies.258

Both parties need present their initial proposals,259

taking into account their differing positions.260

Step 4: Update Proposal Both parties often261

struggle to reach consensus on initial proposals that262

have not been discussed. To address this, an update263

mechanism dynamically adjusts utilities based on264

the opponent’s proposal, aiming to identify a nearly265

complementary distribution of interests more accu-266

rately. The agent then has three options. Present267

Proposal: If the agent deems the opponent’s pro-268

posal unlikely to yield a win-win outcome, it offers269

a new perspective. Revise Proposal: If the agent270

agrees with the opponent’s perspective but iden-271

tifies details requiring adjustment, it refines the272

proposal. Confirm Proposal: If the agent consid-273

ers the opponent’s proposal a viable win-win solu-274

tion, it accepts the proposal. Unlike the restricted275

actions (He et al., 2018; Stasaski et al., 2020a),276

these options provide general response directions,277

encouraging the expert agent to independently ex-278

plore available strategies. After confirming the279

proposal, both parties exit the workflow and leave 280

the conversation following a round of uninterrupted 281

interaction. 282

4.2 Dynamic Strategy Selection 283

This section introduces the core concepts of dy- 284

namic strategy selection, with all design details 285

available in Appendix §C.2. 286

4.2.1 Step Rating 287

Step rating serves as a form of self-supervised re- 288

ward (Yang et al., 2024b), representing the expert’s 289

self-evaluation after the generation of each aπi . The 290

current-goal and predicted-goal are encompassed 291

by the step rating, represented as goalc and goalp. 292

goalc emphasizes the extent to which the current 293

goal is achieved, while goalp introduces future ex- 294

pectations as a complementary measure. Higher 295

values of both goalc and goalp can serve as ev- 296

idence for the potential of achieving a win-win 297

outcome in the future. 298

4.2.2 Dynamic Selection 299

The dynamic selection of strategies is governed by 300

strategy thresholds. Step rating reflects the expert’s 301

ability to address social problems, and segmented 302

thresholds ensure proper intervention levels across 303

varying conflict scenarios. During the Negotiation 304

Strategy workflow, step rating is omitted as it rep- 305

resents a holistic solution, whereas the other two 306

strategies allow for flexible alternation. Addition- 307
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Figure 3: The pre-experiment for social instruction following evaluation uses Llama3-8B and GPT-4. (a-d) illustrate
the relationship between action diversity, topic relevance, and goal scores across 450 tasks in SOTOPIA, with goal
curves fitted using a third-order polynomial. (e-h) present four cases from Llama3-8B. In the heatmaps, the left
side shows the cosine similarity matrix of all actions generated by one agent in a single task, while the right side
indicates the goal relevance of each action, with red denoting poor performance.

ally, a filter threshold is introduced to encourage308

the regeneration of low-quality dialogues.309

The expert conducts six-turn self-play in all train-310

ing tasks to initialize interactions (as shown in311

Figure 1, deadlocks typically arise after six turns).312

Upon completing all tasks, high-quality dialogue313

training corpus is generated and subsequently fine-314

tuned into smaller social agents.315

5 Social Instruction Following Evaluation316

In this section, we introduce the concept of Social317

Instruction Following (S-IF) for LLMs and pro-318

pose two evaluation metrics. Unlike traditional319

single/multi-turn instruction following, S-IF is char-320

acterized by three features: (1) multi-agent and321

multi-turn dialogue simulation; (2) agents with322

social identities and (3) agents with social goals.323

An agent with strong S-IF capabilities can gen-324

erate diverse interactions that closely align with325

its social identity and goals while being able to326

exit the interaction appropriately. This is distinct327

from general social capabilities (e.g., as measured328

by SOTOPIA-EVAL, see Sec §6). Our preliminary329

experiments have revealed this phenomenon.330

Specifically, the preliminary experiments focus331

on two aspects: generative diversity and goal rele-332

vance. Regarding diversity, one agent sometimes333

exhibits a “parroting” phenomenon in social tasks,334

characterized by high similarity among multiple335

actions within its own dialogue (Figure 3(a,b)). No-336

tably, even expert agents display this behavior, yet 337

their social performance does not degrade with re- 338

duced diversity and may even improve unexpect- 339

edly. Regarding goal relevance, agents frequently 340

experience “topic-drift”, generating content largely 341

unrelated to the intended goal (Figure 3(c,d)). De- 342

spite this off-topic behavior, their ability to achieve 343

social goals remains unaffected. 344

Several cases illustrate the causes of the orthogo- 345

nality phenomenon in Figure 3(e-h). (e) serves 346

as an exemplary case of high social capability 347

and strong S-IF performance. In contrast, (f) ex- 348

hibits partially similar yet goal-irrelevant behav- 349

iors, yet still achieves win-win outcomes through 350

limited goal-relevant actions. Meanwhile, (g) and 351

(h) demonstrate the orthogonality of the two S-IF 352

aspects. Specifically, even when agents achieve 353

perfect goal scores, their actions may either exhibit 354

high similarity with repetitive, goal-relevant con- 355

tent (akin to "parroting"), or deviate completely 356

after only two rounds of interaction, despite gener- 357

ating diverse content. 358

We formally propose two metrics for evaluating 359

S-IF ability: action diversity Sdiv and goal rele- 360

vance Srel. Sdiv penalizes actions with extremely 361

high similarity, and scales the differences in high 362

similarity scores through an external power func- 363

tion. A recommended α value is 10, which is used 364

to penalize dialogues with only excessively similar 365

actions. And Srel averages the GPT-4 evaluation 366
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GPT3.5 as Reference Model Self-play

Agent model
SOTOPIA SOTOPIA-hard SOTOPIA SOTOPIA-hard

GOAL ↑ Overall ↑ GOAL ↑ Overall ↑ GOAL ↑ Overall ↑ GOAL ↑ Overall ↑

GPT-4 (Zhou et al., 2024b)†‡ 7.62 3.31 5.92 2.79 8.60 3.91 6.66 3.29
GPT-3.5 (Zhou et al., 2024b)†‡ 6.45 2.93 4.39 2.29 6.77 2.82 5.11 2.22

Base (Mistral-7B)†‡ 5.07 2.33 3.84 1.98 4.27 1.62 3.41 1.33
SR+BC (Wang et al., 2024a)†‡ 7.62 3.44 5.34 2.76 8.25 3.81 7.07 3.53

Dynamic Strategy Injection (DSI) 8.07 3.67 6.31 3.03 8.73 4.11 7.28 3.65
% Improve (relative) 5.91% 6.69% 18.16% 9.78% 5.82% 7.87% 2.97% 3.40%

Table 1: DSI enables a weak 7B social agent to surpass expert-level performance. The symbol † represents the
performance reported in the original paper, while ‡ indicates the performance obtained through reproduction. Bold
indicates the best, and underline indicates the second best. All of our report results are the averages of the three
evaluation outcomes (statistically significant with p < 0.05).

scores goal(·) of a set of dialogues:367

Sdiv = (
1

n− 1

n∑
i ̸=j

[1− sim(aπ
ij , a

π
ii)

α])α,

Srel = σ(

n∑
i=1

goal(aπ
i )/n),

Ssif =
1

2
(Sdiv + Srel),

(2)368

where Ssif serves as a comprehensive measure of369

the social agent’s S-IF capability .370

As an important supplement, we provide a de-371

tailed discussion in Appendix §B, covering the372

motivation for proposing S-IF and related work.373

We also analyze the differences between our pro-374

posed metrics and previous evaluation methods,375

and present all details of the preliminary experi-376

ments and the two metrics Sdiv, Srel.377

6 Experiment Settings378

Training To ensure fairness, we use the open-379

source social task profiles6, constructed from380

SOTOPIA-π, as inputs for our framework. These381

tasks are orthogonal to the tasks in the SOTOPIA382

environment and include 410 scenarios. The final383

generated corpus is used to fine-tune smaller social384

agents, referred to as DSI-learning agents.385

Baseline SR+BC (Wang et al., 2024a) is a two-386

stage training strategy that enables the social agent387

to learn from GPT-4 and its own highly rated behav-388

iors. SR+BC has open-sourced the fine-tuned base389

agent (Mistral-7B), which we use as a baseline. We390

also evaluate the social capabilities of Llama3-8B391

and Qwen2.5-7B as additional baselines.392

Evaluation SOTOPIA-EVAL (Zhou et al., 2024b)393

provides seven evaluation dimensions for social394

capabilities, in which GOAL score represents the395

6https://huggingface.co/datasets/cmu-lti/sotopia-pi

Agent model
SOTOPIA SOTOPIA-hard

GOAL Overall GOAL Overall

GPT-4 8.60 3.91 6.66 3.29

Llama3-8B 8.12 3.74 6.44 3.06
DSI 8.63 4.04 7.34 3.64

Qwen2.5-7B 8.45 3.90 6.52 3.22
DSI 8.91 4.18 7.86 3.97

Table 2: The performance of powerful social agents in
the self-play setting. Bold indicates surpassing GPT-4.

extent to which the agent achieves the social goal 396

(an integer from 0 to 10). We report average GOAL 397

and overall score (the average of seven dimensions) 398

from 450 tasks in SOTOPIA and provide the full 399

results in the Appendix §D. GPT3.5 as the refer- 400

ence model refers to the interaction between the 401

social agent and the weaker reference model GPT- 402

3.5, reporting the performance of the social agent. 403

Self-play refers to the social agent interacting with 404

itself, reporting the average results to explore the 405

upper bound of its capability. We follow sotopia- 406

related research (Wang et al., 2024a; Zhou et al., 407

2024a) and employ GPT-4 as the evaluator, as it 408

has been validated to correlate highly with human 409

evaluations (Zhou et al., 2024b). For more detailed 410

experimental settings, refer to Appendix §A. 411

7 Social Capability Results 412

As shown in Table 1, we find that dynamic strategy 413

injection learning enables the base social agent 414

to exhibit strong social goal achievement capa- 415

bilities, significantly outperforming GPT-4 expert 416

across both settings. The reference model set- 417

ting evaluates the agent’s ability to perform under 418

adversity, as Zhou et al. (2024b) suggests that a 419

weaker agents can hinder its partner. We observe 420

that the DSI-learning agent is more adept at guid- 421

ing weaker partners to achieve social goals, par- 422
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Agent
model

agent1 agent2
Sdiv Avg.↑ Srel Avg.↑ Ssif Avg.↑ Turns Avg.↓

Sdiv ↑ Srel ↑ Ssif ↑ Sdiv ↑ Srel ↑ Ssif ↑

GPT-4 91.60∗ 62.77 77.19∗ 91.33∗ 64.43 77.88∗ 91.47∗ 63.60 77.54∗ 15.2∗

Base 15.69 57.11 36.40 18.82 54.27 36.55 17.25 55.69 36.48 19.7
SR+BC 76.60 55.64 66.12 78.22 57.17 67.70 77.41 56.41 66.91 16.7
DSI 79.90 63.94 71.92 79.50 65.26 72.38 79.70↑62.45 64.60↑8.91 72.15↑35.67 15.8↓3.9

Llama3-8B 70.12 62.21 66.17 68.03 63.79 65.91 69.08 63.00 66.04 19.9
DSI 79.25 64.47∗ 71.86 78.78 65.51∗ 72.15 79.01↑9.93 64.99∗↑1.99 72.00↑5.96 17.6↓2.3

Qwen2.5-7B 81.22 60.99 71.11 79.52 62.29 70.91 80.37 61.64 71.01 20.0
DSI 82.36 63.49 72.93 81.39 64.82 73.11 81.87↑1.50 64.15↑2.51 73.02↑2.01 17.0↓3.0

Table 3: Social Instruction Following (S-IF) capability. Subscript blue numbers indicate the absolute improvement
over the original social agent’s performance. Bold indicates the best performance within an agent, while an asterisk
denotes the best performance across all comparisons.

GPT3.5 as Reference Model Self-play

Construction
strategy

#Data volume
(usable ratio)

SOTOPIA SOTOPIA-hard SOTOPIA SOTOPIA-hard

GOAL ↑ Overall ↑ GOAL ↑ Overall ↑ GOAL ↑ Overall ↑ GOAL ↑ Overall ↑
DSI 25.9k (41.36%) 8.07 3.67 6.31 3.03 8.73 4.11 7.28 3.65

Raw 45.7k (39.41%) 7.98 3.51 6.01 2.78 8.27 3.80 6.19 3.12
NSI 25.5k (52.65%) 7.98 3.63 5.96 2.97 7.74 3.79 7.24 3.65
Raw mix NSI 30.6k (18.64%) 8.04 3.60 6.11 2.99 8.21 4.01 7.26 3.62

h-NSI 20.9k (38.72%) 8.01 3.61 5.94 2.89 8.46 3.91 6.89 3.50
NSI + h-NSI 46.8k (40.14%) 5.14 2.16 3.54 1.72 4.08 1.61 3.31 1.35
h-NSI + NSI 46.8k (40.14%) 5.31 2.17 3.36 1.44 4.20 1.62 3.76 1.39
NSI com h-NSI 46.8k (40.14%) 8.00 3.56 5.54 2.66 8.53 3.97 6.95 3.35

Table 4: Variant Analysis Experiment. Bold and underline indicate the optimal and suboptimal. Usable rate is the
ratio of the final utilized corpus to the total corpus, including regenerated dialogues that failed the filtering threshold.

ticularly in challenging tasks, with a remarkable423

18.16% relative improvement over SR+BC, an in-424

dication of stronger persuasive ability (with a fixed425

persuasion target). The self-play setting assesses426

the agent’s upper capability limit, as both partici-427

pants in the conversation share the same “brain”.428

We observe that the DSI-learning agent continues429

to perform well in both general and challenging430

tasks, demonstrating that more strategically de-431

signed training corpora contribute more effectively432

to improving the agent’s social capabilities com-433

pared to unguided cloning and filtering.434

In additional experiments on more base so-435

cial agents, as shown in Table 2, DSI-learning436

Qwen2.5 and Llama3 both demonstrate social capa-437

bilities surpassing GPT-4. Further analysis demon-438

strates that DSI-learning social agents outperform439

the expert agent serving as the teacher (see Ap-440

pendix §D.1 for details). This further highlights the441

generalization and superiority of our SOTOPIA-Ω.442

8 S-IF Capability Results443

As shown in Table 3, we present the performance444

of three social agents in social instruction follow-445

ing. We find that DSI enhances both the diversity446

of agent responses and their relevance to the goal,447

regardless of the action order. Additionally, we 448

observe a reduction in the number of interaction 449

turns, which can be seen as a side effect of im- 450

proved S-IF capability: the agents produce fewer 451

goal-irrelevant expressions and reduce redundancy 452

in repeating the same viewpoints. 453

From another perspective, while DSI enables all 454

three agents to surpass GPT-4 in social capability 455

and mitigates topic drift, there remains a gap in 456

response diversity. This highlights the value of 457

our proposed metrics and the key focus for future 458

work: how to maintain sufficient interaction rich- 459

ness while enhancing social capabilities, paving 460

the way for more human-like social agents. 461

9 Analysis 462

9.1 Variant Analysis 463

In this section, we analyze the variants of 464

SOTOPIA-Ω to explore whether DSI is the opti- 465

mal choice. Below are the variations in generating 466

training corpora: Raw: No strategy is introduced. 467

NSI: All training tasks employ negotiation strategy 468

injection. Raw mix NSI: Selects dialogues with 469

the highest final goal achievement for each task. h- 470

NSI: One participant in the dialogue follows NSI, 471

while the other does not receive strategy injection. 472
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Figure 5: Train Qwen2.5-0.5/1.5/7B agents using DSI
corpus. The figure shows GOAL, Sdiv and Srel.

NSI + h-NSI (h-NSI + NSI): A two-stage train-473

ing approach using corpora generated from both474

NSI and h-NSI. NSI com h-NSI: Trains on a mixed475

dataset combining NSI and h-NSI dialogues. For476

more detailed settings, refer to Appendix §C.3.477

We find that DSI exhibits a high data usable ra-478

tio, achieving optimal performance with minimal479

data. In contrast, Raw, which clones expert be-480

havior directly, performs poorly in self-play due to481

prolonged deadlocks akin to those in GPT-4. Its482

lack of guidance also nearly doubles the final cor-483

pus size compared to DSI, reflecting weaker S-IF484

capability. NSI significantly enhances task-solving485

in self-play by excelling at finding win-win out-486

comes under strong goal conflicts. However, this487

comes at the cost of over-reasoning (Chiang and488

Lee, 2024), degrading performance on ordinary489

tasks. Raw mix NSI achieves near-optimal results,490

demonstrating the value of incorporating raw dia-491

logues during training. Yet, this approach suffers492

from lower data efficiency and the need to generate493

both corpora, highlighting how DSI’s simple strate-494

gies bridge Raw and NSI, reducing dialogue turns495

while improving performance.496

Injecting strategies into only one participant (h-497

NSI) as an alternative to dynamic injection fails498

in hard tasks, even when mixed with NSI data,499

due to disrupted negotiation integrity. Furthermore,500

two-stage training proves ineffective, as conflicting501

dialogue constructions undermine its utility.502

Agent model MMLU↑ t (p-value)mmlu TruthfulQA

Base 54.13 – 33.17
DSI 54.24 -0.039 (0.969) 37.82

Llama3-8B 37.17 – 38.19
DSI 38.12 -0.303 (0.762) 39.05

Qwen2.5-7B 74.16 – 62.66
DSI 73.99 0.071 (0.944) 61.56

Table 5: MMLU and TruthfulQA results for social
agents. For MMLU, a 0-shot evaluation without CoT
are conducted using the opencompass (Contributors,
2023). An independent samples t-test is performed on
57 MMLU sub-datasets, and the t-value (p-value) is
reported (p < 0.05 indicating a significant difference).
For TruthfulQA, MC1 (single-true) results are reported.

9.2 Corpora Analysis 503

As shown in Figure 4(a), DSI corpus is smaller 504

than Raw and has a shorter average output than 505

other strategies, reflecting its conciseness while 506

maintaining strength. Figure 4(b) intuitively shows 507

that dynamic strategy injection overcomes expert 508

agents’ prolonged deadlocks, causing a perfor- 509

mance leap where challenging tasks nearly match 510

non-challenging ones after negotiation strategy in- 511

jection. Additionally, the average performance of 512

non-challenging tasks improves with more turns. 513

9.3 Scaling Law Analysis 514

As shown in Figure 5, experiments on the Qwen 515

family demonstrate that DSI exhibits the scaling 516

law of social and S-IF capability. Additionally, 517

DSI enables the 1.5B agent to achieve GOAL score 518

and Srel close to GPT-4, further reflecting the high 519

quality of our constructed corpus. 520

9.4 Generality and Security Analysis 521

Table 5 shows that the improvement in social capa- 522

bility does not significantly impact the general abil- 523

ity or security of the social agent, consistent with 524

Wang et al. (2024a)’s conclusion. Appendix §D 525

provides more details. 526

10 Conclusion 527

This paper proposes the SOTOPIA-Ω framework, 528

which dynamically injects strategies into expert 529

models to automate the construction of high-quality 530

dialogue corpora. Additionally, we introduce the 531

concept of Social Instruction Following (S-IF) and 532

formally propose two S-IF metrics. The con- 533

structed corpus is used to train several 7B mod- 534

els, achieving social capabilities surpassing GPT-4 535

while enhancing S-IF performance. 536
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Limitations537

Despite SOTOPIA-Ω demonstrating strong strat-538

egy injection capabilities and our social agent sur-539

passing GPT-4 in social performance, there are540

two key limitations in our work. (1) We have541

overlooked the utilization of non-verbal actions,542

such as rich microexpressions or gestures, which543

could present new opportunities for enhancing so-544

cial agent capabilities. (2) While the DSI-learning545

model exhibits high social competence and strong546

goal relevance, its Sdiv still lags behind GPT-4. In-547

vestigating the mechanisms of diversity will be a548

key focus of our future work.549

Ethical Considerations550

We construct the corpus based on open-source so-551

cial tasks (Wang et al., 2024a), ensuring that dia-552

logues do not contain harmful content such as racial553

discrimination, violence, or pornography. The cor-554

pus is strictly built around predefined social tasks,555

avoiding discussions on political stances or threat-556

ening statements.557
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A Presentation of Setting Details1010

A.1 SOTOPIA Environment Details1011

We use the SOTOPIA environment to evaluate so-1012

cial agents (Zhou et al., 2024b). SOTOPIA con-1013

tains 450 tasks, which include 90 distinct social sce-1014

narios involving cooperative, competitive, or mixed1015

behaviors. It offers 40 different roles, each with1016

unique personalities, occupations, secrets, back-1017

grounds, inter-role relationships, and social goals.1018

SOTOPIA samples 450 combinations as the final1019

test set and this design reflects the agents’ univer-1020

sal social competence. Zhou et al. (2024b) also1021

identifies 70 tasks from the original 450, where1022

GPT-4 demonstrates the weakest performance, and1023

labels them as SOTOPIA-hard. These tasks typ-1024

ically involve more severe goal conflicts and are1025

viewed as better indicators of advanced social capa-1026

bilities. Each social agent profile consists of three1027

parts: personal information such as name, occupa-1028

tion, personality, social relationships, and personal1029

secrets; the social scenario and the social goal.1030

The agents take turns responding to each other,1031

and each response is defined as one Turn. We1032

set the maximum number of turns to 20, align-1033

ing with prior works (Zhou et al., 2024b; Wang1034

et al., 2024a). The agents have five optional actions,1035

represented as none, action, speak, non-verbal1036

communication and leave. The response is re-1037

quired in JSON format, which is then decoded1038

into the final action. These five actions simulate1039

physical-space behaviors, making them different1040

from restricted, specific actions (Yang et al., 2021;1041

Stasaski et al., 2020b).1042

A.2 SOTOPIA-EVAL Details1043

SOTOPIA-EVAL provides seven evaluation dimen-1044

sions. Given the task and role settings, we allow1045

two agents to interact without intervention and1046

record their full interaction history. The interac-1047

tion partners can vary; for example, one agent can1048

be an adaptive augmented model while the other is1049

a fixed model, or both agents can be same. Given1050

all configurations and the interaction history, the1051

evaluator scores the agents based on seven prede-1052

fined dimensions. The following section explains1053

these seven dimensions:1054

- BEL: Evaluates the agent’s ability to adhere1055

to and align with its role profile, with a range1056

of [0, 10].1057

- REL: Assesses the change in relationships be- 1058

tween agents after interaction, such as family, 1059

friendship, or romance, with a range of [-5, 1060

5]. 1061

- KNO: Measures whether the agent acquires 1062

new and personally significant knowledge or 1063

information during the interaction, with a 1064

range of [0, 10]. 1065

- SEC: Evaluates whether the agent leaks con- 1066

fidential information that should have been 1067

protected, with a range of [-10, 0]. 1068

- SOC: Assesses whether the agent violates eth- 1069

ical or legal boundaries during the interaction, 1070

with a range of [-10, 0]. 1071

- FIN: Evaluates whether the agent gains short- 1072

term or long-term financial or material bene- 1073

fits from the interaction, with a range of [0, 1074

10]. 1075

- GOAL: Measures the extent to which the agent 1076

achieves its preset goals, with a range of [0, 1077

10]. 1078

Overall socre represents the average of both 1079

agents’ scores across the seven dimensions, with a 1080

range of [-25/7, 45/7]. The evaluation prompt can 1081

be referenced from Zhou et al. (2024b). 1082

A.3 Evaluation Setting Details 1083

We employ two evaluation modes: using a fixed 1084

weaker social model as a reference agent and self- 1085

play. Following the settings in Wang et al. (2024a), 1086

we use gpt-3.5-turbo-0613 as the external fixed 1087

model. 1088

GPT3.5 as Reference Model: GPT3.5 is a rela- 1089

tively weak but stable social agent. We treat it as a 1090

“fixed external environment” with controllable vari- 1091

able features. This approach eliminates potential 1092

confusion caused by changes in external models. 1093

By fixing the reference model, we can measure 1094

the agent’s social competence in adverse condi- 1095

tions. If an agent performs well in an environment 1096

with GPT-3.5, this indicates stronger robustness 1097

and adaptability. 1098

Self-play: The agent interacts with itself to demon- 1099

strate the upper bound of its social competence 1100

under the same strategy. In self-play evaluation, if 1101

the model itself has strong generative capabilities, 1102

it can more fully exhibit its potential to achieve 1103
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social goals, thus providing a high-performance1104

benchmark for future improvements.1105

In the GPT-3.5 as Reference Model evaluation,1106

we only calculate the social agent’s scores, exclud-1107

ing GPT-3.5. To maintain a balanced speaking1108

order, we randomly choose the social agent that1109

initiates the conversation in different tasks. We fix1110

the random seed to 0 and provide a partition of the1111

450 tasks. The following task indices (start from 0)1112

indicate where the reference model initializes the1113

dialogue: 2, 9, 10, 12, 13, 15, 17, 18, 21, 25, 29, 30, 31, 33, 36, 38,1114

39, 40, 41, 42, 44, 45, 48, 51, 53, 56, 59, 61, 62, 63, 64, 67, 68, 69, 70,1115

71, 72, 75, 76, 82, 84, 87, 88, 89, 91, 92, 94, 97, 98, 99, 100, 101, 102,1116

103, 104, 105, 106, 108, 110, 111, 112, 113, 114, 115, 117, 118, 119,1117

121, 123, 124, 125, 129, 130, 132, 133, 135, 139, 140, 141, 142, 143,1118

146, 148, 149, 156, 157, 159, 161, 163, 164, 169, 173, 174, 175, 177,1119

178, 179, 183, 186, 187, 189, 191, 194, 195, 200, 202, 203, 204, 205,1120

209, 210, 211, 212, 213, 214, 215, 216, 219, 220, 223, 224, 227, 229,1121

231, 232, 234, 235, 236, 237, 241, 246, 247, 250, 251, 252, 257, 259,1122

260, 262, 263, 267, 269, 271, 272, 274, 275, 281, 282, 287, 289, 292,1123

295, 296, 298, 299, 300, 301, 302, 303, 305, 306, 311, 313, 315, 317,1124

319, 321, 322, 323, 325, 326, 330, 331, 332, 333, 334, 335, 339, 340,1125

342, 349, 350, 351, 355, 356, 358, 362, 363, 364, 365, 366, 367, 368,1126

370, 373, 374, 378, 379, 380, 382, 387, 388, 389, 390, 394, 401, 402,1127

403, 404, 407, 408, 411, 413, 414, 417, 421, 422, 424, 425, 426, 427,1128

429, 431, 434, 435, 438, 440, 443, 444, 445, 449. Among these,1129

the indices belonging to SOTOPIA-hard are: 53, 84,1130

99, 104, 115, 142, 156, 157, 159, 174, 187, 202, 205, 211, 232, 234,1131

252, 259, 262, 263, 298, 302, 331, 340, 378, 387, 389, 414, 421, 422,1132

427, 444.1133

For the Self-play evaluation, we average both1134

participants’ scores within a single task. A higher1135

score shows that both sides achieve their objectives1136

more effectively, thus reflecting a higher degree of1137

mutual gain.1138

We use the same evaluation parameters as in fol-1139

low’s study (Zhou et al., 2024b; Wang et al., 2024a):1140

setting the generation temperature to 1 to encour-1141

age diversity and the evaluation temperature to 01142

to ensure stability. We adopt gpt-4-0613 as the1143

evaluator. We fix the maximum length for both gen-1144

eration and evaluation at 4096, and no conversation1145

is truncated. For all tasks, sample the evaluation1146

results three times and report the average score.1147

A.4 Training Details1148

A.4.1 Training Profile1149

We use social scenarios generated by SOTOPIA-1150

π as our framework input profile (Wang et al.,1151

2024a). SOTOPIA-π produces 410 scenarios de-1152

rived from three social datasets, along with GPT-41153

rewrites, ultimately obtaining 2281 social task pro- 1154

files. These scenarios are entirely orthogonal to the 1155

SOTOPIA environment and also serve as profiles 1156

for the SR+BC method in SOTOPIA-π. 1157

A.4.2 Training Datasets 1158

SOTOPIA-Ω leverages these profiles to produce 1159

high-quality dialogue training data. We gather 1160

the final interaction histories after injecting dif- 1161

ferent strategies as training data. We follow the 1162

SOTOPIA-π data construction format to build the 1163

fine-tuning dataset. Below is an example of the 1164

input data format: 1165

Input Format Case:

Imagine you are Mia Sanders, your task is to
act/speak as Mia Sanders would, keeping in mind
Mia Sanders’s social goal.
You can find Mia Sanders’s goal (or background) in
the ‘Here is the context of the interaction’ field.
Note that Mia Sanders’s goal is only visible to you.
You should try your best to achieve Mia Sanders’s
goal in a way that aligns with their character traits.
Additionally, maintaining the conversation’s
naturalness and realism is essential (e.g., do not
repeat what other people has already said before).

Here is the context of this interaction:
Scenario: Giselle Rousseau has recently married
into Mia Sanders’s family. Mia Sanders is Giselle
Rousseau’s in-law. Giselle Rousseau has observed
that the way Mia Sanders’s family celebrates holidays
is quite different from what Giselle Rousseau is ac-
customed to, and would like to suggest some changes
for the sake of the children’s experience.
Participants: Giselle Rousseau and Mia Sanders
Giselle Rousseau’s background: Giselle Rousseau
is a 21-year-old nonbinary art student. They/them
pronouns. Giselle Rousseau enjoys biking and pho-
tography. Personality and values description: Giselle
Rousseau, open-minded and outgoing yet sensitive,
advocates care and fairness. Her decision-making is
intuitive and inclusive. Giselle’s secrets: Sells forged
paintings to wealthy clients
Mia Sanders’s background: Mia Sanders is a 33-year-
old female nurse. She/her pronouns. Mia Sanders
often brings her son to the hospital. Personality and
values description: Mia Sanders, a careful follower of
routines, values loyalty and conformity. Her decisions
rely heavily on intuition.
Giselle Rousseau’s goal: Suggest incorporating some
of your family’s holiday traditions (Extra information:
You believe your traditions will be beneficial for the
children’s cultural understanding and enjoyment.Hint:
you can emphasize the educational value and the joy
it could bring to the family gatherings) Mia Sanders’s
goal: Unknown

Conversation Starts:

Turn #0
Giselle Rousseau said: "Hey Mia, I’ve been thinking
a lot about how we celebrate holidays as a family. I
noticed that the way we do things is a bit different

1166
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from what I’m used to, and I was wondering if we
could maybe blend some of the traditions from my
side of the family. I think it could be really beneficial
for the kids, not just for the fun of it but also to
broaden their understanding of different cultures."

Turn #1
Mia Sanders said: "Giselle, I understand where you’re
coming from, and I appreciate you bringing this up.
Our family traditions are something I’ve always been
very proud of—they connect us to our heritage and
to past generations. I think it’s important for the
kids to understand and appreciate that. However,
I’m open to hearing more about the traditions from
your side. Maybe we can find a way to include a lit-
tle bit of both, so the kids get the best of both worlds?"

Turn #2
Giselle Rousseau said: "I totally get that, Mia. I value
our family’s traditions too, and I think it’s wonderful
to honor them. I was thinking, for example, during
the next holiday, we could introduce a craft activity
where the kids make something that represents both
of our backgrounds. It could be a fun way for them to
learn and create something meaningful. What do you
think about that?"

You are at Turn #3

Your available action types are ‘none’ ‘action’ ‘speak’
‘non-verbal communication’ ‘leave’. Note: You can
"leave" this conversation if 1. you have achieved
your social goals, 2. this conversation makes you
uncomfortable, 3. you find it uninteresting/you lose
your patience, 4. or for other reasons you want to
leave.
Please only generate a JSON string including the ac-
tion type and the argument. Your action should follow
the given format: {‘action_type’: ‘’, ‘argument’: ‘’}

1167

The output is required to be generated in JSON1168

format:1169

Output Format Case:

{‘action_type’: ‘speak’, ‘argument’: ‘I love that idea,
Giselle! It sounds like a great way to combine our
traditions and give the kids a hands-on experience. We
could even do a little presentation about each tradition,
explaining why it’s important to our families. This
way, the kids can see the value and history behind
each custom’}

1170

A.4.3 Training Parameter1171

We fine-tune smaller LLMs based on our generated1172

data, and the model versions are shown in Table 6.1173

We adopt the llama-factory framework (Zheng1174

et al., 2024) and apply LoRA (Hu et al., 2021)1175

to finetune all models. We accelerate training with1176

Unsloth7, ensuring that all models train on a single1177

NVIDIA A100-80G. Training parameters are listed1178

7https://github.com/unslothai/unsloth/tree/December-
2024

in Table 7,8. We use the final checkpoint for both 1179

our data construction method and its variants. For 1180

variants that involve two training steps, we take the 1181

final checkpoint from the first step as the initialized 1182

model for the second step and continue training. 1183

B Social Instruction Following Evaluation 1184

B.1 Social Instruction Following (S-IF) 1185

In this paper, we introduce the concept of Social 1186

Instruction Following (S-IF) in LLMs. We for- 1187

mally provide the definition of S-IF: The ability 1188

of agents with social identities and goals to fol- 1189

low social instructions through multi-turn simu- 1190

lated interactions. S-IF has three characteristics: 1191

(1) Multi-agent and multi-turn dialogue simulation. 1192

(2) LLMs are assigned social identities (e.g., roles 1193

or personalities). (3) LLMs have social goals inde- 1194

pendent of other agents (casual chit-chat is consid- 1195

ered an undesirable goal, while chit-chat involving 1196

emotional support is acceptable). 1197

Compared to general instruction following, so- 1198

cial instruction following requires attention to 1199

social goals and role attributes, using these at- 1200

tributes to form a social strategy. This differs from 1201

common-sense-based (Zhou et al., 2023) or com- 1202

prehensive constraints (Zhang et al., 2024b,e) in- 1203

struction following, which focuses on behavior ef- 1204

fectiveness. In social instruction following, agents 1205

must retain memory of social goals and personal 1206

identity while pursuing these goals. Moreover, so- 1207

cial instruction following often involves multiple 1208

social agents in a dynamic social game, making 1209

most existing evaluation methods difficult to adapt. 1210

B.2 S-IF Evaluation Related Work 1211

The current evaluation objects and methods for 1212

LLMs are not well-suited for S-IF. Overall, eval- 1213

uation objects can be divided into single-turn di- 1214

alogue and multi-turn dialogue. And evaluation 1215

methods can be divided into those based on statis- 1216

tics and LLM-as-judger. 1217

B.2.1 Evaluation Objects 1218

Single-turn dialogue includes single-turn instruc- 1219

tion following (Zhou et al., 2023), knowledge tasks 1220

(such as math (Liu et al., 2024a) or coding (Liu 1221

et al., 2024b)), or step-by-step reasoning (Hao et al., 1222

2024). This does not meet the requirements for S- 1223

IF multi-turn interactions. 1224

Multi-turn dialogue evaluations that are closer to 1225

S-IF typically fall into two scenarios: role-playing 1226

agent and multi-turn instruction following. 1227

16



Agent version URL

Mistral-7B Mistral-7B-v0.1 https://huggingface.co/mistralai/Mistral-7B-v0.1
Llama3-8B Meta-Llama-3-8B https://huggingface.co/meta-llama/Meta-Llama-3-8B
Qwen2.5-7B Qwen2.5-7B-Instruct https://huggingface.co/Qwen/Qwen2.5-7B-Instruct
Qwen2.5-1.5B Qwen2.5-1.5B-Instruct https://huggingface.co/Qwen/Qwen2.5-1.5B-Instruct
Qwen2.5-0.5B Qwen2.5-0.5B-Instruct https://huggingface.co/Qwen/Qwen2.5-0.5B-Instruct

Table 6: The foundational social agent model to be trained.

Parameter value Parameter value

train batch size 32 eval batch size 16
warmup ratio 0.03 warmup steps 60
learning rate 5e-5 epoch num 3.0
cutoff len 4096 val size 0.1
lora rank 8 lora alpha 16

Table 7: Training parameter for Mistral-7B, Qwen2.5-
0.5B, Qwen2.5-1.5B and Qwen2.5-7B.

Parameter value Parameter value

train batch size 32 eval batch size 16
warmup ratio 0.03 warmup steps 60
learning rate 1e-5 epoch num 3.0
cutoff len 4096 val size 0.1
lora rank 8 lora alpha 16

Table 8: Training parameter for Llama3-8B.

Role-playing agent evaluations focus on whether1228

a role-playing agent aligns with predefined val-1229

ues (Tu et al., 2023; Wang et al., 2023a), knowl-1230

edge (Shao et al., 2023; Sadeq et al., 2024), and1231

role styles (or behaviors) (Wang et al., 2024b; Chen1232

et al., 2024). This differs from S-IF because S-IF1233

emphasizes achieving social goals rather than main-1234

taining strict role consistency (Wang et al., 2023b).1235

Multi-turn instruction-following evaluations of-1236

ten use a “guidance-response” format (Bai et al.,1237

2024), where carefully designed benchmarks1238

present consecutive queries with fixed or bounded1239

correct answers. These queries also form a context1240

that the model must handle accurately. Many cur-1241

rent studies adopt this strategy (Fan et al., 2025;1242

Deng et al., 2024; Sun et al., 2024; Bai et al., 2024),1243

evaluating each turn against a preset range or sta-1244

tistical results (e.g., F1 and Acc). However, S-1245

IF involves multi-agent simulated dialogues, with1246

each agent receiving unpredictable and dynamic1247

inputs. This setting differs from typical multi-turn1248

instruction-following tasks.1249

B.2.2 Evaluation Methods1250

Statistical methods (e.g., BLEU (Papineni et al.,1251

2002), ROUGE (Lin, 2004), METEOR (Banerjee1252

and Lavie, 2005)) are unsuitable because social 1253

tasks in open environments do not have a single 1254

correct solution. Recent LLM-as-judger (Zheng 1255

et al., 2023; Zhang et al., 2023) approaches of- 1256

fer more potential. In addition, existing dialogue 1257

evaluation methods are mostly dialogue-level eval- 1258

uations, where the entire conversation is inputted, 1259

and the evaluator outputs the evaluation reasoning 1260

and results based on detailed metrics and scoring 1261

requirements in a single step (Zhang et al., 2024a; 1262

Mendonça et al., 2024; Ferron et al., 2023; Duan 1263

et al., 2023; Siro et al., 2024; Zhang et al., 2024d; 1264

He et al., 2024). These methods lack a more de- 1265

tailed evaluation for each individual utterance in 1266

the dialogue. Utterance-level evaluation appears in 1267

multi-turn instruction following. This evaluation 1268

is justified by the fact that each instruction in a 1269

multi-turn dialogue can be individually assessed 1270

with a ground truth. However, this approach is not 1271

applicable to S-IF, which operates within an open 1272

state space. 1273

B.3 S-IF Evaluation Preliminary Experiment 1274

Details 1275

This section introduces the implementation de- 1276

tails of the preliminary experiments. We select 1277

LlaMA-3-8B and gpt-4-0613 as the models for 1278

our preliminary experiments, in order to observe 1279

the performance of models with substantially dif- 1280

ferent social capabilities. The preliminary experi- 1281

ments are conducted on all 450 tasks. In each task, 1282

two agents use different profiles to engage in dia- 1283

logue. We adopt the self-play setting to infer the 1284

dialogue outcomes for all tasks, resulting in 900 1285

dialogue sequences of agents. 1286

First, we analyze the similarity of the action se- 1287

quences in each dialogue. Specifically, for each 1288

dialogue, we calculate the similarity between each 1289

action and all other actions and take the average. 1290

We use all-MiniLM-L6-v28 to convert the actions 1291

into vectors and compute the cosine similarity. It 1292

8https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2
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is important to note that we calculate the similar-1293

ity based solely on the content of the actions, ex-1294

cluding prefixes (e.g., delete “Mia Sanders said:”)1295

to avoid artificially inflating the similarity due to1296

identical names. We obtain the overall similar-1297

ity scores for 900 dialogues from the two agents,1298

separate them in ascending order, and display the1299

results in Figure 3(a,b). Meanwhile, we visualize1300

the GOAL score corresponding to each dialogue,1301

with each agent’s 450 discrete integer scores fitted1302

using a cubic polynomial (implemented using the1303

numpy.polyfit library).1304

Next, we conduct a goal relevance correlation1305

analysis on the action sequences of each dialogue.1306

Specifically, we use gpt-4-0613 as the evaluator1307

and the prompt provided in Appendix §B.4.2 as the1308

evaluation guideline to obtain the average relevance1309

score between all actions in a dialogue and the1310

goal. Similar to the action similarity experiment,1311

we sort the relevance scores in descending order1312

and simultaneously present the cubic polynomial1313

fitting of the GOAL scores.1314

B.4 S-IF Evaluation Metric1315

In view of the gaps in the evaluation of S-IF and1316

the preliminary experiments, we propose two eval-1317

uation perspectives well suited for S-IF, which are1318

utterance-level evaluation methods. From a fun-1319

damental interaction perspective, we focus on di-1320

versity in social dialogues by introducing an ac-1321

tion similarity score. Our preliminary experiments1322

reveal that LLMs sometimes exhibit “parroting”,1323

reducing authenticity in social simulation and lead-1324

ing to prolonged deadlock in social interactions.1325

From a content perspective, we focus on dialogue1326

substance by proposing a goal relevance score. Pre-1327

liminary experiments show that LLMs can drift1328

off-topic, a problem similar to the “topic-drift” ob-1329

served in multi-turn instruction-following studies1330

(e.g., Li et al. (2024)). We detail these two evalu-1331

ation methods below. It is important to note that1332

S-IF still has great potential for evaluation design,1333

which we consider as part of our future work plan.1334

B.4.1 Action similarity1335

Action similarity is a new metric for measuring the1336

diversity of S-IF. The internal portion of Equation 21337

(Figure 6 (A)) penalizes extremely high similarity.1338

The final form (Figure 6 (B)) increases differentia-1339

tion in this narrow range and drives average similar-1340

ity scores above 0.9 toward 0. This design ensures1341

that even when two dialogues have a very high de-1342

gree of similarity, small differences in similarity 1343

can still lead to significantly different Sdiv values. 1344

We calculate Sdiv separately for the two agents par- 1345

ticipating in the same task. During the interaction, 1346

the other agent’s actions act as external variables. 1347

Diversity measures whether a single agent can gen- 1348

erate as many varied responses as possible under 1349

these external interventions. 1350
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Figure 6: Function in action similarity. Here, x repre-
sents the average similarity among all actions of a single
agent within a dialogue. The right figure shows the final
curve of the evaluation function, where dialogues with
extremely high similarity receive lower scores.

B.4.2 Goal Relevance 1351

Goal relevance is a new metric for assessing an 1352

agent’s ability to S-IF. Weaker LLMs often ex- 1353

hibit topic drift after multiple dialogue turns, a 1354

phenomenon has been observed in Li et al. (2024). 1355

To measure this, we use gpt-4-0613 as the evaluator. 1356

GPT-4 scores each utterance in a conversation for 1357

goal relevance, and we then calculate the average 1358

score. The evaluation prompt is as follows: 1359

Evaluation prompt for Srel:

Two agents are having a conversation, each with
their own communication **Goals**. Your task is to
evaluate the relevance of the current utterance to the
given **Goal**.

You have five possible scores to choose from: ‘[-1,
-0.5, 0, 0.5, 1]’. Additionally, a few recent dialogue
histories for two agents are provided as a reference.
The name of the speaking agent is {agent_name}.

**Score Definitions:**
- **score = -1**: The utterance content (or other
action) has deviated from the **Goal** and is
entirely focused on other topics.
- **score = -0.5**: The utterance content (or other
action) has deviated from the **Goal** but may have
the potential to shift toward it.
- **score = 0**: The utterance content (or other
action) has a weak connection to the **Goal**, but
the main focus is not on it.
- **score = 0.5**: The utterance content (or other
action) is related to the **Goal** but not fully

1360
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aligned with it.
- **score = 1**: The utterance content (or other
action) is entirely focused on the **Goal**.

**Goal**
{goal}
**Part of dialogue history**
{history}
**current utterance**
{utterance}
The dialogue history is provided for reference (may
not exist), but your primary focus should be on the
current utterance content (or other action).

**Note:**
- "Left the conversation" is considered aligned with
the goal when it appears appropriately at the end of
the dialogue, as the character ends the dialogue at the
right moment. However, when it occurs repeatedly, it
is regarded as unrelated to the goal.
- If "did nothing" appears and can be considered a
useful strategy for achieving the goal, it can be given
a positive score; however, if it occurs repeatedly or is
meaningless, a negative score should be assigned.

Please only generate a JSON string including the
score_justification and the score. Your action should
follow the given format: {{‘score_justification’: ‘’,
‘score’: ‘’}}

1361

In this context, agent_name is the name of1362

the role under evaluation, goal is its social ob-1363

jective, history is the conversation record, and1364

utterance is the current action. The evaluator first1365

explains the reasoning behind the assigned score.1366

It then selects a final score from [-1, -0.5, 0,1367

0.5, 1].1368

B.4.3 The difference from SOTOPIA-EVAL1369

SOTOPIA-EVAL is a typical method for evaluat-1370

ing social competence and uses the same input as S-1371

IF (a complete multi-agent social dialogue). How-1372

ever, our preliminary experiments in Sec §3 show1373

that social competence scores and S-IF scores can1374

diverge. A dialogue can score high on social com-1375

petence but not on S-IF (for instance, if it achieves1376

its social goal in the first turn yet continues off-1377

topic instead of concluding).1378

C SOTOPIA-Ω Details1379

C.1 Related Work1380

C.1.1 Social Agent1381

Large language models (LLMs) have demon-1382

strated potential as advanced social intelligence1383

agents (Park et al., 2023), exhibiting anthropo-1384

morphic behaviors (Kim and Im, 2023; Huang1385

et al., 2023), role-playing ability (Chen et al., 2024;1386

Tseng et al., 2024) and a degree of social intelli-1387

gence (Choi et al., 2023). However, human inter- 1388

actions are inherently complex, characterized by 1389

an infinite action space (Mou et al., 2024a). In 1390

such open environments, LLMs often struggle due 1391

to insufficient constraints or guidance, particularly 1392

in tasks like auction bidding (Chen et al., 2023) 1393

or Theory of Mind (ToM) tasks (Sap et al., 2022), 1394

highlighting a critical research gap. 1395

C.1.2 Strategy Injection 1396

Strategy injection, which integrates sophisticated 1397

human priors into specific social tasks, has emerged 1398

as a promising solution. There are two strat- 1399

egy injection modes: inference-time injection and 1400

training-time injection. 1401

For inference-time injection, the agent intro- 1402

duces additional positive guidance during infer- 1403

ence generation. This extra guidance can be pro- 1404

vided either through multi-agent collaborative gen- 1405

eration, such as cooperative strategy injection in 1406

the Avalon game (Lan et al., 2024), or dynami- 1407

cally by a carefully trained strategy model, for in- 1408

stance, by generating proprietary instructions suit- 1409

able for DST (Feng et al., 2023), a constrained ac- 1410

tion selector (Deng et al., 2023), or behavior guid- 1411

ance based on intent recognition (Chang and Chen, 1412

2024). In addition, enhancing the level of group 1413

decision-making simulation through specific be- 1414

havior agents is also considered a form of strategy 1415

injection during inference, such as by introducing 1416

an agent that plays devil’s advocate (Chiang et al., 1417

2024). However, these methods typically incur ad- 1418

ditional inference-time overhead or are limited to 1419

tasks with restricted topics or action spaces. 1420

Training-time injection avoids high inference- 1421

time costs and allows the model to retain strategies. 1422

We observe that SOTOPIA-π (Wang et al., 2024a) 1423

clones the expert agent’s inherent strategies during 1424

training and self-reinforces, exhibiting a strategy 1425

level close to that of the expert agent. However, 1426

limited by the upper bound of the expert’s natural 1427

abilities, the trained social agent finds it difficult to 1428

further improve its strategic capabilities. 1429

In contrast, SOTOPIA-Ω constructs a high- 1430

quality strategic dialogue corpus through expert 1431

agents, which is distilled into social agents to elim- 1432

inate inference-time overhead. Furthermore, our 1433

framework enables the expert to explore and dis- 1434

cover superior strategies without relying on a pre- 1435

defined set of actions. 1436
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C.1.3 Negotiation Theory1437

Negotiation theory (Korobkin, 2024) provides a1438

universal strategy for social tasks. Most social1439

tasks are characterized as mixed-motive negoti-1440

ations (Deutsch, 1973), which is a form of non-1441

adversarial negotiation in which the parties hold1442

differing motivations and preferences (Froman Jr1443

and Cohen, 1970). Consequently, even when the1444

social goals of both parties appear to conflict, a win-1445

win outcome remains achievable as long as they1446

strive to identify some orthogonal sets of interests.1447

Negotiation theory indicates that the final agree-1448

ment between the negotiating parties can reach1449

the pareto frontier (Tripp and Sondak, 1992), yet1450

such outcomes are often considered challenging.1451

Thompson (2015) propose a workflow that con-1452

strains the negotiators to progress as closely as pos-1453

sible toward a Pareto-optimal win-win solution. We1454

distill four core steps applicable to social tasks. (1)1455

Resource Assessment: We encourage both parties to1456

provide as many utility items as possible (i.e., mul-1457

tiple sub-goals for achieving the social goal) and1458

consolidate them into a superset. (2) Assessment of1459

Difference: The participants discuss existing con-1460

flicts and strive to identify utility items that the1461

opposing party overlooks but which can enhance1462

their own benefits. (3) Initial Proposal: Based1463

on the preceding discussion, each party presents1464

an initial proposal. (4) Update Proposal: Each1465

party dynamically revises its preset utility items in1466

response to the counterpart’s proposal, thereby pre-1467

senting an outcome that is more likely to achieve1468

a win-win result. Owing to the universality and1469

generalizability of this workflow, we incorporate it1470

into SOTOPIA-Ω as a negotiation strategy to guide1471

dialogue generation.1472

C.2 Strategy and Filter Threshold1473

Strategy thresholds determine which strategy an1474

agent uses when generating each action. Our1475

thresholds consist of two values: the current-goal1476

goalc and the predicted-goal goalp. Both of which1477

are automatically generated by the expert agent.1478

We input the task description (including back-1479

ground and both agents’ profiles) and the current1480

action history into the expert, which calculates the1481

GOAL scores for each interacting party. During1482

the step rating phase, the expert samples five times1483

and calculates the average scores for both the goalc1484

and goalp as the step rating score. Additionally,1485

we establish a dialogue termination judgment that1486

suggests whether to leave the conversation. Since 1487

the termination judgment rule is strict, if any one 1488

of the five samples produces a termination flag, the 1489

next action is determined to be ‘leave’. Below is 1490

the evaluation prompt for obtaining the step rating: 1491

Evaluation prompt for step rating:

# {agent1_name} and {agent2_name} are having a
conversation.
{complete_intro}

# The existing conversation is as follows:
{dialog}

# Analyze and generate the following content in
order:
**Requirements for step1 and step2**
Analysis Requirements: Reiterate agent’s social goals.
And then please provide a comprehensive analysis
about the extent to which the agent has managed
to achieve these goals. Provide a comprehensive
account of the logic or thought process that led
you to your conclusion. Further, provide an integer
score ranging from 0 and 10. 0 represents minimal
goals achievement, 10 represents complete goal
achievement, and a higher score indicates that the
agent is making progress towards their social goals.
**step1**: Analysis and evaluate {agent1_name}’s
goal score.
**step2**: Analysis and evaluate {agent2_name}’s
goal score.

**Requirements for step3 and step4**
Analysis Requirements: Based on the given agent’s
evaluation goal score, predict the agent’s goal score
after continuing the dialogue for several more turns.
Provide the reasoning, logic, and evidence for your
prediction, and analyze potential conflicts between
both parties. The prediction must not disregard the
scores from Step 1 and Step 2 evaluations, as these
scores represent a continuation of the previous results.
The predicted score must also remain an integer
between 0 and 10.
**step3**: Analysis and predict {agent1_name}’s
future goal score.
**step4**: Analysis and predict {agent2_name}’s
future goal score.

**Requirements for step5**
**step5**:
Analyze the diversity of the existing conversation
content. If any of the following conditions are met,
assign a score of 0:
1.The **last few rounds of the conversation**
are **no longer closely related to the goal** or
**discussing the same topic will not further improve
the goal score.**
2.A **repetitive topic** that does not contribute to
goal advancement has been discussed by both parties
for **more than 4 turns**.
3.The two parties have already **said their goodbyes
(e.g., xxx soon)** or expressed **mutual gratitude
for more than two turns**.
If none of these conditions are met, assign a score of 1.

1492

20



Please only generate a JSON string including the
steps analysis (string) and the score (int). Your action
should follow the given format:
{{‘step1’: {{‘analysis’: ‘’, ‘score’: ‘’}}, ‘step2’:
{{‘analysis’: ‘’, ‘score’: ‘’}}, ‘step3’: {{‘analysis’: ‘’,
‘score’: ‘’}}, ‘step4’: {{‘analysis’: ‘’, ‘score’: ‘’}},
‘step5’: {{‘analysis’: ‘’, ‘score’: ‘’}}}}

1493

Due to the vast combination space of the two1494

Goals and three strategies, it is difficult to con-1495

duct a comprehensive threshold search experiment.1496

Therefore, we heuristically design a strategy thresh-1497

old function based on the experimental results of1498

GPT-4 on SOTOPIA and SOTOPIA-hard. Since1499

the step rating is an intermediate stage of an unfin-1500

ished action sequence, a low goalc does not nec-1501

essarily indicate a low final GOAL score. Even if1502

the expert without the injected strategy exhibits the1503

prolonged deadlock issue, we do not overlook the1504

possibility of a superior strategy suddenly emerg-1505

ing from creativity. Therefore, the goalp serves as1506

an interaction expectation, and its value should re-1507

flect the final GOAL score, while the goalc reflects1508

the present level of the interaction strategy. The1509

following is the strategy threshold function:1510


goalc ≤ 7.5 ∧ goalp < 8.5, NSI
goalc ≤ 7.5 ∧ goalp ≥ 8.5

∨ 7.5 < goalc < 8.5 ∧ goalp < 8.5,
SSI

other goal scores. NSC

(3)1511

where NSC, SSI and NSI are abbreviations for Na-1512

tive Strategy Clone, Simple Strategy Injection and1513

Negotiation Strategy Injection, respectively.1514

For challenging tasks that require the injection of1515

a negotiation strategy, goalc is derived from GPT-1516

4’s average performance on SOTOPIA-hard (to1517

encourage more use of the negotiation strategy, the1518

threshold is increased to 7.5), and goalp is raised to1519

8.5 to accommodate tasks where the current discus-1520

sion is insufficient but there is a high probability of1521

successfully completing the task in the future. If1522

the expected score exceeds 8.5, only simple strat-1523

egy guidance is needed. Additionally, if the current1524

score is high but the future score range does not1525

improve, we also recommend using simple guid-1526

ance. For such tasks, we set the interval to (7.5,1527

8.5) to encourage occasional use of the simple strat-1528

egy. For other cases, simply follow Native Strategy1529

Clone.1530

The filtering threshold directly uses the current1531

Goal at the end of dialogue generation to decide1532

whether to regenerate. In the process of generating1533

a set of dialogues, if the negotiation strategy is1534

Agent model
SOTOPIA SOTOPIA-hard

GOAL Overall GOAL Overall

Qwen2.5-72B 8.62 4.03 7.02 3.55

DSI (Mistral-7B) 8.73 4.11 7.28 3.65
DSI (Llama3-8B) 8.63 4.04 7.34 3.64
DSI (Qwen2.5-7B) 8.91 4.18 7.86 3.97

Table 9: The performance of DSI social agents is com-
pared with that of the expert agent in the self-play set-
ting. The bold indicates performance surpassing that of
the expert.

enabled, a lower filtering threshold is required. The 1535

following is the filtering threshold function: 1536
The dialogue needs to be regenerated:
If task uses negotiation strategy injection: goalc < 8.0,

Else: goalc < 8.5.

(4) 1537

In SOTOPIA-Ω, we allow up to three genera- 1538

tion attempts. If all four attempts fail to reach 1539

the threshold, we add the set with the highest 1540

performance to the final training corpus. We 1541

use Qwen2.5-72B-Instruct as expert agent, the 1542

max_tokens is 8192, temperature is 1.0 and 1543

top_p is 0.95. 1544

C.3 Variant Experiments Details 1545

In this section, we introduce the implementation 1546

details of the variant experiments: 1547

• Raw: The strategy threshold fails, and the 1548

filtering threshold follows the goalc < 8.5 1549

branch in Equation 4. 1550

• NSI: At turn#6 of the dialogue, the strategy 1551

threshold is ignored, and negotiation strategy 1552

injection is applied directly, while the filtering 1553

threshold follows goalc < 8.0. 1554

• NSI mix Raw: Compare the final average goal 1555

scores of all tasks in the Raw and NSI gen- 1556

erated corpora, retaining the dialogues with 1557

higher scores. 1558

• h-NSI: It is an abbreviation for half- 1559

Negotiation Strategy Injection, where one 1560

party adopts NSI and the other adopts Raw 1561

in social tasks. NSI starts from turn#6. Dif- 1562

ferent tasks are randomly assigned the injec- 1563

tion order of NSI and Raw, with the random 1564

seed set to 0. In this case, the strategy thresh- 1565

old fails, and the filtering threshold follows 1566

goalc < 8.0. 1567
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SOTOPIA GPT3.5 as Reference Model
Agent Model BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

GPT-4 9.28 1.94 3.73 -0.14 -0.07 0.81 7.62 3.31
GPT-3.5 9.15 1.23 3.40 -0.08 -0.08 0.46 6.45 2.93

Mistral-7b 7.77 0.56 2.99 -0.22 -0.15 0.28 5.07 2.33
BC+SR 9.32 2.08 4.43 0.00 -0.07 0.71 7.62 3.44

DSI 9.41 2.40 5.08 -0.05 -0.04 0.84 8.07 3.67

Table 10: Full results of all seven evaluation dimensions in Sec §7 experiment.

SOTOPIA-hard GPT3.5 as Reference Model
Agent Model BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

GPT-4 9.26 0.95 3.13 -0.04 -0.08 0.40 5.92 2.79
GPT-3.5 9.20 0.19 2.86 -0.01 -0.25 -0.32 4.39 2.29

Mistral-7b 7.76 0.16 2.42 -0.09 -0.21 -0.01 3.84 1.98
BC+SR 9.19 0.96 3.59 0.00 -0.21 0.41 5.34 2.76

DSI 9.24 0.97 3.61 0.00 -0.03 0.47 6.31 3.03

Table 11: Full results of all seven evaluation dimensions in Sec §7 experiment.

SOTOPIA Self-play
Agent Model BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

GPT-4 9.65 3.31 4.93 -0.10 -0.06 1.06 8.60 3.91
GPT-3.5 8.81 1.10 2.81 -0.04 -0.11 0.41 6.77 2.82

Mistral-7b 6.31 -0.05 1.09 -0.13 -0.15 0.03 4.27 1.62
BC+SR 9.36 3.19 4.98 -0.09 -0.05 1.01 8.25 3.81

DSI 9.55 3.17 6.07 -0.10 -0.04 1.35 8.73 4.11

Table 12: Full results of all seven evaluation dimensions in Sec §7 experiment.

SOTOPIA-hard Self-play
Agent Model BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

GPT-4 9.60 2.15 4.03 -0.11 -0.05 0.78 6.66 3.29
GPT-3.5 8.67 0.01 1.91 -0.01 -0.34 0.20 5.11 2.22

Mistral-7b 6.41 -0.33 0.82 0.00 -0.46 -0.56 3.41 1.33
BC+SR 9.26 2.66 4.64 0.00 -0.03 1.14 7.07 3.53

DSI 9.45 2.39 5.39 -0.03 0.00 1.10 7.28 3.65

Table 13: Full results of all seven evaluation dimensions in Sec §7 experiment.

SOTOPIA GPT3.5 as Reference Model
Strategy BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

Raw 9.33 2.07 4.60 -0.06 -0.03 0.68 7.98 3.51
NSI 9.32 2.39 5.00 -0.06 -0.03 0.80 7.98 3.63
Raw mix NSI 9.32 2.28 4.84 -0.04 -0.04 0.83 8.04 3.60

h-NSI 9.32 2.32 4.94 -0.06 -0.03 0.80 8.01 3.61
NSI + h-NSI 7.15 0.31 2.68 -0.12 -0.11 0.07 5.14 2.16
h-NSI + NSI 7.15 0.25 2.55 -0.14 -0.13 0.19 5.31 2.17
NSI com h-NSI 9.36 2.17 4.72 -0.06 -0.05 0.78 8.00 3.56

Table 14: Full results of all seven evaluation dimensions in Sec §9.1 experiment.

D Detail Results 1568

D.1 DSI Social Agent vs Expert Agent 1569

We utilize the data-generating expert agent 1570

Qwen2.5-72B-Instruction to perform inference 1571
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SOTOPIA-hard GPT3.5 as Reference Model
Strategy BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

Raw 9.13 0.70 3.16 0.00 0.00 0.46 6.01 2.78
NSI 9.29 1.47 3.73 -0.03 0.00 0.39 5.96 2.97
Raw mix NSI 9.24 1.01 4.19 0.00 -0.03 0.39 6.11 2.99

h-NSI 9.23 1.26 3.39 0.00 0.00 0.43 5.94 2.89
NSI + h-NSI 7.29 -0.10 2.11 -0.03 -0.29 -0.40 3.54 1.73
h-NSI + NSI 6.76 -0.69 1.26 0.00 -0.27 -0.34 3.36 1.44
NSI com h-NSI 9.04 0.53 3.13 0.00 -0.01 0.37 5.54 2.66

Table 15: Full results of all seven evaluation dimensions in Sec §9.1 experiment.

SOTOPIA Self-play
Strategy BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

Raw 9.52 3.07 4.82 -0.05 -0.04 1.03 8.27 3.80
NSI 9.13 2.90 5.80 -0.06 -0.03 1.06 7.74 3.79
Raw mix NSI 9.44 3.20 6.10 -0.06 -0.05 1.23 8.21 4.01

h-NSI 9.46 3.13 5.41 -0.06 -0.06 1.01 8.46 3.91
NSI + h-NSI 6.19 -0.12 1.32 -0.09 -0.16 0.06 4.08 1.61
h-NSI + NSI 6.20 0.00 1.11 -0.15 -0.15 0.09 4.20 1.62
NSI com h-NSI 9.52 3.25 5.61 -0.07 -0.04 1.02 8.53 3.97

Table 16: Full results of all seven evaluation dimensions in Sec §9.1 experiment.

SOTOPIA-hard Self-play
Strategy BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

Raw 9.34 1.87 3.85 0.00 0.00 0.56 6.19 3.12
NSI 9.34 2.54 5.59 -0.03 -0.01 0.90 7.24 3.65
Raw mix NSI 9.43 2.52 5.18 -0.06 -0.01 1.03 7.26 3.62

h-NSI 9.43 2.24 5.27 0.00 0.00 0.69 6.89 3.50
NSI + h-NSI 6.41 -0.50 0.99 -0.04 -0.48 -0.29 3.31 1.35
h-NSI + NSI 6.13 -0.43 0.82 0.00 -0.39 -0.18 3.76 1.39
NSI com h-NSI 9.30 2.14 4.41 0.00 0.00 0.66 6.95 3.35

Table 17: Full results of all seven evaluation dimensions in Sec §9.1 experiment.

SOTOPIA Self-play
Agent Model BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

Llama3-8B 9.25 2.33 5.69 -0.10 -0.09 1.00 8.12 3.74
DSI 9.55 3.34 5.78 -0.08 -0.05 1.11 8.63 4.04

Qwen2.5-7B 9.46 3.03 5.31 -0.06 -0.07 1.18 8.45 3.90
DSI 9.61 3.51 6.03 -0.08 -0.06 1.33 8.91 4.18

Qwen2.5-1.5B 8.26 1.04 4.16 -0.18 -0.08 0.54 6.14 2.84
DSI 9.46 3.61 6.03 -0.08 -0.04 1.38 8.59 4.14

Qwen2.5-0.5B 3.25 -0.47 0.10 -0.08 -0.12 -0.39 1.10 0.48
DSI 9.01 3.19 5.75 -0.03 -0.03 1.10 7.46 3.78

Table 18: Full results of all seven evaluation dimensions in Sec §7 and Sec §9.3 experiment.

on SOTOPIA’s 450 tasks, demonstrating its per-1572

formance upper limit through self-play. As shown1573

in Table 9, the social agents trained via DSI outper-1574

form the expert agent that serves as their teacher.1575

This indicates that strategy injection not only en-1576

ables the expert to surpass its own capability limits1577

during data construction but also allows the social1578

agents trained on the generated corpus to exceed1579

the expert’s performance. 1580

D.2 Full Results 1581

Table 10,11,12,13,14,15,16,17,18,19 presents the 1582

results across all dimensions of SOTOPIA. Ta- 1583

ble 20 reports the subclass results of MMLU. 1584

23



SOTOPIA-hard Self-play
Agent Model BEL↑ REL↑ KNO↑ SEC↑ SOC↑ FIN↑ GOAL↑ Overall↑

Llama3-8B 9.10 0.99 4.37 -0.01 -0.14 0.69 6.44 3.06
DSI 9.39 2.60 5.42 -0.06 -0.04 0.81 7.34 3.64

Qwen2.5-7B 9.38 1.83 4.19 0.00 -0.12 0.75 6.52 3.22
DSI 9.57 3.15 5.80 0.00 0.00 1.43 7.86 3.97

Qwen2.5-1.5B 8.04 0.31 3.01 -0.04 -0.09 0.17 4.46 2.27
DSI 9.44 2.95 5.51 -0.03 -0.01 1.53 7.44 3.83

Qwen2.5-0.5B 3.52 -0.49 0.21 0.00 -0.16 -0.70 1.51 0.56
DSI 8.97 2.79 5.43 0.00 -0.04 1.41 6.62 3.60

Table 19: Full results of all seven evaluation dimensions in Sec §7 and Sec §9.3 experiment.

Agent model MMLU-humanities MMLU-stem MMLU-social-science MMLU-other MMLU

Mistral-7B 58.48 44.13 62.55 56.64 54.13
DSI 58.40 44.29 62.34 57.14 54.24

Llama3-8B 48.10 33.10 35.14 34.05 37.17
DSI 47.81 34.63 35.83 35.63 38.12

Qwen2.5-7B 76.60 67.58 81.53 74.52 74.16
DSI 76.05 67.82 81.25 74.24 73.99

Table 20: Full results of MMLU evaluation.

Scenario: Two friends participating in a charity event for children in Syria.
Participants: Hendrick Heinz and Ethan Smith

Hendrick Heinz’s background: Hendrick Heinz is a 54-year-old male chef. He/him pronouns. Hendrick Heinz hosts monthly
wine tasting nights with his peers.
Personality and values description: Hendrick Heinz, though somewhat impulsive, values hedonism and conformity. He
combines practicality with decisiveness in decision-making.
Hendrick’s secrets: Faked his culinary credentials to secure prestigious employment.
Hendrick Heinz’s goal: Convince your friend to donate more funds to the cause (Extra information: Your friend initially
planned to donate $200, but you believe they could afford to donate $500)

Ethan Smith’s background: Ethan Smith is a 29-year-old male software developer. He/him pronouns. Ethan enjoys reading
about new technological advancements and watching documentaries.
Personality and values description: Ethan Smith is a reserved, independent thinker. Holding universalism and fairness near, he
ponders deeply before making decisions.
Ethan’s secrets: Secretly donates to charities for underprivileged children.
Ethan Smith’s goal: Maintain financial stability while supporting the cause (Extra information: You only have $300 set aside
for donations and other expenses, and you are not comfortable about exceeding this budget.)

Turn #0 � native generate
Hendrick Heinz said: “Ethan, it’s really great to see you here today. I know $200 is a generous donation, but given the impact
we can make, especially with the critical needs of children in Syria, wouldnt́ you consider stretching it to $500? It would mean
the world to these kids and their families.”

Turn #1 � native generate
Ethan Smith said: “Hendrick, it’s always great to see you. I agree that the cause is incredibly important, and I’m glad to
contribute. However, I have a budget I need to stick to, and $300 is my limit for today. I hope you understand.”

Table 21: SOTOPIA-Ω dialogue corpus construction case.

E Case study1585

In this section, we present a real case (Table 21)1586

within the SOTOPIA-Ω framework, generated by1587

the expert agent Qwen2.5-72B. It follows the nego-1588

tiation strategy injection branch, which increases1589

the step score goalc from 7.0 to 8.3. Specifically,1590

the core conflict lies in the fixed donation amount,1591

making further win-win outcomes difficult without 1592

complementary interests. Our negotiation strategy 1593

injection guided the agent to propose added value, 1594

such as a co-chair role and leveraging software 1595

skills. This not only enhanced the win-win out- 1596

come but also aligned with social identities. 1597
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Turn #2 � native generate
Hendrick Heinz said: “Ethan, I totally respect your budget, and I appreciate your willingness to donate. However, consider the
long-term impact of a little extra. Every bit helps, and $500 would not only support the immediate needs but also contribute to
the future of these children. It’s a worthwhile investment, wouldn’t you agree?”

Turn #3 � native generate
Ethan Smith said: “I understand the importance of the cause, Hendrick, and I truly wish I could do more. However, I have to
balance my support with my financial stability. I believe that even $300 can make a significant difference, and I plan to continue
supporting such causes in the future as I can. Thanks for understanding.”

Turn #4 � native generate
Hendrick Heinz said: “I completely understand your position, Ethan, and I respect your decision. It’s important to balance our
support with personal financial responsibility. I’m glad you’re still contributing $300, and I hope to see you at more events like
this in the future. Every bit counts, and together we can make a real difference.”

Turn #5 � native generate
Ethan Smith said: “Thanks, Hendrick. I appreciate your understanding. I’ll definitely be looking forward to future events and
finding more ways to contribute within my means. Let’s keep making a positive impact together.”
◦ goalc = 7.0, goalp = 7.17, negotiation strategy injection workflow will be enabled in the next turn.

Turn #6 � Hendrick’s utility function generate → resource assessment draft → style transfer
Hendrick Heinz said: “Ethan, I get where you’re coming from about balancing support and your finances. What I really
care about here is boosting the donation to $500. It’s a key part of making a real difference. Your involvement in future
events is super important too, because we need consistent support to keep the momentum going. The impact of what we’re
doing isn’t just about meeting immediate needs; it’s about building a better future for these kids. And, of course, I value our
friendship and the work we do together. It means a lot to me that we can keep collaborating on such important causes.”
◦ The yellow-highlighted parts represent utility terms embedded within the actions, expressed smoothly
and naturally.

Turn #7 � Ethan’s utility function generate → resource assessment draft → style transfer
Ethan Smith said: “Hendrick, I really do appreciate your passion and dedication to this cause. I want to share what’s important
to me here. My top priority is keeping my finances stable, and for me, that means sticking to my budget of $300. It’s crucial for
me to manage my money this way. I also want to make sure that my contribution feels meaningful and impactful. Supporting
future events and causes is important too, as it helps me stay involved and make a difference over time. Lastly, I value our
friendship and the work we do together, and maintaining a good relationship with you is really important to me.”
◦ Ethan Smith also responds naturally, providing his own utility.

Turn #8 � analyze the Ethan’s utility → assessment difference draft → style transfer
Hendrick Heinz said: “Alright, based on what you said, I see we have a bit of a difference when it comes to the donation
amount. I think $500 would make a bigger impact, but I totally get that sticking to your budget of $300 is important for
your financial stability. However, there are other aspects we can focus on that align with both our values. Your commitment to
participating in future events is huge, and I really appreciate your ongoing support for the cause. Maintaining a positive
relationship with you is also super important to me, as it helps us work together and support each other. Even at $300, our
contribution is still significant and meaningful. I understand that respecting your financial stability is key, and it ensures you
can keep supporting the cause over time. Highlighting the real impact of your $300 donation can make it feel even more
fulfilling. Encouraging your future involvement will also help us keep up the momentum for helping the children in Syria.”
◦ Hendrick finds the conflict in the donation amount and the common interest in their relationship.
He sees ensuring donation impact as added value for the opponent and future donations as value for
himself.

Turn #9 � analyze the Hendrick’s utility → assessment difference draft → style transfer
Ethan Smith said: “Alright, based on what you said, I think there’s a bit of a mismatch between us when it comes to the
donation amount. You see the value in a larger donation of $500, but I really need to stay within my $300 budget to keep
things stable financially. But hey, there are other aspects we can focus on that matter a lot to me and won’t cause any issues.
Continuing to support future events and causes means I can keep making a difference over time, which is important.
Maintaining a good relationship with you is also key; it helps us work together smoothly and support each other. Feeling good
about my $300 donation ensures that I can keep supporting the cause meaningfully while staying financially secure. I get that
encouraging my future involvement will help ensure consistent support over time, which is a win for both of us. Highlighting the
real impact of my $300 donation can make me feel more fulfilled and committed, which aligns with your goal of meaningful
contributions. Keeping a positive relationship with you will help us collaborate effectively and enhance the overall impact of
our efforts.”
◦ Ethan also acknowledges the financial conflict and highlights that a long-term cause can strengthen
their relationship while achieving the opponent’s core donation goal—not just money, but lasting and
meaningful impact.

Table 22: SOTOPIA-Ω dialogue corpus construction case (continued).
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Turn #10 � [present_proposal] initial proposal draft → style transfer
Hendrick Heinz said: “I get that we’re on different pages when it comes to the donation amount. I see the value in a bigger
contribution of $500, but I totally understand you have to stay within your $300 budget to keep things stable. What if we look at
it from another angle? To really align our goals and make the most impact, I’m willing to publicly acknowledge your $300
donation at future events and on social media. I’ll also keep you in the loop on how your donation is making a difference, so
you feel fulfilled and motivated. Plus, I can involve you in the planning and decision-making for future events, so you feel
more connected to the cause. This way, we get some extra perks that might make up for the smaller donation, and we both
come out ahead.”
◦ Hendrick’s initial proposal identifies donation impact as Ethan’s potential interest, with public
media promotion as the specific approach. Encouraging continued participation in the donation cause
compensates for the lower donation amount he expected.

Turn #11 � [present_proposal] initial proposal draft → style transfer
Ethan Smith said: “I get that we’ve got a bit of a difference in how much we want to donate. Your suggestion is a bit tough for
me to go with since it pushes me over my budget, and staying within that $300 is really important for keeping my finances in
check. But I’m all for finding a way to make this work. I’m happy to have my donation of $300 recognized at events and
online, get involved in the planning for future events, and get updates on the impact it’s making. This way, we get some
extra perks that can make up for the lower amount, and we both end up feeling good about our contributions.”
◦ Ethan’s initial proposal aligns with Hendrick’s, accepting social recognition of his donation to
compensate for the lower amount and committing to continued participation in the cause.

Turn #12 � [revise_proposal] update both utilities → style transfer
Hendrick Heinz said: “Hey Ethan, I get where you’re coming from, and I definitely don’t want to throw off your financial
stability. I agree that staying within that $300 budget is really important for you. At the same time, I think we can enhance the
value of your donation in a way that makes it feel more meaningful. I can publicly acknowledge your $300 donation at future
events and on social media, and I’d love to have you more involved in the planning and decision-making for upcoming events.
How about taking on a co-chair role for a specific event or joining a planning committee? I can also provide you with
detailed and frequent updates on the impact of your donation, sharing personal stories and photos of the children who
are benefiting. Plus, your software skills could really help us create a more engaging online presence, which would attract
more donors and supporters. I hope this revised approach works for both of us.”
◦ Hendrick further refines his proposal, offering the opponent an honorary co-chair or planning committee
role along with donation impact tracking to maximize their contribution’s value. In return, he hopes
the opponent will contribute software skills to expand the donation campaign’s reach.

Turn #13 � [confirm_proposal] update both utilities → style transfer
Ethan Smith said: “Hey Hendrick, I really appreciate the extra effort you put into this. Your approach not only aligns with
my goal of staying within my budget but also offers a lot more in terms of impact. The public acknowledgment of my $300
donation at future events and on social media, getting involved in the planning and decision-making for upcoming events, and
getting detailed updates on how my donation is making a difference by sharing personal stories and photos of the children who
are benefiting, all of these things really matter to me. I’m excited about the idea of taking on a co-chair role or joining a planning
committee, and I think using my software skills to help create a more engaging online presence can really attract more supporters.
This way, I feel like I’m making a bigger impact without straining my finances. Thanks for making this work for both of us.”
◦ Ethan believes the current proposal achieves a deeper win-win outcome beyond the donation amount
itself.

Turn #14 � [confirm_proposal]
Hendrick Heinzz said: “Thank you for agreeing to my proposal, Ethan. Because you agreed to public acknowledgment of your
$300 donation at future events and on social media, getting involved in the planning and decision-making for upcoming events,
and receiving detailed updates on the impact of your donation, my overall benefits have surpassed my original goal. Not only
will your $300 make a significant difference, but your active involvement and expertise will also help us attract more supporters
and enhance our efforts. This is a win for both of us and for the children in Syria.”
◦ goalc = 8.33, goalp = 8.83, leave the negotiation strategy injection workflow.

Turn #15 � native generate
Ethan Smith said: “Hendrick, I’m glad we could find a solution that works for both of us. Your proposal not only helps me stay
within my budget but also gives me a sense of deeper involvement and impact. I’m looking forward to contributing in these new
ways and seeing the positive changes we can make together for the children in Syria. Thanks again for understanding and for the
opportunity to be more involved.”
◦ goalc = 8.00, goalp = 8.00, save this dialogue.

Turn #16 � native generate
Hendrick Heinz left the conversation

Turn #17 � native generate
Ethan Smith left the conversation

Table 23: SOTOPIA-Ω dialogue corpus construction case (continued).
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