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Abstract

Attention layers apply a sequence-to-sequence mapping whose parameters depend
on the pairwise interactions of the input elements. However, without any structural
assumptions, memory and compute scale quadratically with the sequence length.
The two main ways to mitigate this are to introduce sparsity by ignoring a sufficient
amount of pairwise interactions or to introduce recurrent dependence along them, as
SSM does. Although both approaches are reasonable, they both have disadvantages.
We propose a novel algorithm that combines the advantages of both concepts. Our
idea is based on the efficient inversion of tree-structured matrices.

1 Introduction

Modeling interactions in high-dimensional objects efficiently has been a long-standing challenge
in machine learning, particularly when short-range dependencies are insufficient and long-range
interactions must be captured. The Transformer architecture [1] was a breakthrough in addressing
long-range dependencies, but it suffers from quadratic computational complexity with respect to input
length. To mitigate this, numerous efficient Transformer variants have been proposed, exploiting
sparsity or hierarchical structure. Examples include BigBird [2], Longformer [3], Performer [4], and
Swin Transformer [5], each designed to handle longer sequences or high-dimensional inputs.

An alternative approach is offered by State-Space Models (SSMs), which recast sequence model-
ing as linear dynamical systems, allowing exact or approximate recurrent computation over long
sequences [6, 7, 8, 9]. SSMs have been extended to multidimensional signals, audio and video tasks,
demonstrating strong performance while maintaining linear complexity [10, 11]. Variants like S4
[12] and S5[13] further improve parameterization and initialization, leading to robust training and
effective long-range dependency modeling.

Building on advances in graphical models and deep learning architectures, we introduce a new
structural state-space layer, Myo, illustrated in Fig. 2. Myo retains the linear complexity of existing
SSM layers but explicitly leverages structural assumptions about token interactions, connecting
sparsity patterns with recurrence constraints via matrix inversion. This framework allows SSM layers
to emerge as a special case and enables direct inheritance of initialization schemes from the SSM
literature [14, 9]. The layer is straightforward to implement (see Sec. A) and can incorporate domain
knowledge in the form of graphs.

2 Background

In this section, we review two related sequence-to-sequence layers: the state space model layer (SSM)
and self-attention. As our goal is computational complexity, we focus on the core components of
the layer and ignore mapping from input sequence to the parameters of the layer. We identify a gap
between two approaches that motivates our solution.
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†Qualcomm AI Research is an initiative of Qualcomm Technologies, Inc.
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We denote tuples of length L by s1:L or s, when the length is clear. If all elements of the sequence
belong to the same space V , then we write s ∈ V L, otherwise specify per element sk ∈ Vk. The
first index of sequence is 1. We denote the input sequence of the layer as a tuple u ∈ RL×M and the
output sequence as a tuple x ∈ RL×N . We index elements of a tuple with lower index, for example,
ut ∈ RM , xk ∈ RN are the t-th and the k-th elements of the sequences x and u. Both self-attention
and state space layers are parametrized of the sequence-to-sequence mapping K : RL×M → RL×N ,
which itself can be input dependent. We refer to its matrix as the kernel matrix.

2.1 State Space Model (SSM) Layer

Given an input sequence u1:L and parameter sequences A1:L and B1:L, with Ak ∈ RN×N , Bk ∈
RN×M . A state space layer maps an input sequence to the output x1:L by the following recurrence:

x1 = B1u1, xk = Ak−1xk−1 +Bkuk for k ∈ {2, . . . , L}. (1)
As matrix multiplication is an associative operation ((AB)(CD) = ((A(B(C(D)))), the above
recurrence can be computed in parallel by reusing intermediate computations using associative scan
operations. As differentiation is a linear operation, the same is applicable for differentiation through
the associative scan on a backward pass. The time complexity on T processors is O((L/T + log2 T )
and the space complexity is linear over the sequence length L.

2.2 Attention Layer

We are given the input sequence u1:L and parameter sequences q1:L, k1:L, qk ∈ RN , kk ∈ RN

and a nonlinearity σ. We call the composition of the non-linearity and inner product the kernel
k(x, y) = σ(⟨x, y⟩) of the attention. The attention layer maps the input sequence u1:L to the output
sequence x1:L as follows:

k ∈ {1, . . . , L}, xk =

L∑
n=1

un ·
σ(⟨qk, kn⟩)∑

n′∈{1,...,L} σ(⟨qk, kn′⟩)
. (2)

Hence, the complexity over both time and space of the self-attention layer is quadratic with respect to
the length of the sequence L. To reduce it, additional assumptions about a function k(x, y) should be
made. Two common approaches are the separability and sparsity assumptions.

Separability assumption We consider the following parameterization of a fixed or learnable
dictionary of functions {ϕp}Pp=1, ϕp : RN → RNp . Using it, we define a separable kernel:

k(x, y) =

P∑
p=1

⟨ϕp(x), ϕp(y)⟩, x, y ∈ RN . (3)

As
∑P

p=1⟨ϕp(x), ϕp(y)⟩ = ⟨(ϕ1(x), . . . , ϕP (x)), (ϕ1(y), . . . , ϕP (y))⟩, we consider the feature

stacking map ψ : RN → R
∑P

n=1 Np , ψ(x) = (ϕ1(x), . . . , ϕP (x))) and hence the "linear" self-
attention map:

Qk = ψ(qk) ∈ RD, Kk = ψ(kk) ∈ RD, D =
∑

n∈{1,...,P}

Np for k ∈ {1, . . . , L} (4)

xk =

L∑
n=1

un ·
⟨Qk,Kn⟩∑L

n′=1⟨Qk,Kn′⟩
= (⟨Qk,

∑
n′∈{1,...,L}

Kn′⟩)−1
D∑

p=1

(
L∑

n=1

un · (Kn)p

)
(Qk)p. (5)

As a result, for fixed P ≪ L, we obtain a desirable linear complexity solution over the length of the
sequence. If we keep only the lower triangular part (n ≤ k), the relation to the state-space model can
be made more explicit. Consider xk before scaling and summating over p and denote it by xpk:

xpk = qpk

∑
n≤k

un · kpn =
qPk
qpk−1

xpk−1 + (kpkq
p
k)uk, (6)

which reassembles the recurrence.

Note that the separability assumption on the kernel reduces the number of free parameters of the
kernel matrix K from L2 to L×D. Although the kernel matrix K is generally dense, this reduces
computational costs from quadratic to linear over the sequence length.
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Sparsity assumptions Another way to reduce complexity is to introduce a structural sparsity
pattern in the attention kernel computation. It is convenient to represent a sparsity assumption by
a graph. Consider a directed graph G(V,E), where V = {1, . . . , L} is a set of vertices, and E is a
set of directed edges over V . Vertexes of the graph correspond to the sequence elements, and the
directed edges are present if we assume a nonzero attention value for a general input. For each pair
(n,m) ∈ V × V , we have the following matrix element:

knm = σ(qn, km), if (n,m) ∈ E, otherwise 0. (7)

If the graph has structured sparsity, it can be used to reduce the computation cost. A simple example
is a pattern of edges present in sliding windows E = {(n,m) : |n−m| ≤ T}, for some constant
T . The kernel matrix K will be a band matrix, with block size T and therefore the computational
and memory complexity will be O(TL). We illustrate some sparsity patterns and the corresponding
attention matrices in Figure 1.
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(b) Sliding + global
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Figure 1: Graphs of sparsity patterns (without self-loop edges) and corresponding attention matrices.
Labels of nodes correspond to the usual enumeration: the top row is 1 and the last is 7.

3 The Myosotis (Myo) Layer

1 2 3 4

[1; 2] [3; 4]

[1; 4]

1 2 3 4 [1; 2] [3; 4] [1; 4]

Level 1,
l1 = 4

Level 2,
l2 = 2

Level 3,
l3 = 1

A1

A2

A[1;2]B1

C1

B2

C2

A3

A4

A[3;4]B3

C3

B4

C4

B[1;2]

C[1;2]

B[3;4]

C[3;4] A[1;4]

(a) Rooted tree G and its BFS flattening (b) Corresponding block TG matrix

Figure 2: Correspondence between layer representation as a tree structure and block matrix represen-
tation. For element 4 red arrows highlight a tuple (A4, C4, B4) in a graph node and its places in a
matrix.

3.1 Identifying a gap

As we can see in Figure 1, there is a wide variety of sparsity patterns, possibly reflecting domain
knowledge. Although this is an efficient way to reduce computational cost, hard-zeroing out elements
is a restrictive choice. In contrast, SSM-like layers invoke separability, which keeps the attention
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matrix dense, yet has an efficient way of computation via recurrence. Intuitively, it is clear that the
recurrence in 1 corresponds to the chain graph. Motivated by this, we make the connection precise
and propose a Myosotis3 layer.

The sketch of the approach is the following. We construct a tree graph G from a sequence and
consider the corresponding block tree matrix TG. The output of the proposed layer is the application
of T−1G to the input u. As the matrix is tree-structured (block), therefore solving TGx = u is an
efficient recurrence-like computation. Hence, we fuse both ideas discussed above: we use the sparse
TG, but apply the dense T−1G . Next, we discuss the algorithm in detail.

3.2 Myo Layer: Structure

For explanation purposes in this section, we will construct the matrix associated with the layer
explicitly; however, as we discuss further application of the layer, it is matrix-free. We parameterize
the layer with a rooted tree graph G(V,E). We consider a (reversed) breadth-first search traverse
(BFS) of the graph G, with D levels, where the bottom (leaf) level is the first level and the root node
is the last. The number of nodes at each level is denoted by lk, k ∈ {1, . . . , D}, with L =

∑D
k=1 lk.

We label the leaf vertices from 1 to l1 according to the BFS order. The non-leaf node is labeled by its
subtree with segment [n,m] of the most left leaf n and the most right leaf m. For example, the root
label is labeled [1; l1] as it covers all leaves.
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Figure 3: Constructing a tree graph
for image and text inputs.

Layer input and output We consider a BFS-traverse ordered
sequence u1:L as input and x1:L as output, with k-th element
xk, uk ∈ Rdk . Hence, the first 1 to l1 elements constitute the
first level of the tree, the next l1 + 1 to l1 + l2 + 1 the second
level of the tree, and the last element with index L is the root.
We denote by π a permutation mapping a BFS index to the
post-order depth-first search (DFS) traverse.

In this paper, we focus on text and image domains; hence we
need to introduce a graph structure on top. A natural choice is
a hierarchical structure. For the image domain, we consider a
quad tree structure, where the first l1 elements of the sequence
correspond to the flattering of the z order (morton) of the image,
and all the next levels are virtual nodes which cover sequentially
larger segments of the image. For the text domain, n-nary tree-
cover chunks of tokens. In Figure 3 we provide an illustration.

For classification tasks, there are two common strategies for
information aggregation before MLP classification head. The
first approach is to add a classification token at the end or in
the middle of the sequence. In the Myo layer, the hidden state
of the root node can serve as the state of the classification
token naturally. Alternatively, one can average the hidden
state over tokens. We propose to average the top k layers of
BFS (counting from the root), which interpolate between both
common strategies, where k = 1 corresponds to using only the
hidden state of the root.

Layer parameters With each vertex of the tree v ∈ V , we
associate three matrices (Av, Bv, Cv) as layer parameters. As
the graph is a rooted tree, the association of Bv and Cv with the
vertex v is the same as the association with an edge {v, ∂∗v}.
The matrices Bv, Cv are responsible for the interaction between the vertex v with its parent ∂∗v,
and the matrix Av defines a self-interaction block. Using π ordering of labels, we construct a block
matrix TG, where Av is a diagonal block at the index (π(v), π(v)) and off-diagonal blocks Bv and
Cv are in the positions (π(v), π(∂∗v)) and (π(∂∗v), π(v)). In Figure 2, we provide an illustration
of this process. The output of the Myo layer is the solution to the linear equation (with depth first

3The forget-me-not flower’s scientific name: Myosotis
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post-order traverse ordering π of matrix rows):

TG({Av, Bv, Cv}Lv=1) xπ︸︷︷︸
Output of the layer

= uπ︸︷︷︸
Input to the layer

.
(8)

For the general left part TG a direct solver has complexity O(L3), while an iterative solver will
require several iterations with complexity O(L2) per iteration. We will take advantage of the tree
structure and provide linear (in a single processor) and parallelized solutions.

3.3 Myo: Efficient Computation

Now we introduce an algorithm for solving Equation 8 in O(L) memory and O(logk L) time
complexity, when G is k-nary perfect tree. To build up the approach, we start with a 1-level rooted
tree. We label leafs with c ∈ {1, . . . , k} and the root [1; k]. We traverse from leaf to root (upward
iteration) and backward (downward iteration), resembling Gaussian eliminations and substitutions
steps. The upward iteration in block-matrix notation is the following:


A1 O O B1 u1
...

. . .
...

...
...

O O Ak Bk uk
C1 . . . Ck A[1;k] u[1;k]

 ⇒


I . . . O A−11 B1 A−11 u1
...

. . .
...

...
...

O . . . I A−1k Bk A−1k uk
O . . . O A[1;k] −

∑k
c=1 CcA

−1
c Bc u[1;k] −

∑k
c=1 CcA

−1
c uc

 (9)

We denote results in an upward iteration by putting a hat on a symbol: B̂v = A−1v Bv, ûv =

A−1v uv, Âv = Av −
∑

c∈∂v CcB̂c. We get the solution x by the substitution from root to each leaf
c ∈ {1, . . . , k} (backward iteration):

Â[1;k] = A[1;k] −
k∑

c=1

CcA
−1
c Bc, x[1;k] = Â−1[1;k]

(
u[1;k] −

k∑
c=1

CcA
−1
c uc

)
,xc = A−1c uc − (A−1c Bc)x[1;k].

(10)
From this example, we can see a general recursive algorithm. As in a rooted
tree the path between any node and the root is unique, the recursion is well de-
fined. Hence, we have an upward and backward traverse, illustrated in Figure 4.
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c

∂∗p
(C

c
û c
, C

c
B̂
c
)

∂p

(a)

p

c

x p

∂p

(b)

Figure 4: Message passing be-
tween parent and children nodes.
A node p (a) receives messages
from and (b) sends a message to
children nodes ∂p.

Upward traverse In upward traverse, each vertex v modifies its
coefficients Av, Bv → Âv, B̂v, its right-part uv → ûv and sends
messages to its parent. Messages are aggregated across sibling nodes
and update information in parent node: the on-diagonal block of
coefficients and the right-part. Consider a parent p and its children
c ∈ ∂p, the updates are as follows:

B̂c ← −A−1c Bc, ûc ← A−1c uc,

Âp ← Ap +
∑
c∈∂p

CcB̂c,︸ ︷︷ ︸
Message from child nodes

ûp ← up −
∑
c∈∂p

Ccûc︸ ︷︷ ︸
Message from child nodes

.

(11)
As soon as a parent has received both messages, we consider it as
a child of its own parent ∂∗p, and continue if the root has not been
reached.

Backward traverse By construction, the upward traverse ends at
the root level, with a single root node R and block ÂRxR = ûR. We
obtain the solution xR = Â−1R uR as an initial condition and start
recurrence from root to leaf over the unique path. Given a parent
p and its child nodes c ∈ ∂∗p, the solution in a child node is as
follows:

xc ← ûc + B̂cx∂c︸ ︷︷ ︸
Message from the parent node

.
(12)

These computations are independent across equidistant from root children-parent groups. Hence, we
can process them in parallel. To this end, we consider the breadth-first levels of the tree. Initializing
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children and parents as the first and second levels, we scan over tree across pairs of consecutive levels
and apply computations described in upward and backward traverse. We illustrate this in Figure 5
and provide details and pseudocode in Appendix A. This leads to efficient parallel computation in
O(logn L) for a n-nary perfect tree.

1 2 3 4 5 6 7 8

[1; 2] [3; 4]

[1; 4]

[5; 6] [7; 8]

[5; 8]

[1, 8]

C1

f
(

P2
, C1

)
= C2

f
(

P3
, C2

)
= C3

f
(

P4
, C3

)
= C4

Figure 5: Illustration of the upwards traverse over BFS levels of the tree. Levels data is stored in
arrays. The function f takes as input current value of carrying C (children), and current level data as
parent P and output new C ′, which is passed up.

3.4 Myo: SSM layer as particular case

We show that a normal SSM layer is a particular case of the proposed layer, hence Myo is more general.
Given a chain graph of length L, we consider the following system Tc({(I,O,Cv)}Lv=1)x1:L = u1:L:

I O O
C2 I O

O C3 I
. . .

. . . . . . . . . O
O CL I



xπ(1)

...
xπ(L)

 =


uπ(1)

...
uπ(L)

 (13)

Matching the SSM layer As a basis, consider a 3-chain with two edges Gc(V,E) : Vc =
{1, 2, 3}, Ec = {{1, 2}, {2, 3}}. As the matrix is lower triangular, the solution can be obtained by
direct substitution:[

I O O | u1
C2 I O | u2
O C3 I | u3

]
⇒

[
I O O | u1
O I O | u2 − C2u1
O O I | u3 − C3u2 − C3C2u1

]
. (14)

Hence, since any chain graph with length L > 3 is a union of overlapping 3-chains, the solution is
the following recurrence:

x1 = u1, k ∈ {2, . . . , L} : xk = −Ckxk−1 + uk = uk −
∑

1≤k<l

(
k+1∏
n=l

Cn

)
ul.4 (15)

It follows that the inverse of the lower bidiagonal matrix Tc is a dense low-triangular matrix. The
value of (T−1c )ij is the i-th coordinate of the solution Tcx1:L = u1:L with the right part u =
(O, . . . I︸︷︷︸

j-th position

, . . . , O):

(T−1c )ij =

{
O + δijI, if i ≥ j,
−
∏i+1

n=j Cn if i < j.
(16)

To match the SSM layer, we need to also add a projection of the right part, for any left part TG this is
just a lock-diagonal rescaling with Ak. Recalling the definition of the SSM layer:

x1 = S1u1, k ∈ {2, . . . , L} : xk = Ik−1xk−1 + Skuk. (17)

Hence, we have following correspondence:
4∏3

k=1 ak = a1a2a3,
∏1

k=3 ak = a3a2a1
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SSM Myo on the Chain graph
Self-term (named S in SSM, A in Myo) S : Bk S : B−1k

Interaction term (named I in SSM, B,C in Myo) I : Ak I(Bk, Ck) : (O,−B−1k Ak)
Table 1: Parameters correspondence for Myo on Chain graph in order to match given SSM layer.

Bidirectional SSM on a chain graph We note that an SSM layer has a preferable ordering, hence
the i th element of the output sequence is influenced only by its predecessors and the information in
elements after i is ignored. To mitigate this, a common approach is to reverse the input sequence u1:L
and apply the same layer to both u1:L and uL:1, stacking the output as channels. In contrast, Myo uses
two interaction matrices (Cv, Bv) per edge, where Bv corresponds to the interaction of the vertex v
with the parent ∂∗v and Cv vice versa. In this case, the chain graph corresponds to the tri-diagonal
matrix. Any tridiagonal matrix can be represented as the composition of lower bi-diagonal and upper
bi-diagonal matrices. Hence, the application of a Myo layer on a chain graph corresponds to two
consecutive applications of an SSM: first to the input u1:L and second to the reversed result.

Why beyond chains? Although the s chain is a tree, it is a very limited one, as any parent
has exactly one child. As we shall see next, having several children leads to more interesting
aggregation of information between nodes. Also, the tree structure allows us to more naturally map
the neighborhoods, than flattening.

3.5 Myo: Parametrization

Partial Gauge Fixing Consider again a children-parent block:


A1 O O B1

...
. . .

...
...

O O Ak Bk

C1 . . . Ck A[1;k]

. Trans-

formation of the input vector u1:L with a block diagonal matrix Dv has the same effect on the output
of the layer, as changing the layer parameters as follows: Av → D−1v Av, Bv → D−1∂v Bv. We can
partially fix redundancy by fixing all Ai equal to I . Note that it does not imply that diagonal elements
will act trivially, i.e. diagonal blocks of inverted matrix are not identity. In order to show this, consider
diagonal blocks during the upward pass:

for first (leaf) level node c for second level node v for third level node w

Âc = I, Âv = I +
∑

c∈∂∗v CcBc, Âw = I +
∑

v∈∂∗w Cv

(
I +

∑
g∈∂∗v CgBg

)−1
Bv

(18)
For stability of training, we consider the matrix to be diagonally dominant and symmetric C†v = Bv .
We initialize the transition matrix blocks Bi as [13], diagonalizing the HIPPO-N matrix,

4 Experiments

For all experiments, we take the architecture from [13] and only change the SSM block to the Myo.
The architecture consists of linear encoder, stacks of Myo layers with skip connection, and silu
nonlinearity. For fairness of comparison, we did not use any augmentations, following a common
experiment design on Long-Range Arena datasets. For all experiments, the block size was set to 1,
that is, scalar, and the number of heads was selected to match the state dimension of the S4 and S5
models. All experiments were performed in a single NVIDIA V100 GPU accelerator.

Pixel-level 1d image classification We report results on classification tasks, including sequential
CIFAR (3 channels) and sequential MNIST benchmarks. Both datasets flattened in common sequential
versions: sMNIST, sCIFAR with snake order, and in quadtree aligned versions: zMNIST, zCIFAR
wth morton ordering, see Figure 6. In Appendix A.4 we provide a description of the datasets and
flattering procedure. For consistency, we used perfect trees with four children in Myo layers in both
tasks. See Table 2 for results and the full Table 4 in Appendix A.5 (we omit some non-top scores for
space considerations). The results in Table 2 suggest that without tree structure-aware flattering of
an image, Myo performs on par with other architectures. However, if Morton ordering is used, which
is aware of the quad tree structure, the results are slightly better. We were able to run only S5 model
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Table 2: Test accuracy on image classification. We use the table from [13] and add our results.
Model sMNIST sCIFAR zMNIST zCIFAR
(Input length) (784) (1024) (784) (1024)

Transformer [15, 1] 98.9 62.2 - -

CCNN [16] 99.72 93.08 - -
LSTM [17, 18] 98.9 63.01 - -
r-LSTM [15] 98.4 72.2 - -
HiPPO-RNN [6] 98.9 61.1 - -
S4 [19, 12] 99.63 91.80 - -
S4D [19] - 89.92 - -
Liquid-S4 [20] - 92.02 - -
S5 99.65 90.10 99.5 (our run) 89.9 (our run)
Myo (this work) 99.2 92.6 99.7 93.4

Table 3: Test accuracy on selected LRA benchmark tasks. ✗ indicates the model did not exceed
random guessing. We used the table from [13] and add our results.
Model ListOps Pathfinder Path-X
(Input length) (2048) (1024) (16384)

Transformer 36.37 71.40 ✗
Luna-256 37.25 77.72 ✗
H-Trans.-1D 49.53 68.78 ✗
CCNN 43.60 91.51 ✗

Mega (O(L2)) 63.14 96.01 97.98
Mega-chunk (O(L)) 58.76 94.41 93.81

S4D-LegS 60.47 93.06 91.95
S4-LegS 59.60 94.20 96.35
Liquid-S4 62.75 94.80 96.66
S5 62.15 95.33 98.58
Myo (this work) 59.5 86.1 85.7

on Morton flattering, however, we do not expect that other architectures will improve their results
with changing flattering order.

Subset of Long Range Arena benchmark We consider a binary classification task of flattened
images (we keep the snake order, as a benchmark introduced) of PathX dataset and a 10-way
classification task in Listops benchmark. See Appendix A.4 for a detailed description of the tasks.
We consider both tasks as given text sequences and use a binary perfect tree. We present results in
Table 3. Without tree-structured aware flattering, Myo performs comparable, but not better.

5 Conclusion

We present Myosotis, an SSM and attention-like layer based on an efficient recurrent inversion of the
quad-tree-structured matrix. The benchmarks suggest that when the data align with the quad-tree
structure, Myosotis is a superior choice, otherwise performing on par with SSM. We believe that this
opens up new possibilities on a structured layer design.
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A Appendix: Details of forward pass computation

A.1 Myo: Shape Description

In this section, we elaborate on the tensor shapes in the Myo layer. For concreteness, we consider a
basic block: a parent that covers the k child nodes, at some level l (the parent node is at level l + 1)

Al
1 O O Bl

1 | ul1
...

. . .
...

... |
...

O O Al
k Bl

k | ulk
Cl

1 . . . Cl
k Al+1

[1;k] | ul+1
[1;k]

 . (19)

The choice of dimension of diagonal blocks fixes measurements of off-diagonal blocks. Given the
input ul with dimension Dl = r × dl, the size of the block can be equal to (Dl, Dl) or apply a layer
with block size (dl, dl) to r different vectors u. On top of that, the layer can have a head dimension
H , i.e. application of different parameters to the same input. Hence, the parameters of the layerA are
given by a length list d (for each BFS layer), where each element Al has dimensions (H,Ll, dl, dl)
and input U , with each element ul with dimensions (H,Ll, dl, r) (one can add as many leading
dimensions as desired, for example batch). Next we describe the algorithm in pseudo-code both
abstract and python-style.

A.2 Pseudo-code

Here we provide an abstract pseudocode without batch and head dimensions; see the next section
A.3 for elaboration on them. We consider a tree T with L BFS layers, where 1 indicates the
level of the leaf and L the level of the root. Let A1:L,B1:L, C1:L,U1:L be tuples of length L. For
each l in A1:L, shape(Al) is (nl, dl, dl), where nl is the number of nodes at the level l, and dl
is the size of the block. Then shape(Bl) is (nl, dl, dl+1) and shape(Bl) is (nl, dl+1, dl). Finally,
shape(ul) is (nl, dl, r), where r is a number of right parts, that is, we solve T [x11:L, . . . , x

R
1:L] =

[u11:L, . . . , u
R
1:L]. We enumerate dimensions as (1, 2, 3) and refer to them as numbers in pseudo-

code where the function is applicable and as ":", where the function is vectorized. We use split
to denote splitting of the layer l array into chunks, where each chunk corresponds to the parent-
child array at level l + 1. If a tree is complete, then the BFS ordering guarantees that this holds;
otherwise, it is always possible to sort branches not from the first level at most right of the tree.

Algorithm 1 Upward Traverse
1 procedure UPF({Ak, Bk, Ck, uk}k∈{c,p})
2 B̂c ← −Solve:,2,3(Ac, Bc)
3 ûc ← Solve:,2,:(Ac, uc)

4 for each (bc,p, cc,p) in split (B̂c, Cc) do
5 Âp,∂∗c ← Ap,∂∗c + einsum(lik, ljk)(cc,p, bc,p)
6 ûp,∂∗c ← up,∂∗c − einsum(lik, ljk)(cc,p, ûc,p)
7 end for
8 return (Âp, Bp, Cp, ûp), (ûc, B̂c)
9 end procedure

Algorithm 2 Downward Traverse
1 procedure SOLVECHP(Bc, {uk}k∈{c,p})
2 for each (bc,p, up) in split (Bc, up) do
3 bc ← einsum(cik, kj)(bc,p, up)
4 end for
5 uc ← uc + bc
6 return uc

7 end procedure

Algorithm 3 Forward pass
1 procedure FORWARD PASS(A1:L,B1:L, C1:L,U1:L)
2 Ac, Bc, Cc, uc ← A1,B1, C1,U1
3 I1:L,X1:L ← List{empty}, List{empty}
4 for each p in 2 : L do
5 (Ac, Bc, Cc, uc), I1:L[p]←

UpF({Ak, Bk, Ck, uk}k∈{c,p})
6 end for
7 X1:L[1]← Solve:,2:,(Ac, uc)
8 x← X1:L[1]
9 for each u, b in reversed(I1:L) do

10 x← SolveChP(u, b, x)
11 X1:L.appendleft(x)
12 end for
13 return X1:L

14 end procedure
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A.3 Python style pseudo-code

Here, "b" is a batch dimension, "h" is a head dimension, "p", "c" is a dimension corre-
sponding to the nodes over the layer, and the last two dimensions are either block dimen-
sions for coefficients or block dimension and number of right parts for right part input.

1
2 CarryLeaf2Root: TypeAlias = Tuple[Float[Array, "b h p m m"], Float[Array, "b h p m k"],
3 Float[Array, "b h p k m"], Float[Array, "b h p m r"],
4 Tuple[int, ...]]
5
6 YLeaf2Root: TypeAlias = Tuple[Float[Array, "b h c m r"],
7 Float[Array, "b h c m k"],
8 Tuple[int, ...]]
9

10 def solve_leaf2root_scan_f(carry: CarryLeaf2Root,
11 x: CarryLeaf2Root) -> Tuple[CarryLeaf2Root, YLeaf2Root]:
12 # carry
13 # a b c y num
14 # 0 1 2 3 4
15 Ap, Bp, Cp, Yp, nump = x
16
17 B = update_B_leafs(carry[0], carry[1])
18 Yl = update_right_part_leaf(carry[0], carry[3])
19 MC = make_leaf2parent_coeff_message(carry[2], B, carry[4])
20 A = sum_update_coeff_parent(Ap, MC)
21 MY = make_leaf2parent_rp_message(carry[2], Yl, carry[4])
22 Y = update_right_part_parent(Yp, MY)
23
24 return (A, Bp, Cp, Y, nump), (Yl, B, carry[4])
25
26 def solve_leaf_given_parent(Yl: Float[Array, "b h c m r"],
27 B: Float[Array, "b h c m n"],
28 Yp: Float[Array, "b h p n r"],
29 split: Tuple[int, ...]) -> Float[Array, "b h c m r"]:
30 b = split(B, split, axis=2)
31 Ypp = split(Yp, axis=2)
32 b = concatenate([einsum(’...cik, ...kj -> ...cij’, bb, yy) for bb, yy in zip(b, Ypp)

], axis=2)
33 return Yl + b
34
35 def solve_schur_scan(a: List[Float[Array, "b h l m m"]],
36 b: List[Float[Array, "b h l m k"]],
37 c: List[Float[Array, "b h l k m"]],
38 y: List[Float[Array, "b h l m r"]],
39 split: Tuple[Tuple[int, ...], ...]) -> List[Float[Array, "b h l m r"

]]:
40
41 parents = zip(a[1:], b[1:], c[1:], y[1:], split[1:])
42 carry = a[0], b[0], c[0], y[0], split[0]
43 ys = []
44
45 for p in parents:
46 carry, y = solve_leaf2root_scan_f(carry, p)
47 ys.append(y)
48
49 yr = deque([dense_solve(carry[0], carry[3])])
50 carry = yr[-1]
51
52 for Yc, Bc, numc in reversed(ys):
53 carry = solve_leaf_given_parent(Yc, Bc, carry, numc)
54 yr.appendleft(carry)
55
56 return list(yr)
57
58
59

Listing 1: Python style implementation

A.4 Datasets description

• MNIST: 10-way (0-9 digits) classification of a 28× 28 grayscale image of a handwritten
digit. The input image is flattened into a 784-length scalar sequence.
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• CIFAR [21]: 10-way image classification using the CIFAR-10 dataset The input is flattened
into a sequence of inputs of 1024-length and three-channel triple (R,G,B). There are 45, 000
training examples, 5, 000 validation examples, and 10, 000 test examples.

Both datasets are flattened in common sequential versions: sMNIST, sCIFAR with snake order, and
in quad-tree aligned versions: zMNIST, zCIFAR wth morton order, see Figure 6
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Figure 6: Example of flattening a 4× 4 grid: Morton (Z-order) and Snake ordering.

Long Range Arena (LRA) [22] datasets:

• Pathfinder [23]: a binary classification task. A 32× 32 grayscale image image shows a
start and an end point as a small circle. There are a number of dashed lines in the image.
The task is to classify whether there is a dashed line (or path) joining the start and end point.
Sequences are all of the same length (1, 024). There are 160′000 training examples, 20′000
validation examples, and 20′000 test examples.

• Path-X: Identical to the Pathfinder challenge, with the images are 128× 128 pixels.
• ListOps [24]: 10-way(0-90) digits classification task, representing the integer result of

the expression. Given a nested set of mathematical operations (such as min and max) and
integer operands in {0, . . . 9}, compute the integer result of the mathematical expression.
Characters are encoded as one-hot vectors, with 17 unique values possible (opening brackets
and operators are grouped into a single token). The sequences are padded to a maximum
length of 2, 000 with a fixed indicator value. There are 96′000 training sequences, 2, 000
validation sequences, and 2000 test sequences.

A.5 Full table
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Table 4: Test accuracy on image classification. We used the table from [13] and add our results.
Model sMNIST sCIFAR zMNIST zCIFAR
(Input length) (784) (1024) (784) (1024)

Transformer [15, 1] 98.9 62.2 - -

CCNN [16] 99.72 93.08 - -
FlexTCN [25] 99.62 80.82 - -
CKConv [26] 99.32 63.74 - -
TrellisNet [27] 99.20 73.42 - -
TCN [28] 99.0 - - -

LSTM [17, 18] 98.9 63.01 - -
r-LSTM [15] 98.4 72.2 - -
Dilated GRU [29] 99.0 - - -
Dilated RNN [29] 98.0 - - -
IndRNN [30] 99.0 - - -
expRNN [31] 98.7 - - -
UR-LSTM [17] 99.28 71.00 - -
UR-GRU [17] 99.27 74.4 - -
LMU [32] - - - -
HiPPO-RNN [6] 98.9 61.1 - -
UNIcoRNN [33] - - - -
LMU-FFT [34] - - - -
LipschitzRNN [35] 99.4 64.2 - -

LSSL [36] 99.53 84.65 - -
S4 [19, 12] 99.63 91.80 - -
S4D [19] - 89.92 - -
Liquid-S4 [20] - 92.02 - -
S5 99.65 90.10 99.5 (our run) 89.9 (our run)
Myo (this work) 99.2 92.6 99.7 93.4
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