
Grounding GPT-based Dialogue Agents with Knowledge Graphs for
Consistent Personality

Anonymous ACL submission

Abstract
This paper presents a novel approach for001
grounding GPT-based models using knowledge002
graphs (KGs) to develop domain-constrained003
dialogue agents with consistent personalities.004
We introduce the KG-grounded GPT model and005
compare its capacity to resonate with a general006
audience against two established models for007
this task: a persona-grounded GPT model and008
a relevance-based classifier. Furthermore, we009
compare all the models against a RAG model010
in terms of hallucination error rates. Through011
these human evaluation studies, we demon-012
strate that the KG-grounded GPT model out-013
performs existing approaches, yielding higher-014
quality responses with significantly reduced015
hallucination errors. Moreover, we highlight016
the scalability of our method, as it does not017
require fine-tuning and is straightforward to018
implement.019

1 Introduction020

Dialogue agents have become ubiquitous in vari-021

ous industries, serving as virtual assistants (Harms022

et al., 2018) (Campagna and Ramesh, 2017), cus-023

tomer service representatives (Paikens et al., 2020),024

and companions in everyday interactions (Webb025

et al., 2010). As these agents continue to evolve,026

ensuring their ability to engage users in natural027

and coherent conversations remains a challenge.028

This paper addresses this challenge and focuses029

on the development of one-on-one dialogue agents030

tailored for chit-chat and closed domain question031

answering scenarios.032

Unlike generic dialogue systems, our use-case033

involves dialogue agents that are imbued with the034

persona of a fixed character, aimed at enhancing the035

conversational experience by infusing a consistent036

personality into their interactions. This approach037

not only fosters a sense of familiarity and rapport038

between the user and the agent but also contributes039

to the overall naturalness and coherence of the con-040

versation. This approach can be used for role-play041

training (Kenny et al., 2007), education (Swartout 042

et al., 2010), and culture preservation (Traum et al., 043

2015). Content has been authored by skilled writ- 044

ers (Swartout et al., 2010) or taken from natural 045

interviews (Traum et al., 2015). 046

Previous studies (Leuski and Traum, 2011) (Pal 047

et al., 2023) have demonstrated the efficacy of sta- 048

tistical models employing cross-language relevance 049

to select appropriate response content from the pre- 050

vious utterance and dialogue context. These mod- 051

els excel in selecting relevant responses from a cu- 052

rated set of responses. Such an approach not only 053

confines the conversation within relevant topic do- 054

mains but also guarantees a consistent personality 055

throughout the interaction. However, this method’s 056

reliance on a predetermined set of responses can 057

lead to a reduction in response diversity, potentially 058

resulting in repetitive and unnatural conversational 059

exchanges. 060

Generative models like GPT (Brown et al., 2020) 061

offer a solution to the limitations of fixed response 062

set models, as they generate responses dynami- 063

cally. However, they face the challenge of pro- 064

ducing responses that are factually incorrect or in- 065

congruent with the character’s personality—a phe- 066

nomenon known as ’hallucination’ (Ji et al., 2023). 067

In our research, we explore the task of grounding 068

GPT-based dialogue agents with knowledge graphs 069

(Hogan et al., 2021) to ensure the consistent por- 070

trayal of the assigned character’s personality traits 071

throughout the conversation. By using knowledge 072

graphs, we aim to augment the agent’s compre- 073

hension of the context, preferences, and idiosyn- 074

crasies associated with the character, thereby fos- 075

tering more authentic and compelling exchanges. 076

Our work has a threefold contribution summa- 077

rized as follows: 078

• We propose a method of grounding GPT- 079

based dialogue agents using knowledge 080

graphs (KGs) in an effort to reduce halluci- 081

nation errors (abbreviated KGGPT). 082
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• We conduct an initial study, investigating how083

general audience preferences for responses084

from the KG-grounded model as compared085

with other approaches including a persona-086

grounded model, a cross-language relevance087

model, and a random baseline selected from088

the domain.089

• We conduct a second evaluation study, in090

which the above models, as well as Re-091

treival Augmented Generation (RAG) to as-092

sess which models have highest accuracy and093

fewest hallucination errors.094

We trained and tested the models used for this095

competitive analysis on the Sgt.Blackwell dataset096

(Traum, 2008) which consists of 2000 training and097

505 test dialogue instances, in English, with Sgt.098

Blackwell, a virtual soldier in the US Army. Re-099

sults show that the KGGPT model is most pre-100

ferred by the general audience, the most correct101

and fewest incorrect responses (as judged by ex-102

perts familair with the domain), and a comparable103

number of hallucinations to RAG. These results104

indicate that at least for some purposes, we can105

extend authored content with generative material106

without sacrificing accuracy or consistent personal-107

ity.108

2 Relevant Work109

Statistical retrieval approaches to responding in110

dialogue have been shown to perform well in do-111

main constrained scenarios. NPCEditor (Leuski112

and Traum, 2010) is one common tool implement-113

ing a cross-language retrieval model that has been114

leveraged to develop and implement diverse dia-115

logue agents trained on datasets spanning various116

domains. Notably, it has been employed in craft-117

ing Sgt. Blackwell (Leuski et al., 2006), a virtual118

soldier, which garnered widespread recognition, in-119

cluding display in the Cooper-Hewitt National De-120

sign Museum in New York, from December 2006121

until July 2007, as part of the National Design Tri-122

ennial. This agent is designed to disseminate infor-123

mation regarding his role in the military, share per-124

sonal anecdotes, and engage in casual conversation125

to captivate the audience. The content was written126

by a screenwriter with familiarity with both the127

Army and the technology institute that created the128

character, and garned much interest in personality-129

related questions (Robinson et al., 2008). We use a130

dataset of prompts spoken by museum visitors to131

SFT Blackwell in our study. 132

GPT (Brown et al., 2020), a series of autoregres- 133

sive large language models developed by OpenAI, 134

has seen significant advancement with the introduc- 135

tion of GPT 3.5 (OpenAI, 2024), commonly known 136

as ChatGPT, showcasing remarkable efficacy in 137

crafting both general-purpose and task-specific di- 138

alogue agents. Nonetheless, while GPT excels in 139

generating contextually appropriate responses, it 140

often encounters issues with factual accuracy, lead- 141

ing to instances of information hallucination. This 142

becomes particularly problematic in dialogue sce- 143

narios where the agent serves as a source of in- 144

formation, potentially disrupting user engagement 145

and immersion if the model generates preferences 146

and traits incongruent with the agent’s intended 147

personality. 148

One such attempt to provide a consistent person- 149

ality is persona based grounding (Tang et al., 2021). 150

In this approach, the character’s personality traits 151

and preferences are condensed into a biographi- 152

cal summary, which is then provided as an input 153

prompt to the model. While effective for straight- 154

forward characters, this approach struggles to en- 155

compass all the nuanced details and preferences of 156

more complex characters within the constraints of 157

the prompt window. Thus, for more intricate char- 158

acters like ours, we must summarize the biography 159

content in an effort to make it compatible with the 160

prompt window. As we later show, this step leads to 161

omission of certain details which makes the model 162

prone to hallucination errors. 163

Another prevalent method is called retrieval aug- 164

mented generation (RAG) (Gao et al., 2024). In 165

this approach, the information regarding the dia- 166

logue scope, in our case, the personality, life ex- 167

periences and preferences of our agent are stored 168

in an external database. Vector databases are of- 169

ten preferred for their similarity based search al- 170

gorithms. Once the user asks a query, a database 171

lookup is performed and the necessary information 172

is fetched. This information is then passed into 173

the model along with the user’s query for response 174

generation. RAG has shown promising results in 175

reducing hallucination error rates. However, per- 176

forming a database lookup via external APIs comes 177

with an overhead that leads to an increase in time 178

taken for response generation. In our scenario, we 179

require the model to generate responses fast so as 180

to simulate human-like conversation and not break 181

audience immersion. 182
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A knowledge graph (Hogan et al., 2021) is a tool183

used to structure data in the form of interconnected184

entities and their relationships. It uses triples as185

its underlying data structure. A triple consists of186

three parts: a subject, an object and the relation-187

ship. The subject and object are entities, while the188

relationship describes the connection of these enti-189

ties. Previously, knowledge graphs have been used190

to create retrieval augmented generation (RAG)191

systems, however these systems too have an ex-192

tra overhead due to the reasons mentioned above.193

Our approach uses knowledge graphs without hav-194

ing to store it in an external database or query it195

separately.196

3 Models197

In this section we describe the models used for the198

competitive analysis. We have compared five dif-199

ferent approaches for picking a dialogue response.200

There are two selection approaches that choose201

from the available set of pre-authored responses.202

These are the NPCEDitor, using the approach de-203

ployed in the museum, and a random baseline that204

picks one of these answers at random. We have also205

compared three generative models that are guided206

by the authored material, but not limited to it. We207

describe these in more detail below.208

3.1 NPCEditor209

The NPCEditor introduced in Leuski and Traum210

(2010) utilizes cross language relevance modelling211

to select an appropriate response from a list of pre-212

defined responses. The first step in it’s operation213

is the ingestion of the predefined set of responses.214

Upon ingestion, the NPCEditor creates a proba-215

bility distribution vector for each response. The216

vectors are created using frequency modelling over217

the entire response vocabulary with Jelinek-Mercer218

smoothing.219

The next step in it’s operation is to use the user’s220

query to build a conditional probability distribu-221

tion vector over the response vocabulary, based on222

the query. Given a user’s query Q = q1, q2, ...qn,223

and the response vocabulary |A|, the conditional224

probability distribution vector can be defined as:225

P (a|Q) =
P (a, q1, q2, ...qn)

P (q1, q2, ...qn)
∀a ∈ |A| (1)226

Finally, once the conditional distribution has227

been generated, it is compared against individual228

probability distribution of the responses using KL 229

Divergence. The responses are then ranked in or- 230

der of similarity with the conditional distribution 231

vector. 232

D(PQ(A)||P (A)) =
∑
a∈|A|

P (a|Q) log
P (a|Q)

P (a)

(2) 233

The NPCEditor treats the user’s query and re- 234

sponses as two separate languages. The motivation 235

behind this approach is to account for the inher- 236

ent differences in salient features between queries 237

and responses. Queries are generally questions 238

which have a higher probability of containing ‘wh-’ 239

words like ‘who’, ‘what’, ‘where’, etc. Further- 240

more, queries do not contain much information but 241

lay down the structure of the response. Responses 242

on the other hand are much richer in information 243

and have a more uniform distribution of words. Pal 244

et al. (2023) describes the ‘Questions v\s Answers 245

Problem’ and shows why treating questions and 246

answers as separate languages works well for the 247

NPCEditor. Furthermore, Leuski and Traum (2012) 248

provides an in-depth explanation of the working of 249

the NPCEditor. 250

3.2 Persona Grounded GPT 251

Tang et al. (2021) introduced the idea of ground- 252

ing GPT based models using a set of facts that 253

accurately describe the character’s persona. The 254

model takes in the character’s persona as input 255

along with the dialog history and generates new 256

responses that maintain consistency with previous 257

responses. Tang et al. (2021) built their model on 258

top of DialoGPT (Zhang et al., 2020), following 259

the GPT 2 architecture (Radford et al., 2019). How- 260

ever, we decided to use this approach with GPT 3.5 261

(OpenAI, 2024). Since its release, GPT 3.5 has 262

outperformed its predecessors (Brown et al., 2020) 263

in multiple NLP tasks. 264

The first step in the process was to generate 265

the character’s persona information. In Tang et 266

al. (2021), the authors used five to six sentences 267

to encapsulate the persona information. While 268

such a small set of sentences works for simple 269

characters, ours is a highly detailed one. Capturing 270

all the idiosyncrasies and personality traits of 271

Sgt. Blackwell is not possible in such a small 272

number of sentences. Hence we used a character 273

summarization step. The responses from the 274

dataset were passed into a GPT 3.5 model and it 275
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was prompted to summarize the information with276

the following prompt:277

278

Create a character summary for Sgt Black-279

well, a virtual soldier in the 1-23rd regiment using280

the provided information. Do not lose out on any281

of the details and personality traits of the character.282

Do not introduce any opinions and preferences283

not mentioned in the provided information: <284

responses from dataset >285

286

The entire dataset exceeds the maximum287

prompt size of the GPT model, hence multiple288

summaries were created with parts of the dataset.289

These summaries were then combined using the290

same prompt. Once the persona information was291

created after the summarization step, the next step292

was to generate responses for the queries in the293

test dataset. The following prompt was used to294

generate responses:295

296

You are Sergeant Blackwell. < Persona In-297

formation >. Generate a descriptive first person298

response to the utterance: < query >. Do not use299

any external information. If you cannot respond,300

say “Sorry. That’s outside my Area of Operation."301

3.3 Knowledge Graph Grounded GPT302

While the NPCEditor performs well on the task of303

closed domain question answering and chit-chat,304

it lacks diversity in responses. This shortcoming305

is addressed in the persona grounded GPT model,306

however, it cannot capture every detail about the307

character due to information being lost in the per-308

sona summarization phase. Hence, we propose the309

Knowledge Graph grounded model.310

The first step in setting up this model involves311

the creation of the knowledge graph. Typically, the312

generation of Knowledge Graphs involves three313

key stages: Entity Recognition, Triplet Extraction,314

and Entity Merging. Our dataset comprises of first-315

person conversational data in an interview-like fash-316

ion. We have a list of questions asked which are317

linked to a list of appropriate responses. Due to the318

conversational nature of the dataset, there is exten-319

sive usage of pronouns which impedes the entity320

recognition phase. In order to label the appropriate321

entity, a co-reference resolution step is required.322

Recognizing the smaller scale of our dataset we323

decided to manually perform all the three steps and324

create the knowledge graph in an effort to simplify325

this process and reduce the chances of error. 326

Previously, Knowledge graphs have been used 327

as external knowledge bases, which is explained 328

in section 3.4. The main idea introduced by this 329

paper is to eliminate the need for external database 330

systems and utilize the knowledge graph as part 331

of the prompt. This helps us avoid overhead from 332

making additional API calls. 333

Furthermore, we observed some key phrases 334

in the response dataset which constitute a typical 335

Sgt. Blackwell response. These key phrases are 336

crucial to the character’s personality and are often 337

references to certain movies or people who have 338

had an impact on Sgt. Blackwell’s life. We deemed 339

it best to not tamper with the structure of these 340

phrases so as to keep the references intact. For 341

example: 342

343

Query: Why did you join the Army? 344

Response: I joined up after seeing that movie - 345

Saving Private Ryan - you know D-Day and World 346

War II - and the sacrifice others had made for our 347

freedoms. Figured I had something to give too. 348

Query: What is your favourite music? 349

Response: I like the American Classics... Johnny 350

Cash, Bob Dylan, even though he’s practically 351

a communist, Beach Boys I wish they were 352

california girls. . . 353

354

These key phrases were manually identified 355

and appended to the relevant triples after the 356

extraction of the knowledge Graph. Finally, 357

the following prompt was used to generate the 358

responses for the queries in the test dataset. The 359

model was given both the user’s query and the 360

knowledge graph as input. 361

362

Your name is Sergeant Blackwell. A virtual 363

soldier in the 1-23rd Infantry. You are given 364

context in the format [triple, keyphrase]. Given an 365

utterance, first find the relevant information from 366

the context, then use that to generate a first person 367

response. 368

Context: < List of Triples and Keyphrases> 369

Do not use any external information. Include the 370

keyphrase (if present) in your answer. Do not 371

change the structure of the keyphrases and strictly 372

adhere to it. If you cannot respond, say “Sorry. 373

That’s outside my Area of Operation". 374
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3.4 Retrieval Augmented Generation375

Retrieval augmented generation is a prompt engi-376

neering technique that has proven to reduce halluci-377

nation error rates in question answering scenarios378

(Shuster et al., 2021). The main idea behind this379

method is to query a knowledge base to retrieve380

relevant information before prompting a genera-381

tive model with both the query and the fetched382

information. This allows the model to ground its383

response on the given information which in turn384

reduces hallucination error rates. The downside of385

RAG systems is the added overhead due to database386

querying. Even though this overhead makes RAG387

systems undesirable for our use-case, it is still im-388

portant to compare the hallucination error rates of389

our proposed method with that of a RAG system390

since it is a well established method.391

We created a simple RAG system utilizing392

LangChain. The individual responses from the393

dataset were stored in an external vector database394

based on the Facebook AI Similarity Search395

(FAISS). We retrieve the top three most similar396

responses to the user’s query and pass those re-397

sponses as context to the generative model for re-398

sponse generation. We used GPT 3.5 as the gen-399

erative model to create a standard benchmark for400

comparison.401

3.5 Random402

In the random baseline approach, we utilize all pre-403

defined responses available in the dataset. For each404

query in the test set, one response is randomly se-405

lected from this pool. This selection process is done406

with uniform probability, meaning each response407

has an equal chance of being chosen. Importantly,408

responses are sampled with replacement, allowing409

the same response to be potentially chosen mul-410

tiple times across different queries. This method411

provides a simple benchmark for evaluating the412

performance of more sophisticated models.413

4 Evaluation414

In this section, we talk about the evaluation of415

the models. Each model was used to generate re-416

sponses for a fixed test dataset. Then they were417

compared against each other and a random base-418

line in two human evaluation experiments.419

4.1 General Human Evaluation420

Through the general human evaluation we try to421

simulate the agent’s conversation with a general422

audience. The general audience usually does not 423

have an in-depth knowledge of the character’s back- 424

ground or history. They cannot judge the halluci- 425

nation errors made by the model, however, it is 426

important that the conversation feels fluid and nat- 427

ural to them since that is the downstream task this 428

agent is used for. We used Amazon MTurk to find 429

annotators who were asked to rank responses from 430

the different models. The eligibility for annotator 431

recruitment was proficiency in English language 432

and atleast 18 years of age. The annotation instruc- 433

tions and interface is displayed in Appendix A. The 434

evaluation experiment was designed to provide a 435

single query followed by a list of responses from 436

the different models to the annotators. The list of 437

responses were shuffled to prevent bias. The anno- 438

tators were asked to rank the responses in terms of 439

relevance and how natural they feel in the conversa- 440

tion. For each annotation completion, the annotator 441

was paid $0.02. 442

Each query-response set underwent annotation 443

by 5 different annotators to mitigate individual bias. 444

The inter-annotator agreement was calculated using 445

Krippendorff’s alpha, resulting in a value of 0.46. 446

Table 1 shows the count of how often each model 447

was ranked in each place from one to four. This is 448

also shown graphically in Figure 1. KGGPT has 449

the most first place choices and also the fewest last 450

place choices, while random is worst overall. 451

Models Ranks
1 2 3 4

Random 23 90 370 898
NPCEditor 114 256 633 378
PersonaGPT 562 528 221 70
KGGPT 682 507 157 35

Table 1: Count of ranks given to responses from differ-
ent models from the general human evaluation experi-
ment (1: Best; 4: Worst)

Model Correct Incorrect Halluc-
ination

Random 42 463 -
NPCEditor 353 152 -
PersonaGPT 337 95 73
RAG 408 81 16
KGGPT 452 31 22

Table 2: Error counts of different models on standard
test dataset.
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Figure 1: Distribution of ranks for responses generated by different models

4.2 Domain Expert Evaluation452

While the general human evaluations give us an ac-453

curate measure of which model the audience might454

prefer the most, it does not address the issue of hal-455

lucination. Since our character acts as a provider456

of information, keeping hallucination error rates to457

a minimum is of prime importance. This is why we458

perform a domain expert evaluation. We employ a459

domain expert, a person who is aware of the per-460

sonality traits and backstories of our character, Sgt.461

Blackwell and ask them to annotate responses from462

each model into three categories: Correct, Incorrect463

and Hallucination. If the response doesn’t fit the464

question but is in accordance with Sgt. Blackwell’s465

personality or backstories, it is labelled as incorrect.466

If the response does not align with Sgt. Blackwell’s 467

personality, preferences or backstories (whether or 468

not it matches the question), it is labelled as a hallu- 469

cination. All other responses are labelled as correct. 470

Table 2 shows how often each model was judged 471

as providing correct, incorrect or hallucination an- 472

swers. Since the Random and NPCEditor models 473

were selecting from pre-authored texts, they had no 474

hallucinations. Figures 2 and 3 compare the models 475

in terms of numbers of hallucinations and incorrect 476

responses, respectively. Consistent with the prefer- 477

ences of the general audience, KGGPT produced 478

the most correct and fewest other responses, fol- 479

lowed by RAG and then PersonaGPT. 480
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Model Question Generated Answer Actual Answer

PersonaGPT What is your favorite music?
As a virtual entity, I don’t have personal preferences
or the capability to enjoy music. My purpose is solely
focused on training and preparing soldiers.

I like the American Classics... Johnny Cash, Bob Dylan,
even though he’s practically a communist, Beach Boys
I wish they were california girls...

RAG Are you married? No <Out of domain >
KGGPT Are you wearing socks? Yes I am wearing socks. <Out of domain >

Table 3: Examples of hallucination errors made by the different models.

Figure 2: Hallucination error counts of different models
on standard test dataset.

4.3 Discussion481

In general human evaluations, responses from the482

knowledge graph-grounded GPT model tend to res-483

onate more with the audience, although the persona-484

grounded GPT model also performs adequately.485

This reaffirms our assertion that generative mod-486

els excel in casual conversation and storytelling487

compared to relevance-based classification mod-488

els. However, a notable contrast between the Per-489

sonaGPT and KGGPT models emerges in domain490

expert evaluations. The persona-grounded model491

exhibits a higher frequency of hallucination er-492

rors due to information loss during the persona493

summarization process, resulting in inaccuracies494

when responding to queries lacking relevant back-495

ground information. Conversely, the RAG model496

demonstrates the fewest hallucination errors, albeit497

marginally outperforming the knowledge graph-498

grounded model. In Table 3 we show examples of499

hallucination errors made by the different models.500

Figure 3: Incorrect response counts of different models
on standard test dataset.

As shown by the example in the first row, the Per- 501

sonaGPT model tends of make hallucination errors 502

due to knowledge loss during the persona summa- 503

rization step. The KGGPT and RAG models tend 504

to make hallucination errors when asked simple yes 505

or no out-of-domain questions. This indicates that 506

the model fails to retrieve the relevant information 507

and realize the domain constraints. 508

In terms of incorrect responses, the persona- 509

grounded model produces the fewest errors. This 510

advantage stems from the model’s access to a 511

broader character context. While the RAG model 512

receives limited context from the retrieval step, the 513

persona-grounded model benefits from a more com- 514

prehensive understanding of the character’s per- 515

sona. 516

5 Conclusion and Future Scope 517

The results of our study highlight the strengths 518

and limitations of different approaches to devel- 519

oping dialogue agents for domain-specific scenar- 520

ios. The Knowledge Graph Grounded GPT (KG- 521

GPT) model emerges as a particularly promising 522

solution, balancing the need for natural, engag- 523

7



ing conversations with the necessity of maintain-524

ing factual accuracy and consistency in the charac-525

ter’s persona. This model’s ability to perform well526

without the need for fine-tuning makes it highly527

scalable. By simply incorporating new triples into528

the knowledge graph, we can expand the conversa-529

tional scope and update existing facts seamlessly.530

Additionally, its autonomy from external databases531

simplifies deployment, as all operations are con-532

fined to a single API, enhancing ease of use and533

accessibility.534

However, the manual generation of the knowl-535

edge graph remains the most challenging aspect536

of setting up the KGGPT model. This task is537

time-consuming and prone to human error. Fu-538

ture research could focus on automating the cre-539

ation of knowledge graphs to streamline the pro-540

cess. Exploring machine learning techniques for en-541

tity recognition, triplet extraction, and co-reference542

resolution could significantly reduce the manual543

effort required and improve the scalability of this544

approach.545

Another promising avenue for future investiga-546

tion involves assessing the model’s performance547

across different sizes of knowledge graphs. While548

a smaller knowledge graph may reduce operational549

costs and inference times, it could also lead to550

higher rates of hallucination errors. Conversely,551

a larger knowledge graph might improve accuracy552

but at the expense of efficiency. Future work should553

aim to strike an optimal balance between these554

competing factors, ensuring that the model remains555

both effective and efficient.556

In summary, our findings underscore the poten-557

tial of knowledge graph-grounded models in creat-558

ing robust, scalable dialogue agents. By addressing559

the current limitations and exploring new avenues560

for enhancement, we can further refine these mod-561

els to better serve various applications, from virtual562

assistants to educational tools and beyond.563

Limitations564

While our study has shown promising results, there565

are several limitations that warrant consideration566

in future research. Firstly, our investigation fo-567

cused exclusively on a single character domain,568

Sgt. Blackwell, with a limited dataset. This re-569

stricts the generalizability of our findings to other570

characters and domains, necessitating future stud-571

ies across diverse contexts. Moreover, our study572

utilized GPT-3.5 for response generation. Future573

research should explore the capabilities of newer 574

models like GPT-4.0 to potentially enhance dia- 575

logue quality and reduce errors. Lastly, balancing 576

the size of the knowledge graph with operational ef- 577

ficiency and error rates remains a challenge. Future 578

work should focus on optimizing this trade-off to 579

improve scalability and performance in real-world 580

applications. 581

References 582

Tom Brown, Benjamin Mann, Nick Ryder, Melanie 583
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind 584
Neelakantan, Pranav Shyam, Girish Sastry, Amanda 585
Askell, Sandhini Agarwal, Ariel Herbert-Voss, 586
Gretchen Krueger, Tom Henighan, Rewon Child, 587
Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens 588
Winter, Chris Hesse, Mark Chen, Eric Sigler, Ma- 589
teusz Litwin, Scott Gray, Benjamin Chess, Jack 590
Clark, Christopher Berner, Sam McCandlish, Alec 591
Radford, Ilya Sutskever, and Dario Amodei. 2020. 592
Language models are few-shot learners. In Ad- 593
vances in Neural Information Processing Systems, 594
volume 33, pages 1877–1901. Curran Associates, 595
Inc. 596

Giovanni Campagna and Rakesh Ramesh. 2017. Deep 597
almond : A deep learning-based virtual assistant 598
[ language-to-code synthesis of trigger-action pro- 599
grams using seq 2 seq neural networks ]. 600

Yunfan Gao, Yun Xiong, Xinyu Gao, Kangxiang Jia, 601
Jinliu Pan, Yuxi Bi, Yi Dai, Jiawei Sun, Meng Wang, 602
and Haofen Wang. 2024. Retrieval-augmented gen- 603
eration for large language models: A survey. 604

Jan-Gerrit Harms, Pavel Kucherbaev, Alessandro Boz- 605
zon, and Geert-Jan Houben. 2018. Approaches for 606
dialog management in conversational agents. IEEE 607
Internet Computing, PP:1–1. 608

Aidan Hogan, Eva Blomqvist, Michael Cochez, Clau- 609
dia D’amato, Gerard De Melo, Claudio Gutierrez, 610
Sabrina Kirrane, José Emilio Labra Gayo, Roberto 611
Navigli, Sebastian Neumaier, Axel-Cyrille Ngonga 612
Ngomo, Axel Polleres, Sabbir M. Rashid, Anisa Rula, 613
Lukas Schmelzeisen, Juan Sequeda, Steffen Staab, 614
and Antoine Zimmermann. 2021. Knowledge graphs. 615
ACM Computing Surveys, 54(4):1–37. 616

Ziwei Ji, Nayeon Lee, Rita Frieske, Tiezheng Yu, Dan 617
Su, Yan Xu, Etsuko Ishii, Ye Jin Bang, Andrea 618
Madotto, and Pascale Fung. 2023. Survey of halluci- 619
nation in natural language generation. ACM Comput. 620
Surv., 55(12). 621

P. Kenny, A. Hartholt, J. Gratch, W. Swartout, D. Traum, 622
S. Marsella, and D. Piepol. 2007. Building interac- 623
tive virtual humans for training environments. In 624
Proc. I/ITSEC. 625

8

https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://api.semanticscholar.org/CorpusID:32085045
https://api.semanticscholar.org/CorpusID:32085045
https://api.semanticscholar.org/CorpusID:32085045
https://api.semanticscholar.org/CorpusID:32085045
https://api.semanticscholar.org/CorpusID:32085045
https://api.semanticscholar.org/CorpusID:32085045
https://api.semanticscholar.org/CorpusID:32085045
http://arxiv.org/abs/2312.10997
http://arxiv.org/abs/2312.10997
http://arxiv.org/abs/2312.10997
https://doi.org/10.1109/MIC.2018.2881519
https://doi.org/10.1109/MIC.2018.2881519
https://doi.org/10.1109/MIC.2018.2881519
https://doi.org/10.1145/3447772
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730


Anton Leuski, Ronakkumar Patel, David Traum, and626
Brandon Kennedy. 2006. Building effective ques-627
tion answering characters. In Proceedings of the 7th628
SIGdial Workshop on Discourse and Dialogue, pages629
18–27, Sydney, Australia. Association for Computa-630
tional Linguistics.631

Anton Leuski and David Traum. 2010. NPCEditor: A632
tool for building question-answering characters. In633
Proceedings of the Seventh International Conference634
on Language Resources and Evaluation (LREC’10),635
Valletta, Malta. European Language Resources Asso-636
ciation (ELRA).637

Anton Leuski and David Traum. 2011. Npceditor: Cre-638
ating virtual human dialogue using information re-639
trieval techniques. AI Magazine, 32:42–56.640

Anton Leuski and David Traum. 2012. A statistical641
approach for text processing in virtual humans.642

OpenAI. 2024. ChatGPT. https://openai.com/gpt.643
[Online; accessed 13-April-2024].644
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