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Abstract

This paper presents a novel approach for
grounding GPT-based models using knowledge
graphs (KGs) to develop domain-constrained
dialogue agents with consistent personalities.
We introduce the KG-grounded GPT model and
compare its capacity to resonate with a general
audience against two established models for
this task: a persona-grounded GPT model and
a relevance-based classifier. Furthermore, we
compare all the models against a RAG model
in terms of hallucination error rates. Through
these human evaluation studies, we demon-
strate that the KG-grounded GPT model out-
performs existing approaches, yielding higher-
quality responses with significantly reduced
hallucination errors. Moreover, we highlight
the scalability of our method, as it does not
require fine-tuning and is straightforward to
implement.

1 Introduction

Dialogue agents have become ubiquitous in vari-
ous industries, serving as virtual assistants (Harms
et al., 2018) (Campagna and Ramesh, 2017), cus-
tomer service representatives (Paikens et al., 2020),
and companions in everyday interactions (Webb
et al., 2010). As these agents continue to evolve,
ensuring their ability to engage users in natural
and coherent conversations remains a challenge.
This paper addresses this challenge and focuses
on the development of one-on-one dialogue agents
tailored for chit-chat and closed domain question
answering scenarios.

Unlike generic dialogue systems, our use-case
involves dialogue agents that are imbued with the
persona of a fixed character, aimed at enhancing the
conversational experience by infusing a consistent
personality into their interactions. This approach
not only fosters a sense of familiarity and rapport
between the user and the agent but also contributes
to the overall naturalness and coherence of the con-
versation. This approach can be used for role-play

training (Kenny et al., 2007), education (Swartout
et al., 2010), and culture preservation (Traum et al.,
2015). Content has been authored by skilled writ-
ers (Swartout et al., 2010) or taken from natural
interviews (Traum et al., 2015).

Previous studies (Leuski and Traum, 2011) (Pal
et al., 2023) have demonstrated the efficacy of sta-
tistical models employing cross-language relevance
to select appropriate response content from the pre-
vious utterance and dialogue context. These mod-
els excel in selecting relevant responses from a cu-
rated set of responses. Such an approach not only
confines the conversation within relevant topic do-
mains but also guarantees a consistent personality
throughout the interaction. However, this method’s
reliance on a predetermined set of responses can
lead to a reduction in response diversity, potentially
resulting in repetitive and unnatural conversational
exchanges.

Generative models like GPT (Brown et al., 2020)
offer a solution to the limitations of fixed response
set models, as they generate responses dynami-
cally. However, they face the challenge of pro-
ducing responses that are factually incorrect or in-
congruent with the character’s personality—a phe-
nomenon known as hallucination’ (Ji et al., 2023).
In our research, we explore the task of grounding
GPT-based dialogue agents with knowledge graphs
(Hogan et al., 2021) to ensure the consistent por-
trayal of the assigned character’s personality traits
throughout the conversation. By using knowledge
graphs, we aim to augment the agent’s compre-
hension of the context, preferences, and idiosyn-
crasies associated with the character, thereby fos-
tering more authentic and compelling exchanges.

Our work has a threefold contribution summa-
rized as follows:

* We propose a method of grounding GPT-
based dialogue agents using knowledge
graphs (KGs) in an effort to reduce halluci-
nation errors (abbreviated KGGPT).



* We conduct an initial study, investigating how
general audience preferences for responses
from the KG-grounded model as compared
with other approaches including a persona-
grounded model, a cross-language relevance
model, and a random baseline selected from
the domain.

* We conduct a second evaluation study, in
which the above models, as well as Re-
treival Augmented Generation (RAG) to as-
sess which models have highest accuracy and
fewest hallucination errors.

We trained and tested the models used for this
competitive analysis on the Sgt.Blackwell dataset
(Traum, 2008) which consists of 2000 training and
505 test dialogue instances, in English, with Sgt.
Blackwell, a virtual soldier in the US Army. Re-
sults show that the KGGPT model is most pre-
ferred by the general audience, the most correct
and fewest incorrect responses (as judged by ex-
perts familair with the domain), and a comparable
number of hallucinations to RAG. These results
indicate that at least for some purposes, we can
extend authored content with generative material
without sacrificing accuracy or consistent personal-

ity.
2 Relevant Work

Statistical retrieval approaches to responding in
dialogue have been shown to perform well in do-
main constrained scenarios. NPCEditor (Leuski
and Traum, 2010) is one common tool implement-
ing a cross-language retrieval model that has been
leveraged to develop and implement diverse dia-
logue agents trained on datasets spanning various
domains. Notably, it has been employed in craft-
ing Sgt. Blackwell (Leuski et al., 2006), a virtual
soldier, which garnered widespread recognition, in-
cluding display in the Cooper-Hewitt National De-
sign Museum in New York, from December 2006
until July 2007, as part of the National Design Tri-
ennial. This agent is designed to disseminate infor-
mation regarding his role in the military, share per-
sonal anecdotes, and engage in casual conversation
to captivate the audience. The content was written
by a screenwriter with familiarity with both the
Army and the technology institute that created the
character, and garned much interest in personality-
related questions (Robinson et al., 2008). We use a
dataset of prompts spoken by museum visitors to

SFT Blackwell in our study.

GPT (Brown et al., 2020), a series of autoregres-
sive large language models developed by OpenAl,
has seen significant advancement with the introduc-
tion of GPT 3.5 (OpenAl, 2024), commonly known
as ChatGPT, showcasing remarkable efficacy in
crafting both general-purpose and task-specific di-
alogue agents. Nonetheless, while GPT excels in
generating contextually appropriate responses, it
often encounters issues with factual accuracy, lead-
ing to instances of information hallucination. This
becomes particularly problematic in dialogue sce-
narios where the agent serves as a source of in-
formation, potentially disrupting user engagement
and immersion if the model generates preferences
and traits incongruent with the agent’s intended
personality.

One such attempt to provide a consistent person-
ality is persona based grounding (Tang et al., 2021).
In this approach, the character’s personality traits
and preferences are condensed into a biographi-
cal summary, which is then provided as an input
prompt to the model. While effective for straight-
forward characters, this approach struggles to en-
compass all the nuanced details and preferences of
more complex characters within the constraints of
the prompt window. Thus, for more intricate char-
acters like ours, we must summarize the biography
content in an effort to make it compatible with the
prompt window. As we later show, this step leads to
omission of certain details which makes the model
prone to hallucination errors.

Another prevalent method is called retrieval aug-
mented generation (RAG) (Gao et al., 2024). In
this approach, the information regarding the dia-
logue scope, in our case, the personality, life ex-
periences and preferences of our agent are stored
in an external database. Vector databases are of-
ten preferred for their similarity based search al-
gorithms. Once the user asks a query, a database
lookup is performed and the necessary information
is fetched. This information is then passed into
the model along with the user’s query for response
generation. RAG has shown promising results in
reducing hallucination error rates. However, per-
forming a database lookup via external APIs comes
with an overhead that leads to an increase in time
taken for response generation. In our scenario, we
require the model to generate responses fast so as
to simulate human-like conversation and not break
audience immersion.



A knowledge graph (Hogan et al., 2021) is a tool
used to structure data in the form of interconnected
entities and their relationships. It uses triples as
its underlying data structure. A triple consists of
three parts: a subject, an object and the relation-
ship. The subject and object are entities, while the
relationship describes the connection of these enti-
ties. Previously, knowledge graphs have been used
to create retrieval augmented generation (RAG)
systems, however these systems too have an ex-
tra overhead due to the reasons mentioned above.
Our approach uses knowledge graphs without hav-
ing to store it in an external database or query it
separately.

3 Models

In this section we describe the models used for the
competitive analysis. We have compared five dif-
ferent approaches for picking a dialogue response.
There are two selection approaches that choose
from the available set of pre-authored responses.
These are the NPCEDitor, using the approach de-
ployed in the museum, and a random baseline that
picks one of these answers at random. We have also
compared three generative models that are guided
by the authored material, but not limited to it. We
describe these in more detail below.

3.1 NPCEditor

The NPCEditor introduced in Leuski and Traum
(2010) utilizes cross language relevance modelling
to select an appropriate response from a list of pre-
defined responses. The first step in it’s operation
is the ingestion of the predefined set of responses.
Upon ingestion, the NPCEditor creates a proba-
bility distribution vector for each response. The
vectors are created using frequency modelling over
the entire response vocabulary with Jelinek-Mercer
smoothing.

The next step in it’s operation is to use the user’s
query to build a conditional probability distribu-
tion vector over the response vocabulary, based on
the query. Given a user’s query () = q1, 42, ---Qn,
and the response vocabulary |A|, the conditional
probability distribution vector can be defined as:

_ P(a7Q17QQ7”'QN)
P(QlanJ"-Q’n)

P(alQ) Va € [A] (1)

Finally, once the conditional distribution has
been generated, it is compared against individual

probability distribution of the responses using KL,
Divergence. The responses are then ranked in or-
der of similarity with the conditional distribution
vector.

P(al@)
P(a)
2
The NPCEditor treats the user’s query and re-
sponses as two separate languages. The motivation
behind this approach is to account for the inher-
ent differences in salient features between queries
and responses. Queries are generally questions
which have a higher probability of containing ‘wh-’
words like ‘who’, ‘what’, ‘where’, etc. Further-
more, queries do not contain much information but
lay down the structure of the response. Responses
on the other hand are much richer in information
and have a more uniform distribution of words. Pal
et al. (2023) describes the ‘Questions v\s Answers
Problem’ and shows why treating questions and
answers as separate languages works well for the
NPCEditor. Furthermore, Leuski and Traum (2012)
provides an in-depth explanation of the working of
the NPCEditor.

D(P(A)|[P(4)) = Y P(alQ) log
a€lA|

3.2 Persona Grounded GPT

Tang et al. (2021) introduced the idea of ground-
ing GPT based models using a set of facts that
accurately describe the character’s persona. The
model takes in the character’s persona as input
along with the dialog history and generates new
responses that maintain consistency with previous
responses. Tang et al. (2021) built their model on
top of DialoGPT (Zhang et al., 2020), following
the GPT 2 architecture (Radford et al., 2019). How-
ever, we decided to use this approach with GPT 3.5
(OpenAl, 2024). Since its release, GPT 3.5 has
outperformed its predecessors (Brown et al., 2020)
in multiple NLP tasks.

The first step in the process was to generate
the character’s persona information. In Tang et
al. (2021), the authors used five to six sentences
to encapsulate the persona information. While
such a small set of sentences works for simple
characters, ours is a highly detailed one. Capturing
all the idiosyncrasies and personality traits of
Sgt. Blackwell is not possible in such a small
number of sentences. Hence we used a character
summarization step. The responses from the
dataset were passed into a GPT 3.5 model and it



was prompted to summarize the information with
the following prompt:

Create a character summary for Sgt Black-
well, a virtual soldier in the 1-23rd regiment using
the provided information. Do not lose out on any
of the details and personality traits of the character.
Do not introduce any opinions and preferences
not mentioned in the provided information: <
responses from dataset >

The entire dataset exceeds the maximum
prompt size of the GPT model, hence multiple
summaries were created with parts of the dataset.
These summaries were then combined using the
same prompt. Once the persona information was
created after the summarization step, the next step
was to generate responses for the queries in the
test dataset. The following prompt was used to
generate responses:

You are Sergeant Blackwell. < Persona In-
formation >. Generate a descriptive first person
response to the utterance: < query >. Do not use
any external information. If you cannot respond,
say “Sorry. That’s outside my Area of Operation."

3.3 Knowledge Graph Grounded GPT

While the NPCEditor performs well on the task of
closed domain question answering and chit-chat,
it lacks diversity in responses. This shortcoming
is addressed in the persona grounded GPT model,
however, it cannot capture every detail about the
character due to information being lost in the per-
sona summarization phase. Hence, we propose the
Knowledge Graph grounded model.

The first step in setting up this model involves
the creation of the knowledge graph. Typically, the
generation of Knowledge Graphs involves three
key stages: Entity Recognition, Triplet Extraction,
and Entity Merging. Our dataset comprises of first-
person conversational data in an interview-like fash-
ion. We have a list of questions asked which are
linked to a list of appropriate responses. Due to the
conversational nature of the dataset, there is exten-
sive usage of pronouns which impedes the entity
recognition phase. In order to label the appropriate
entity, a co-reference resolution step is required.
Recognizing the smaller scale of our dataset we
decided to manually perform all the three steps and
create the knowledge graph in an effort to simplify

this process and reduce the chances of error.

Previously, Knowledge graphs have been used
as external knowledge bases, which is explained
in section 3.4. The main idea introduced by this
paper is to eliminate the need for external database
systems and utilize the knowledge graph as part
of the prompt. This helps us avoid overhead from
making additional API calls.

Furthermore, we observed some key phrases
in the response dataset which constitute a typical
Sgt. Blackwell response. These key phrases are
crucial to the character’s personality and are often
references to certain movies or people who have
had an impact on Sgt. Blackwell’s life. We deemed
it best to not tamper with the structure of these
phrases so as to keep the references intact. For
example:

Query: Why did you join the Army?

Response: 1 joined up after seeing that movie -
Saving Private Ryan - you know D-Day and World
War II - and the sacrifice others had made for our
freedoms. Figured I had something to give too.
Query: What is your favourite music?

Response: I like the American Classics... Johnny
Cash, Bob Dylan, even though he’s practically
a communist, Beach Boys I wish they were
california girls. ..

These key phrases were manually identified
and appended to the relevant triples after the
extraction of the knowledge Graph. Finally,
the following prompt was used to generate the
responses for the queries in the test dataset. The
model was given both the user’s query and the
knowledge graph as input.

Your name is Sergeant Blackwell. A virtual
soldier in the 1-23rd Infantry. You are given
context in the format [triple, keyphrase]. Given an
utterance, first find the relevant information from
the context, then use that to generate a first person
response.

Context: < List of Triples and Keyphrases>

Do not use any external information. Include the
keyphrase (if present) in your answer. Do not
change the structure of the keyphrases and strictly
adhere to it. If you cannot respond, say “Sorry.
That’s outside my Area of Operation'.



3.4 Retrieval Augmented Generation

Retrieval augmented generation is a prompt engi-
neering technique that has proven to reduce halluci-
nation error rates in question answering scenarios
(Shuster et al., 2021). The main idea behind this
method is to query a knowledge base to retrieve
relevant information before prompting a genera-
tive model with both the query and the fetched
information. This allows the model to ground its
response on the given information which in turn
reduces hallucination error rates. The downside of
RAG systems is the added overhead due to database
querying. Even though this overhead makes RAG
systems undesirable for our use-case, it is still im-
portant to compare the hallucination error rates of
our proposed method with that of a RAG system
since it is a well established method.

We created a simple RAG system utilizing
LangChain. The individual responses from the
dataset were stored in an external vector database
based on the Facebook AI Similarity Search
(FAISS). We retrieve the top three most similar
responses to the user’s query and pass those re-
sponses as context to the generative model for re-
sponse generation. We used GPT 3.5 as the gen-
erative model to create a standard benchmark for
comparison.

3.5 Random

In the random baseline approach, we utilize all pre-
defined responses available in the dataset. For each
query in the test set, one response is randomly se-
lected from this pool. This selection process is done
with uniform probability, meaning each response
has an equal chance of being chosen. Importantly,
responses are sampled with replacement, allowing
the same response to be potentially chosen mul-
tiple times across different queries. This method
provides a simple benchmark for evaluating the
performance of more sophisticated models.

4 Evaluation

In this section, we talk about the evaluation of
the models. Each model was used to generate re-
sponses for a fixed test dataset. Then they were
compared against each other and a random base-
line in two human evaluation experiments.

4.1 General Human Evaluation

Through the general human evaluation we try to
simulate the agent’s conversation with a general

audience. The general audience usually does not
have an in-depth knowledge of the character’s back-
ground or history. They cannot judge the halluci-
nation errors made by the model, however, it is
important that the conversation feels fluid and nat-
ural to them since that is the downstream task this
agent is used for. We used Amazon MTurk to find
annotators who were asked to rank responses from
the different models. The eligibility for annotator
recruitment was proficiency in English language
and atleast 18 years of age. The annotation instruc-
tions and interface is displayed in Appendix A. The
evaluation experiment was designed to provide a
single query followed by a list of responses from
the different models to the annotators. The list of
responses were shuffled to prevent bias. The anno-
tators were asked to rank the responses in terms of
relevance and how natural they feel in the conversa-
tion. For each annotation completion, the annotator
was paid $0.02.

Each query-response set underwent annotation
by 5 different annotators to mitigate individual bias.
The inter-annotator agreement was calculated using
Krippendorff’s alpha, resulting in a value of 0.46.
Table 1 shows the count of how often each model
was ranked in each place from one to four. This is
also shown graphically in Figure 1. KGGPT has
the most first place choices and also the fewest last
place choices, while random is worst overall.

Ranks
Models 1 2 3 4
Random 23 | 90 | 370 | 898
NPCEditor 114 | 256 | 633 | 378
PersonaGPT | 562 | 528 | 221 | 70
KGGPT 682 | 507 | 157 | 35

Table 1: Count of ranks given to responses from differ-
ent models from the general human evaluation experi-
ment (1: Best; 4: Worst)

Model Correct | Incorrect .Hall.uc-
ination
Random 42 463 -
NPCEditor 353 152 -
PersonaGPT | 337 95 73
RAG 408 81 16
KGGPT 452 31 22

Table 2: Error counts of different models on standard
test dataset.
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Figure 1: Distribution of ranks for responses generated by different models

4.2 Domain Expert Evaluation

While the general human evaluations give us an ac-
curate measure of which model the audience might
prefer the most, it does not address the issue of hal-
lucination. Since our character acts as a provider
of information, keeping hallucination error rates to
a minimum is of prime importance. This is why we
perform a domain expert evaluation. We employ a
domain expert, a person who is aware of the per-
sonality traits and backstories of our character, Sgt.
Blackwell and ask them to annotate responses from
each model into three categories: Correct, Incorrect
and Hallucination. If the response doesn’t fit the
question but is in accordance with Sgt. Blackwell’s
personality or backstories, it is labelled as incorrect.

If the response does not align with Sgt. Blackwell’s
personality, preferences or backstories (whether or
not it matches the question), it is labelled as a hallu-
cination. All other responses are labelled as correct.
Table 2 shows how often each model was judged
as providing correct, incorrect or hallucination an-
swers. Since the Random and NPCEditor models
were selecting from pre-authored texts, they had no
hallucinations. Figures 2 and 3 compare the models
in terms of numbers of hallucinations and incorrect
responses, respectively. Consistent with the prefer-
ences of the general audience, KGGPT produced
the most correct and fewest other responses, fol-
lowed by RAG and then PersonaGPT.



Model Question Generated Answer Actual Answer
As a virtual entity, I don’t have personal preferences | I like the American Classics... Johnny Cash, Bob Dylan,
PersonaGPT | What is your favorite music? | or the capability to enjoy music. My purpose is solely | even though he’s practically a communist, Beach Boys
focused on training and preparing soldiers. I wish they were california girls...
RAG Are you married? No <Out of domain >
KGGPT Are you wearing socks? Yes I am wearing socks. <Out of domain >
Table 3: Examples of hallucination errors made by the different models.
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Figure 2: Hallucination error counts of different models
on standard test dataset.

4.3 Discussion

In general human evaluations, responses from the
knowledge graph-grounded GPT model tend to res-
onate more with the audience, although the persona-
grounded GPT model also performs adequately.
This reaffirms our assertion that generative mod-
els excel in casual conversation and storytelling
compared to relevance-based classification mod-
els. However, a notable contrast between the Per-
sonaGPT and KGGPT models emerges in domain
expert evaluations. The persona-grounded model
exhibits a higher frequency of hallucination er-
rors due to information loss during the persona
summarization process, resulting in inaccuracies
when responding to queries lacking relevant back-
ground information. Conversely, the RAG model
demonstrates the fewest hallucination errors, albeit
marginally outperforming the knowledge graph-
grounded model. In Table 3 we show examples of
hallucination errors made by the different models.

As shown by the example in the first row, the Per-
sonaGPT model tends of make hallucination errors
due to knowledge loss during the persona summa-
rization step. The KGGPT and RAG models tend
to make hallucination errors when asked simple yes
or no out-of-domain questions. This indicates that
the model fails to retrieve the relevant information
and realize the domain constraints.

In terms of incorrect responses, the persona-
grounded model produces the fewest errors. This
advantage stems from the model’s access to a
broader character context. While the RAG model
receives limited context from the retrieval step, the
persona-grounded model benefits from a more com-
prehensive understanding of the character’s per-
sona.

5 Conclusion and Future Scope

The results of our study highlight the strengths
and limitations of different approaches to devel-
oping dialogue agents for domain-specific scenar-
ios. The Knowledge Graph Grounded GPT (KG-
GPT) model emerges as a particularly promising
solution, balancing the need for natural, engag-



ing conversations with the necessity of maintain-
ing factual accuracy and consistency in the charac-
ter’s persona. This model’s ability to perform well
without the need for fine-tuning makes it highly
scalable. By simply incorporating new triples into
the knowledge graph, we can expand the conversa-
tional scope and update existing facts seamlessly.
Additionally, its autonomy from external databases
simplifies deployment, as all operations are con-
fined to a single API, enhancing ease of use and
accessibility.

However, the manual generation of the knowl-
edge graph remains the most challenging aspect
of setting up the KGGPT model. This task is
time-consuming and prone to human error. Fu-
ture research could focus on automating the cre-
ation of knowledge graphs to streamline the pro-
cess. Exploring machine learning techniques for en-
tity recognition, triplet extraction, and co-reference
resolution could significantly reduce the manual
effort required and improve the scalability of this
approach.

Another promising avenue for future investiga-
tion involves assessing the model’s performance
across different sizes of knowledge graphs. While
a smaller knowledge graph may reduce operational
costs and inference times, it could also lead to
higher rates of hallucination errors. Conversely,
a larger knowledge graph might improve accuracy
but at the expense of efficiency. Future work should
aim to strike an optimal balance between these
competing factors, ensuring that the model remains
both effective and efficient.

In summary, our findings underscore the poten-
tial of knowledge graph-grounded models in creat-
ing robust, scalable dialogue agents. By addressing
the current limitations and exploring new avenues
for enhancement, we can further refine these mod-
els to better serve various applications, from virtual
assistants to educational tools and beyond.

Limitations

While our study has shown promising results, there
are several limitations that warrant consideration
in future research. Firstly, our investigation fo-
cused exclusively on a single character domain,
Sgt. Blackwell, with a limited dataset. This re-
stricts the generalizability of our findings to other
characters and domains, necessitating future stud-
ies across diverse contexts. Moreover, our study
utilized GPT-3.5 for response generation. Future

research should explore the capabilities of newer
models like GPT-4.0 to potentially enhance dia-
logue quality and reduce errors. Lastly, balancing
the size of the knowledge graph with operational ef-
ficiency and error rates remains a challenge. Future
work should focus on optimizing this trade-off to
improve scalability and performance in real-world
applications.
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Given an utterance from the user, drag and drop the responses to rank them from most preferred to least
preferred. Keep the most preferred at the top and the least preferred at the bottom.

Person: what
ChatBot: ...

« Sorry, that's outside my Area of Operation.

¢ ICT is doing some pretty cool stuff. Part of the University of Southern California and one the Army's four
University Affiliated Research Centers. They are all about guys like me - both the real warfighters and the
virtual kind - using advanced research in graphics, sound and Artificial Intelligence to make me real.

« NaN
e What

Figure 4: MTurk interface for annotations
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