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Abstract

In this paper, we reported our experiments001
with various strategies to improve code-002
mixed humour and sarcasm detection. Par-003
ticularly, we tried three approaches: (i) na-004
tive sample mixing, (ii) multi-task learning005
(MTL), and (iii) prompting and instruction006
finetuning very large multilingual language007
models (VMLMs). In native sample mixing,008
we added monolingual task samples to code-009
mixed training sets. In MTL learning, we010
relied on native and code-mixed samples of011
a semantically related task (hate detection012
in our case). Finally, in our third approach,013
we evaluated the efficacy of VMLMs via014
few-shot context prompting and instruc-015
tion finetuning. Some interesting findings016
we got are (i) adding native samples im-017
proved humor (raising the F1-score up to018
6.76%) and sarcasm (raising the F1-score019
up to 8.64%) detection, (ii) training MLMs020
in an MTL framework boosted performance021
for both humour (raising the F1-score up022
to 10.67%) and sarcasm (increment up023
to 12.35% in F1-score) detection, and024
(iii) prompting and instruction finetuning025
VMLMs couldn’t outperform the other ap-026
proaches. Finally, our ablation studies and027
error analysis discovered the cases where028
our model is yet to improve. We provided029
our code for reproducibility.030

1 Introduction:031

Humour and sarcasm are complex and subjec-032

tive emotions that impact the nature of human033

communication. They can appear in differ-034

ent forms such as exaggeration, dark humour,035

gross humour, adult or slang expression, in-036

sult, offence, etc. (Frenda et al., 2018; Ahuja,037

2019). Past study (Bleakley and Sailofsky,038

2023) highlighted how they can affect politics039

amid tragedy. Detecting Humour and Sarcasm040

becomes more challenging in a code-mixed set-041

ting. This is because models now need to un-042

derstand humour and sarcasm in an utterance 043

expressed through altering multiple languages. 044

More details on the phenomenon of code-mixing 045

are presented in the Appendix. An example 046

of humorous and sarcastic expression in Hindi- 047

English code-mixed language is given in the 048

following. More examples are presented in Fig- 049

ure 1 of Appendix C. In the following example, 050

the English parts are marked in red, and the 051

Hindi parts are marked in blue. We have pro- 052

vided their translations for readability. 053

• Humor: Never take a moral high ground. 054

Wahan railing nahi hai aur kabhi bhi gir 055

sakte hain. 056

(Translation: Never take a moral high 057

ground. There are no railings and one can 058

fall at any time.) 059

• Sarcasm: Kuch logo ka number iss liye 060

save krte hain ki galti se uth naa jaye.... 061

#sarcasm 062

(Translation: Some people save their 063

numbers so that they don’t get called by 064

mistake.... #sarcasm) 065

The NLP community has shown significant 066

interest in monolingual humour and sarcasm de- 067

tection (Abulaish et al., 2020; Joshi et al., 2017, 068

2020). Unfortunately, there is relatively less 069

focus on the code-mixed settings (Singh and 070

Sharma, 2023; Elayan et al., 2022; Chen et al., 071

2024a). Therefore, we have few publicly an- 072

notated code-mixed corpora available, further 073

acting as a bottleneck in developing new mod- 074

els (Sitaram et al., 2019; Doğruöz et al., 2021; 075

Winata et al., 2023). The evolution of multi- 076

lingual large language models (MLM hereafter) 077

has shown a new path to address this issue. 078

They can learn task-specific knowledge from 079

samples in one language and make predictions 080
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for samples in different languages. This phe-081

nomenon is known as cross-lingual learning. It082

is very effective if training and testing samples083

share similar linguistic and cultural contexts084

(Bigoulaeva et al., 2021; Gupta et al., 2022).085

MLMs learn their embeddings from a corpora086

spanning multiple languages, thus they are087

aware of vocabulary of multiple languages. In088

the context of code-mixed languages, it means089

we can fine-tune the MLMs using native mono-090

lingual task samples (e.g. for Hindi and English091

task samples for a Hindi-English code-mixed092

task) and do prediction for code-mixed samples.093

The hypothesis is that since code-mixed cor-094

pora (in Hindi-English code-mixed language)095

and the native monolingual corpora (in Hindi096

and English languages) are likely to share simi-097

lar linguistic and cultural contexts, the train-098

ing with native task samples or adding them099

in code-mixed training sets can improve code-100

mixed task performance. In fact, Mazumder101

et al. (2024), in a set of empirical experiments,102

have shown that adding Hindi and English hate103

samples in code-mixed hate training corpora im-104

proves code-mixed hate detection (Mazumder105

et al., 2024). However, nobody has tested it106

for code-mixed Humour and Sarcasm detec-107

tion. A detailed discussion of prior works in108

this direction is presented in the Appendix A.109

Further, we observed that Hindi humour and110

sarcasm datasets are not publicly available. We111

experimented with synthetic Hindi samples and112

multi-tasking strategies to fill this gap. Overall,113

we asked for three research questions,114

R1: Does mixing native samples (English and115

synthetic Hindi samples in our case) in code-116

mixed training sets improve code-mixed humour117

and sarcasm detection?118

R2: Do jointly training with a semantically119

related third task (hate detection) along with120

native sample mixing improve code-mixed hu-121

mour and sarcasm detection?122

R3: Do adding native samples in the prompt-123

ing context or in instruction finetuning of Very124

large MLMs (VMLMs hereafter) improve the125

performance?126

In summary, our contributions are the follow-127

ing,128

• We analyzed the effect of adding native129

samples ( both English and synthetic Hindi130

samples) from existing humour and sar-131

casm datasets to code-mixed training data. 132

For this, we experimented with two types 133

of models: (i) statistical classifiers on top 134

of word n-gram features, (ii) MLMs such 135

as mBERT (Devlin et al., 2019), XLM-R 136

(Conneau et al., 2020), MuRIL (Khanuja 137

et al., 2021) and IndicBERT (Doddapa- 138

neni et al., 2023) (refer Exp. 1: Sec- 139

tion 3.2). Combining native samples with 140

code-mixed data led to improvements in 141

MLMs, achieving increment up to 6.76% 142

and 8.64% for humor and sarcasm detec- 143

tion, respectively (p < 0.05). In contrast, 144

statistical models performed worse. 145

• We integrated a related task which is hate 146

detection with native samples in a mul- 147

titask learning framework (refer Exp. 2: 148

Section 3.3). Instead of sequential training, 149

the model processed batches containing 150

mixed-task samples. We conducted an ab- 151

lation study to understand the role of the 152

gating mechanism in the MTL framework 153

(in Appendix G.1). This approach gave 154

significant performance improvements for 155

MLMs, with F1-score up to 10.67% incre- 156

ment in humour and 12.35% increment in 157

sarcasm (p < 0.05). With a gating mecha- 158

nism, they better handled shorter contexts 159

and misspelt samples. 160

• We compared the performance of VMLMs 161

using native and code-mixed examples as 162

few-shots (refer Exp. 3: Section 3.4). 163

In the second set-up, we compared the 164

VMLMs’ performance when native sam- 165

ples are addded to the code-mixed training 166

set. However, neither type of set-ups could 167

improve the VMLM predictions. 168

2 Datasets: 169

In this section, we reported the details of code- 170

mixed and native datasets considered in our 171

study. Please note that we ignored the datasets 172

containing dialogues and multi-modal samples 173

to simplify our task formulation. The list of 174

the datasets and their basic statistical details 175

were reported in Table 1. The dataset examples 176

were illustrated in Figure 1 in the appendix. A 177

brief description of the individual datasets were 178

reported in Appendix C. Apart from the class 179

distribution, we also provided the Kullback- 180
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Language Dataset # +ve # −ve H +ve H −ve KL IAA

Humor

Code-mixed Khandelwal et al. (2018) 1759 1192 31.32% 22.98% 1.603 H: 0.821 & NH: 0.794 (Fleiss’ Kappa)
English Col(Annamoradnejad and Zoghi, 2024) 100000 100000 64.92% 39.85% 2.386 N/A
English POTD(Yang et al., 2015) 2423 2403 47.13% 53.05% 1.318 N/A
English HaHa(Meaney et al., 2021) 6179 3821 73.54% 60.64% 1.489 0.736 (Krippendorff’s)
English 16000(Mihalcea and Strapparava, 2005) 16000 16000 49.94% 52.55% 1.209 N/A

Sarcasm

Code-mixed Swami et al. (2018) 504 4746 31.15% 38.33% 3.021 0.79 (Cohen’s Kappa)
English NHD(Misra and Arora, 2019) 11724 14985 44.20% 39.26% 1.742 N/A
English iSarc(Oprea and Magdy, 2020) 1067 4668 60.44% 51.82% 1.184 N/A
English SC-V2(Oraby et al., 2016) 4693 4693 77.69% 79.90% 0.645 0.80

Hate
Code-mixed Bohra et al. (2018) 1661 2914 71.82% 77.62% 1.218 0.982 (Cohen’s Kappa)
Hindi HCHIn(Das et al., 2022) 3338 1416 - - 0.740 0.95 (Fleiss’ Kappa)
English HASOC8 2261 3591 76.47% 60.68% 1.182 72% (overlap)

Table 1: Dataset statistics. Notation: # for number of samples, H denotes proportion of samples containing
hurtful (offensive, aggressive and hateful) keywords from positive or negative class, IAA for Inter-Annotator
Agreement and KL for symmetrized smoothed Kullback-Leibler divergence between word distributions of positive
(+ve) and negative (−ve) samples.

Leibler (KL) divergence (Kullback and Leibler,181

1951) values for the individual datasets in Table182

1. The KL divergence measures the difference183

between two probability distributions. Here, it184

quantifies lexical variation, i.e., how the word185

distribution in class differs from the other. A186

higher value of KL divergence suggests that187

the classes are well-separated in terms of word188

distributions. We also reported the fraction of189

total samples containing English hurtful (offen-190

sive, aggressive and hateful) keywords in each191

class. We used the lexicon given by Bassignana192

et al. (2018) to calculate it. Finally, we also193

reported the inter-annotator agreement (IAA)194

scores published with individual datasets.195

3 Experiments:196

In this section, we reported the details of our197

experiments conducted as a part of this study.198

Apart from reproducing the baselines (section199

3.1), we designed three experiments each based200

on a unique research philosophy. The three201

philosophies are i) native sample mixing (sec-202

tion 3.2), ii) multi-task learning (section 3.3)203

and iii) prompting and instruction finetun-204

ing very large multilingual language models205

(VMLMs) (section 3.4). While the native sam-206

ple mixing strategy intends to improve the code-207

mixed tasks by adding monolingual native sam-208

ples to the code-mixed training sets, the multi-209

task learning strategy tries to do the same by210

learning linguistic knowledge from the samples211

of a third task (here, it is hate detection). Our212

last strategy, i.e. prompting and instruction213

finetuning VMLMs, evaluates the performance214

of very large multilingual language models for215

the considered code-mixed tasks in a few-shot 216

context prompting and instruction finetuning 217

scenarios. The detailed experimental set up is 218

given in Appendix F.1. 219

3.1 Baselines: 220

In this section, we reported the previously pro- 221

posed best performing methods as baselines. 222

They were proposed for code-mixed humour 223

and sarcasm detection in Hindi-English code- 224

mixed scenario. Please note that some baseline 225

papers did not share their code; thus, we reim- 226

plemented them to the best of our knowledge. 227

Further, we made our codebase public for repro- 228

ducibility. In the results section, we reported 229

both the reproduced and original results as per 230

the baseline paper. However, we considered the 231

reproduced results for comparative analysis. 232

Humor: We considered two previous works 233

published by Agarwal and Narula (2021) and 234

Muttaraju et al. (2022) as our baselines. Fur- 235

ther details of individual approaches are pro- 236

vided in Appendix - D.1. 237

Sarcasm: We considered two previous works 238

published by Pandey and Singh (2023) and 239

Aloria et al. (2023) as our baselines. Further 240

details of individual approaches are provided 241

in Appendix - D.2. 242

3.2 Exp. 1- Impact of mixing native 243

language samples: 244

Our first experiment explored the impact of 245

native language samples after adding them 246

to the code-mixed training sets. Past study 247

(Mazumder et al., 2024) reported that this strat- 248

egy works for code-mixed hate detection. How- 249

ever, no one tested it for code-mixed humour 250
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and sarcasm detection. Further, in our case,251

even though there are publicly available En-252

glish humour and sarcasm datasets (Table 1),253

we couldn’t find any Hindi datasets for the254

same. Thus, we choose to create silver anno-255

tated datasets by translating some portions256

of English datasets into Hindi using Google257

Translator API1. Note that accurately trans-258

lating humour and sarcasm samples is still an259

open research topic. Thus, we used the most260

popular publicly available translation tool of261

current time. From the methodological point262

of view, we considered two types of models.263

• Statistical classifiers: We considered264

three statistical classifiers, i.e. Naive Bayes265

(NB), Random Forest (RF), and Support266

Vector Machine (SVM) in our study. NB267

is known to perform better when there is268

high KL divergence between classes. We269

utilized word-level unigrams, bigrams, and270

trigrams as features. Past works showed271

these features to perform best (Khandelwal272

et al., 2018; Swami et al., 2018).273

• Multilingual Language Models274

(MLMs): We also considered four275

widely used MLMs for our study. They276

are, i) mBERT (Devlin et al., 2019), ii)277

XLM-R (Conneau et al., 2020), iii) MuRIL278

(Khanuja et al., 2021) and iv) IndicBERT279

(Doddapaneni et al., 2023). Out of them,280

mBERT and XLM-R are general-purpose281

MLMs trained on 100+ languages, while282

MuRIL and IndicBERT are specialized283

models specifically trained for Indic284

languages. We froze all but the last four285

layers of MLMs during fine-tuning.286

3.3 Exp. 2- Multi-task learning:287

In our second approach, we explored the effi-288

ciency of multi-task framework to detect code-289

mixed humour and sarcasm by learning linguis-290

tic knowledge from the samples of a third task,291

i.e., here it is, hate detection. We chose hate292

detection as a third task because (i) it is se-293

mantically related to humour and sarcasm, (ii)294

samples of humour and sarcasm datasets con-295

tained hateful keywords (refer Table 1), and (iii)296

we could found Hindi, English and code-mixed297

samples available for this task. Our multi-task298

1https://cloud.google.com/translate?hl=en

framework is inspired by the framework pro- 299

posed by Rotman and Reichart (2022). They 300

utilized a BERT-like architecture divided into 301

two parts. The bottom module consists of eight 302

lower layers of a transformer-based language 303

model like BERT were common to the partici- 304

pating tasks. The top module, containing top 305

four layers, were separately present for the in- 306

dividual tasks. Apart from that there is an 307

additional top module present for parameter 308

sharing. A gating mechanism connects all of 309

the task-specific top modules with the addi- 310

tional top module. Authors experimented this 311

framework on tasks like dependency parsing 312

and named entity recognition and found that 313

it performs better. In our case (i) we added a 314

regularization term for soft parameter sharing 315

of the final layers from the top module, and 316

(ii) we froze the parameters of the bottom mod- 317

ule during fine-tuning. The architecture of our 318

framework is shown in Figure 3. We used em- 319

beddings from three widely used MLMs, i.e., 320

(i) mBERT, (ii) XLM-R and (iii) MuRIL to 321

initialize the layers of our MTL framework. We 322

conducted an ablation study (refer Appendix 323

G.1) to examine the role of the gating mech- 324

anism within the MTL models by removing 325

the gate and comparing the performance with 326

models that included the gating mechanism. 327

3.4 Exp. 3- Impact of in-context 328

learning on very large multilingual 329

language models: 330

In our third experiment, we evaluated the per- 331

formance of very large multilingual language 332

models in detecting humour and sarcasm in 333

code-mixed texts. As their name suggests, they 334

have a lot of parameters, thus, they are de- 335

signed to work well with prompting approaches 336

rather than fine-tuning them fully. We uti- 337

lized four VMLMs: (i) Gemma (Team et al., 338

2024), (ii) Aya Expanse (Üstün et al., 2024), 339

(iii) Llama 3.1 (Dubey et al., 2024) and (iv) 340

GPT-42 (Achiam et al., 2023). These VMLMs 341

were chosen for their strong performance in 342

both Indic languages (Watts et al., 2024) and 343

English. We used two scenarios: (i) few-shot 344

prompting and (ii) instruction finetuning using 345

LoRA (Hu et al., 2021) adapter. Here in the few 346

shot set-up, we show a few training examples 347

2https://chatgpt.com/
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in the prompt while asking the VMLMs to clas-348

sify for a test sample. This strategy has proven349

its superiority in sentiment-related code-mixed350

tasks(Yadav et al., 2024). The prompt tem-351

plate and some of the examples are reported in352

Appendix E.1. We conducted many variants of353

this experiment by considering samples from354

native and code-mixed training set as few shots355

examples in the prompt. In the second scenario,356

we finetuned the first three open source VMLMs357

on the code-mixed training set and then after358

combining the native language samples with359

the code-mixed training data.360

4 Results and discussion:361

As the datasets are not balanced, we evalu-362

ated our models and the baselines using the363

F1-score(F1 ). The reported values are the av-364

erage of three random seeds over separate runs.365

In the following subsections, we reported the366

results of our baseline and three experiments.367

Statistically significant results (p < 0.05) are368

identified with an ‘*’ mark.369

4.1 Baseline results:370

Most of the baseline papers reported accuracy371

values as their performance measures. However,372

since the datasets are class-imbalanced, we be-373

lieve F1-scores best measures their performance.374

We implemented the baselines and reported the375

F1-scores in Table 2. Out of all methods, we376

found that IndicBERT performed best for hu-377

mour detection. Similarly, LSTM-BERT gave378

the best result for sarcasm detection.379

Baselines F1

Humor
Agarwal and Narula (2021) 0.78†

Muttaraju et al. (2022) 0.74†

Sarcasm
Pandey and Singh (2023) 0.85† (0.92#)
Aloria et al. (2023) 0.84† (0.84#)

Table 2: Baselines results. Notation: originally re-
ported scores are mentioned with ‘#’ mark and our
reproduced results are marked as ‘†’.

4.2 Observations from Exp. 1:380

In this section, we reported our observations381

from the first experiment. The F1-scores ob-382

tained from all models over the considered383

datasets and training scenarios are reported384

in Table 3. The F1-scores of best-performing385

models for the individual training scenarios386

(column-wise in Table 3) were marked in bold,387

while the second-best results are underlined. 388

Similarly, the best-performing scenarios giv- 389

ing the highest F1 scores for individual mod- 390

els (row-wise in Table 3) were kept inside the 391

parenthesis, while the second best scores are 392

marked with ‘#’ superscript. The highest score 393

for both tasks across all training scenarios and 394

models are marked in blue. Following are our 395

takeaways, 396

• When trained with only code-mixed sam- 397

ples, mBERT gave the highest F1-score 398

of 0.78 for humour detection, followed by 399

XLM-R and MuRIL (F1-score of 0.75). 400

Similarly, for sarcasm detection, MuRIL 401

reported the highest F1-score of 0.83 fol- 402

lowed by IndicBERT and XLM-R (F1- 403

score of 0.81). 404

• On adding native samples to the code- 405

mixed training sets, statistical classifiers 406

did not show any performance improve- 407

ment. In fact, in many cases, the per- 408

formance declined sharply (a decline of 409

9.85% and 56.7% in F1-scores for humour 410

and sarcasm detection, respectively). 411

• Among the MLMs, mBERT showed sig- 412

nificant improvement after native sample 413

mixing with an F1-score of 0.84 (improve- 414

ments up to 5%) in detecting sarcasm. 415

In the case of MuRIL, we saw many in- 416

stances where it resulted in statistically 417

significant (p < 0.05) improvement (up to 418

5.3% and 7.2% raise in F1-score for hu- 419

mour and sarcasm detection respectively) 420

after native sample mixing. Finally, we ob- 421

served that IndicBERT model performed 422

best after native sample mixing with an F1 423

scores of 0.79 (improvement up to 6.7%) 424

and 0.88 (improvement up to 8.6%) in 425

code-mixed humour and sarcasm detection 426

respectively (both statistically significant 427

with p< 0.05). 428

• We observed that MuRIL and IndicBERT 429

gave the overall highest scores. This 430

is interesting as both are special LLMs 431

exclusively developed for Indian lan- 432

guages. This observation is consistent with 433

Mazumder et al. (2024) as the same phe- 434

nomenon was observed for code-mixed hate 435

detection. Another important observation 436
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Humor
NLD → Col POTD HaHa 16000

Model ↓ CM CM+Hi+En CM+En CM+Hi CM+Hi+En CM+En CM+Hi CM+Hi+En CM+En CM+Hi CM+Hi+En CM+En CM+Hi

NB 0.74# (0.75) (0.75) (0.75) (0.75) (0.75) (0.75) 0.74# 0.74# (0.75) (0.75) (0.75) (0.75)
RF 0.72# 0.69 0.70 0.69 0.70 0.72# 0.71 0.71 0.70 (0.73) 0.69 0.69 0.68
SVM (0.71) 0.68 0.64 0.66 0.69 0.70# 0.69 0.69 0.69 0.69 0.68 0.69 0.69
mBERT (0.78) 0.73 0.72 0.65 0.71 0.76 0.75 0.68 0.76# 0.76# 0.74 0.75 0.70
XLM-R 0.75# 0.72 0.73 0.73 0.73 0.75# 0.73 0.74 0.75# 0.73 (0.76) (0.76) 0.72
MuRIL 0.75 (0.79∗) 0.72 0.76 0.73 (0.79∗) 0.78∗# 0.77 0.77 0.78# 0.76 0.77 0.78#

IndicBERT 0.74 0.76 0.72 0.71 0.77# 0.76 0.75 (0.79∗) 0.76 0.75 0.74 0.73 0.76

Sarcasm
NLD → NHD iSarc SC-V2

Model ↓ CM CM+Hi+En CM+En CM+Hi CM+Hi+En CM+En CM+Hi CM+Hi+En CM+En CM+Hi

NB (0.74) 0.35 0.37 0.41 0.38 0.41 0.42# 0.32 0.34 0.37
RF (0.69) 0.43 0.51 0.60# 0.51 0.57 0.57 0.49 0.60# 0.58
SVM (0.74) 0.59 0.59 0.73# 0.64 0.64 0.71 0.68 0.68 0.73#

mBERT 0.80 0.83∗# 0.79 0.82∗ 0.79 0.81 0.78 0.78 0.82 (0.84∗)
XLM-R 0.81# (0.83∗) 0.79 (0.83∗) 0.81# 0.81# 0.81# 0.80 (0.83) 0.81#

MuRIL 0.83 0.86∗ (0.89∗) 0.82 0.84 0.85∗ 0.84 0.87∗# 0.84 0.87∗#

IndicBERT 0.81 0.86∗# 0.86∗# 0.85∗ 0.81 (0.88∗) 0.83 0.83 0.83 0.82

Table 3: Results of our experiment evaluating the impact of mixing native samples for humor (upper table) and
sarcasm (lower table) detection. Notation: NLD for native language dataset, CM for code-mixed. Reported scores
are F1 scores of the positive class and are averaged over three different random seeds.

was that the addition of Hindi samples437

didn’t result in a sharp improvement in438

the F1-score as we saw in Mazumder et al.439

(2024). On inspection, we found that the440

synthetic samples are not humorous and441

sarcastic compared to their original En-442

glish ones. In other words, the humour443

and sarcasm got lost during translation. A444

detailed discussion of the same is reported445

in Appendix H.446

4.3 Observations from Exp. 2:447

In this section, we presented our observations448

from the second experiment. The F1-scores449

obtained from all models for the considered450

datasets and training scenarios are reported in451

Table 4. In Table 4, each row enlists different452

training scenarios for considered two tasks. It453

has two sub-tables. The upper and lower ta-454

bles report results for code-mixed humour and455

sarcasm detection, respectively. The first two456

columns in each sub-table report the combina-457

tion of datasets used for training. For exam-458

ple, the first row under the ‘Humor’ sub-table459

presents the case where the training set has (i)460

humour samples from the code-mixed dataset461

and English dataset ‘ColBERT’ (written as462

NLD: ‘Col’), (ii) sarcasm samples from the463

code-mixed dataset and English dataset ‘NHD’464

(tick marked next to NHD). We didn’t consider465

hate samples here (presented as the empty box466

under the ‘Hate’ column). So, we trained our467

models for two tasks in this case. Similarly, the468

fifth row represents the case where the training 469

set has code-mixed, native English and native 470

Hindi hate samples along with the Humour and 471

Sarcasm samples considered in the first row. So, 472

in this case, we trained our models for three 473

tasks. The overall best scores were marked in 474

red. Following were our takeaways, 475

• For code-mixed humor detection, 476

MuRILMTL reported the highest F1 477

score of 0.83 (up to 10.67% increment), 478

followed by XLM-RMTL (0.81) and 479

mBERTMTL (0.80). On the other 480

hand, for code-mixed sarcasm detection, 481

XLM-RMTL outperformed others with 482

0.91 F1 score (up to 12.35% increment), 483

followed by MuRILMTL (0.88) and 484

mBERTMTL (0.86). 485

• We achieved the highest scores in MTL 486

strategy when native datasets with low KL 487

divergence between classes were combined. 488

This appears to help the pre-trained MLM- 489

based MTL architecture focus more on con- 490

textual understanding rather than being in- 491

fluenced by lexical differences between the 492

labels. Notably, SC-V2 and HCHIn, which 493

have the lowest KL divergence, were consis- 494

tently present among the best-performing 495

configurations in both sub-tables of Table 496

4 (refer [row 26, col 7] of Humor subtable 497

and [row 32, col 5] of Sarcasm subtable). 498

• For sarcasm detection, mBERTMTL re- 499
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Humor
NLD : Col mBERTMTL XLM-RMTL MuRILMTL

Hate Sarcasm Gate w/o Gate Gate w/o Gate Gate w/o Gate

✓NHD 0.69 0.76 0.78∗ 0.79∗# 0.76 0.68
✓iSarc 0.71 0.78 0.76 0.75 0.76 0.71
✓SC−V 2 0.67 0.76 0.80∗# (0.80∗) 0.74 0.76

✓ 0.77 0.72 0.71 0.75 0.77 0.75
✓ ✓NHD 0.78 0.79# 0.79∗ 0.79∗# 0.76 0.78#

✓ ✓iSarc 0.78 0.77 0.79∗ 0.78 0.79∗ 0.76∗

✓ ✓SC−V 2 0.78 0.79# 0.79∗ 0.78∗ 0.75 0.75
NLD : POTD

✓NHD 0.71 0.79# 0.79∗ (0.80∗) 0.73 0.71
✓iSarc 0.76 0.79# 0.78 0.78∗ 0.76 0.78∗#

✓SC−V 2 0.71 0.79# 0.70 (0.80∗) 0.75 0.72
✓ 0.69 0.79# 0.75 0.79∗# 0.67 0.70
✓ ✓NHD 0.79# 0.79# 0.80∗# 0.79∗# 0.74 0.75
✓ ✓iSarc 0.79# 0.78 0.79∗ 0.78∗ 0.78 0.78∗#

✓ ✓SC−V 2 0.79# 0.79# (0.81∗) 0.71∗ 0.69 0.75
NLD : HaHa

✓NHD 0.77 0.78 0.80∗# 0.78∗ 0.71 0.76
✓iSarc 0.76 0.78 0.80∗# 0.75 0.69 0.75
✓SC−V 2 0.79# 0.78 0.78 0.78∗ 0.71 0.75

✓ 0.72 0.71 0.77 0.76 0.80∗# 0.76
✓ ✓NHD 0.77 0.79# 0.80∗# 0.79∗# 0.79∗ 0.75
✓ ✓iSarc 0.78 (0.80∗) 0.77 0.76 0.78 0.78#

✓ ✓SC−V 2 (0.80) 0.79# 0.78∗ 0.78 (0.83∗) (0.81∗)
NLD : 16000

✓NHD 0.76 0.68 0.79∗ (0.80∗) 0.69 0.76
✓iSarc 0.76 0.78 0.80∗# 0.77 0.78∗ 0.69
✓SC−V 2 0.79# 0.68 0.78 0.79∗# 0.73 0.68

✓ 0.78 0.78 0.77 0.78∗ 0.77 0.70
✓ ✓NHD 0.76 0.79# 0.77 0.79∗# 0.78 0.76
✓ ✓iSarc 0.78 0.77 0.77 0.75 0.78 0.76
✓ ✓SC−V 2 0.78 (0.80∗) 0.80∗# 0.77 0.80∗# 0.77

Sarcasm
NLD : NHD mBERTMTL XLM-RMTL MuRILMTL

Hate Humor Gate w/o Gate Gate w/o Gate Gate w/o Gate

✓Col 0.82 0.83 0.85∗ 0.82 0.83 0.78
✓POTD 0.84 0.83 0.85∗ 0.82 0.82 0.76
✓HaHa 0.84 0.83 0.85∗ 0.82 0.84 0.78
✓16000 0.81 0.83 0.90∗# 0.82 0.86∗ 0.79

✓ 0.81 0.85∗# 0.86∗ 0.82 0.86 0.78
✓ ✓Col 0.83∗ (0.86∗) 0.84∗ 0.88∗# 0.86∗ (0.84)
✓ ✓POTD 0.84∗ 0.81 0.88∗ 0.87∗ 0.84 0.82
✓ ✓HaHa 0.84∗ 0.83∗ 0.88∗ 0.87∗ 0.81 0.81
✓ ✓16000 0.85∗# 0.85∗# 0.88∗ 0.82 0.87∗# 0.81
NLD : iSarc

✓Col 0.81 0.83 0.83∗ 0.81 0.86 0.78
✓POTD 0.83∗ 0.85∗# 0.83 0.80 0.82 0.79
✓HaHa 0.84∗ 0.81 0.85∗ 0.81 0.86 0.79
✓16000 0.81 0.85∗# 0.82 0.81 0.82 0.78

✓ 0.82 0.83∗ 0.82 0.81 0.85 0.72
✓ ✓Col 0.81 0.80 0.86∗ 0.82 (0.88∗) 0.79
✓ ✓POTD 0.82 0.74 0.88∗ 0.83 0.82 0.79
✓ ✓HaHa 0.81 0.81 0.88∗ 0.82 0.85 0.80
✓ ✓16000 0.81 0.81 0.88∗ 0.85∗ 0.82 0.79
NLD : SC-V2

✓Col 0.84∗ 0.84∗ 0.83 0.83 0.81 0.83#

✓POTD 0.82 0.82 0.84∗ 0.83 0.85 0.83#

✓HaHa 0.85∗# 0.83∗ 0.82 0.83 0.85 0.83#

✓16000 0.81 0.84∗ 0.85∗ 0.83 0.84 0.83#

✓ 0.83∗ 0.84∗ 0.88∗ 0.83 0.85 0.79
✓ ✓Col 0.80 0.82 0.89∗ 0.87∗ 0.84 0.81
✓ ✓POTD 0.83∗ 0.83∗ 0.89∗ 0.85∗ 0.86∗ (0.84)
✓ ✓HaHa (0.86∗) 0.84∗ 0.85∗ (0.89∗) 0.87∗# 0.79
✓ ✓16000 0.83∗ 0.81 (0.91∗) 0.86∗ 0.85 0.81

Table 4: Results of our experiment of multi-task learn-
ing and ablation study for humor (upper table) and sar-
casm (lower table) detection. Notation: ‘NLD’ for Na-
tive Language Dataset. Reported scores are F1 scores
of the positive class and are averaged over three differ-
ent random seeds.

sulted with a highest F1 score of 0.86500

(improvement up to 7.5%). The improve-501

ment is statistically significant (p < 0.05).502

Humor
Model CM Col POTD HaHa 16000

Gemma 0.09 0.09 0.07 (0.11) 0.10#

Aya Expanse 0.73 (0.74) 0.73# 0.71 0.73
Llama-3.1 (0.75) 0.74# (0.75) (0.75) (0.75)
GPT-4 (0.74) 0.57 0.62# 0.56 0.58

Sarcasm
Model CM NHD iSarc SC-V2

Gemma 0.34 0.11 0.39# (0.47)
Aya Expanse 0.21 0.21 (0.26) 0.23#

Llama-3.1 0.21 0.45# (0.51) 0.28
GPT-4 (0.78) 0.17 0.25 0.43#

Table 5: Results of our experiment evaluating the
impact of in-context learning on VMLMs. Notation:
CM for code-mixed.

• Similarly, for humor detection, 503

XLM-RMTL gave an improvement of 504

F1 score upto 0.81 (improvement up to 505

8%). For sarcasm detection, XLM-RMTL 506

improved even more with the highest 507

F1 score of 0.91 (improvement up to 508

12.35%). Both the improvements were 509

statistically significant with p < 0.05. 510

• Finally, MuRILMTL reported the high- 511

est F1 score for humor detection, i.e., 512

0.83 (an improvement up to 10.67%). 513

The improvement is statistically significant 514

(p < 0.05). Similarly, for sarcasm detec- 515

tion, F1 scores ranged from 0.81 to 0.88 516

using MuRILMTL. The F1-score improved 517

up to 6% which is statistically significant 518

(p < 0.05). 519

• Upon analyzing the improvements deeply, 520

we found that the MTL models performed 521

better for samples with shorter context 522

length (refer to Figure 5 in Appendix G) 523

and spelling errors. Due to space con- 524

straints, we reported these insights from 525

the ablation study in Appendix G.1. 526

• The error analysis (refer Appendix G.2) 527

revealed that samples with some connec- 528

tion to the hate detection task improved 529

performance in multitask setting. 530

4.4 Observations from Exp. 3: 531

In this section, we reported our observations 532

from the third experiment. The best F1-scores 533

obtained from prompting VMLMs are reported 534

in Table 5. A more detailed overview of ob- 535

tained F1-scores is presented in Table 7. The 536

F1-scores obtained from instruction finetuning 537
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Humor
Model CM CM+Col CM+POTD CM+HaHa CM+16000

Gemma (0.77) 0.58 (0.77) 0.23 0.76
Aya Expanse 0.74 0.74 0.75 0.74 (0.76)
Llama-3.1 (0.77) 0.74 0.75 0.74 0.75

Sarcasm
Model CM CM+NHD CM+iSarc CM+SC-V2

Gemma (0.74) 0.63 0.67 0.64
Aya Expanse 0.78 0.68 (0.79) 0.78
Llama-3.1 0.80 0.49 0.70 (0.81)

Table 6: Results of our experiment evaluating the
impact of native language mixing in instruction fine-
tuning of VMLMs using LoRA adapter. Notation: CM
for code-mixed.

VMLMs are presented in Table 6. The highest538

overall scores for both tasks are marked in blue.539

Following were our takeaways,540

• When we prompted the VMLMs with code-541

mixed few shots, Llama-3.1 achieved the542

highest F1-score (0.75) for humour de-543

tection, followed by GPT-4 (0.74) and544

Aya Expanse (0.73). In contrast, Gemma545

performed the worst with an F1-score of546

0.09. For sarcasm detection, GPT-4 out-547

performed all models with an F1-score of548

0.78, while others showed a sharp decline,549

i.e., Gemma (0.34), Aya Expanse (0.21),550

and Llama-3.1 (0.21).551

• When prompted with native humour few-552

shot examples, Llama-3.1 maintained a553

stable F1-score between 0.74–0.75, while554

Aya Expanse showed no significant im-555

provement, maintaining scores in the556

0.71–0.74 range. In contrast, Gemma557

performed poorly, with F1-scores rang-558

ing from 0.07–0.11. GPT-4 also expe-559

rienced a decline in performance, with560

F1-scores dropping to 0.56–0.62. Native561

few-shot prompting led to some improve-562

ments in sarcasm detection across mod-563

els. Gemma’s performance significantly564

increased to 0.47, compared to 0.34 with565

code-mixed few-shots. Similarly, Aya Ex-566

panse improved to 0.26, up from 0.21,567

while Llama-3.1 achieved an F1-score of568

0.51, a substantial increase from 0.21 in569

the code-mixed setting. However, GPT-4570

continued to struggle, with F1-scores rang-571

ing from 0.17–0.43.572

• When VMLMs were finetuned using the573

code-mixed training set, Gemma and574

Llama-3.1 achieved the best F1-score of 575

0.77 in humour detection, while Llama- 576

3.1 got best F1-score of 0.80 in sar- 577

casm detection. When finetuned using na- 578

tive sample mixing strategy, Aya Expanse 579

and Llama-3.1 maintained comparable per- 580

formances within the range 0.74-0.76, 581

whereas Gemma showed greater fluctua- 582

tions (0.23-0.77). For sarcasm detection 583

also, VMLMs showed varying fluctuations, 584

i.e., Gemma (0.63-0.67), Aya Expanse 585

(0.68-0.79), and Llama-3.1 (0.49-0.81). 586

Although this finetuning approach outper- 587

formed the few-shot prompting method, it 588

did not exceed the best F1-scores obtained 589

with MLMs. Futhermore, a consistent pat- 590

tern emerged from the native dataset point 591

of view, where low KL divergence native 592

datasets proved to be more effective for 593

training compared to others. 594

5 Conclusion: 595

From our findings, we drew the following con- 596

clusions: 597

• Among these three strategies, MTL re- 598

ported the most significant improvement, 599

with F1-score increments upto 10.67% for 600

humor and 12.35% for sarcasm. Native 601

sample mixing followed, with increments 602

upto 6.76% for humor and 8.64% for sar- 603

casm, while VMLMs in both set-up showed 604

no improvement in F1-scores. 605

• The ablation study highlighted the impor- 606

tance of the gating mechanism within the 607

MTL framework, particularly in samples 608

with ‘shorter context lengths’ and those 609

containing ‘misspelled words’. 610

• The error analysis (refer Appendix G.2) 611

presented samples which justified the util- 612

ity of related tasks in the multitask sce- 613

nario. 614

• The VMLMs showed poor performance 615

due to a tendency to favor specific labels in 616

sentiment-related classification tasks (refer 617

Appendix E.3 for detailed observations). 618

This insight aligned well with previous 619

works (Góes et al., 2023; Baranov et al., 620

2023; Zhang et al., 2024) which showed 621

LLMs inability in detecting monolingual 622

humor and sarcasm. 623
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6 Limitation:624

In this section, we reported some of the limita-625

tions of our work.626

• Our MTL models occasionally failed on627

non-humorous and non-sarcastic samples.628

The possible reason behind it could be task629

and domain interference. We reported a630

detailed qualitative analysis of correctly631

and incorrectly classified samples in error632

analysis section (refer Appendix G.2).633

• Non-availability of native Hindi language634

datasets for these two tasks restricted us635

from utilizing gold labeled Hindi samples636

for mixing in our experiments.637

• Due to the limited linguistic expertise, we638

evaluated our hypothesis only on the Hindi-639

English code-mixed scenarios. Other lan-640

guage pairs can be utilized to shed some641

light on the generalization of our approach642

to more languages.643

• We couldn’t make use of more larger644

VMLMs due to computational constraints.645

The larger ones (with more than 100B pa-646

rameters) may generalize the results more647

clearly.648

• Here, in our experiments we utilized the649

most widely used translator (Google Trans-650

late API) to generate synthetic Hindi sam-651

ples. One can try other possible ways for652

synthetic data generation using various653

VMLMs, in the same lines as future scope.654

• We explored the impact of native samples655

for code-mixed humor and sarcasm detec-656

tion. As future scope, one can test the657

impact of near native language (languages658

which have similar origin) samples and659

more closely associated tasks as well.660

• Several instances showed that even MLMs661

failed due to inter-language interferences.662

These issues could potentially be addressed663

by integrating multilingual Named Entity664

Recognition (NER) (Vitiugin et al., 2024).665

• The pretraining of VMLMs can be more666

language inclusive, i.e., it should contain667

better data representation for code-mixed668

setting (Zhang et al., 2023).669
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A Related works: 1469

In this section, we discussed the past works of 1470

this domain. We listed task-wise description of 1471

the past literature in the following subsections. 1472

A.1 Monolingual humor: 1473

The automatic detection of humor has gathered 1474

significant interest in NLP community. Most 1475

of the research in past literature focused on 1476

monolingual setting. From the task point of 1477

view, we saw binary classification (‘humor’ or 1478

‘non-humor’) (Mihalcea and Strapparava, 2005; 1479

Purandare and Litman, 2006; Yang et al., 2015; 1480

Ramakrishna et al., 2018; Hasan et al., 2019; 1481

Zhao et al., 2019; Liu and Hou, 2023), multi- 1482

class and multi-label classification on humor 1483

targets (Chiruzzo et al., 2021), ranking (top 1484

10 humorous utterances) (Zhao et al., 2019), 1485

scoring (based on a reaction based humor score) 1486

(Yang et al., 2021), generation (Stock and Strap- 1487

parava, 2005; Chen et al., 2024b), etc. From 1488

the approach point of view, past studies ex- 1489

plored various approaches, ranging from statis- 1490

tical techniques to deep learning models (Abu- 1491

laish et al., 2020). For instance, initially re- 1492

searchers looked into stylistic features such 1493

as alliteration, antonyms, and adult slangs 1494

(Mihalcea and Strapparava, 2005), and also 1495

prosody features like pitch, tempo, and empha- 1496

sis (Purandare and Litman, 2006). In addition, 1497

(Stock and Strapparava, 2005) used theoreti- 1498

cal ideas like incongruity theory to generate 1499

humorous acronyms. Later, with the rise of 1500

deep-neural networks like RNNs, LSTMs, and 1501

CNNs with character ngram, Word2Vec and 1502

kNN features(Yang et al., 2015; Bertero and 1503

Fung, 2016; Ramakrishna et al., 2018; Hasan 1504

et al., 2019)), research on computational hu- 1505

mor identification has grown significantly. The 1506

development of attention mechanisms allowed 1507

identification context-based humor using trans- 1508

former models (Weller and Seppi, 2019) and 1509

pretrained language models (Yang et al., 2021; 1510

Shang et al., 2022; Chen et al., 2024b). 1511

A.2 Code-mixed humor: 1512

Very few studies focused on humor detection 1513

in code-mixed environments, and most of them 1514
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are present in the Indian context (Khandel-1515

wal et al., 2018; Sane et al., 2019a; Shukla1516

et al., 2019; Bedi et al., 2023). Khandelwal1517

et al. (2018) introduced the first Hindi-English1518

code-mixed dataset and evaluated it on sta-1519

tistical classifiers (like SVM, NB and Ran-1520

dom Forest) with n-gram and bag-of-words1521

features for humor detection in code-mixed1522

setting. This dataset served as a valuable1523

resource for subsequent studies in the field.1524

Sane et al. (2019a) proposed an attention-based1525

bidirectional LSTM model using Continuous1526

Bag of Words (CBOW) and Skip-gram em-1527

beddings for humor detection in the same code-1528

mixed dataset. Building upon existing research,1529

Shukla et al. (2019) compared bidirectional1530

LSTM and CNN models utilizing word and1531

sentence embeddings for humor detection in1532

Hindi-English code-mixed text. Their study1533

provided insights into the comparative efficacy1534

of different neural network architectures for this1535

task. In a recent development, Bedi et al. (2023)1536

leveraged contextual attention mechanisms for1537

multi-modal humor detection in Hindi-English1538

code-mixed text. This approach highlighted1539

the importance of considering contextual cues1540

in code-mixed humor analysis.1541

A.3 Monolingual sarcasm:1542

Sarcasm detection, though a challenging task,1543

has gained attention due to its repurcussions.1544

It is also considered as an implicit hate. From1545

the task point of view, we saw many variations,1546

like binary classification (‘sarcastic’ or ‘non-1547

sarcastic’) (Tepperman et al., 2006; Tsur et al.,1548

2010; Joshi et al., 2015; Riloff et al., 2013),1549

sarcasm generation (Mishra et al., 2019; Zhao1550

et al., 2023; Ilić et al., 2018), counter sarcasm1551

generation (Peled and Reichart, 2017), transla-1552

tion (Sukmaningrum, 2018), etc. From an ar-1553

chitectural point of view, researchers explored1554

rule-based features such as prosodic, spectral,1555

and contextual cues, along with patterns and1556

punctuations (Tepperman et al., 2006), pattern1557

matching by extracting High-Frequency Words1558

(HFWs) and Content Words (CWs) (Tsur et al.,1559

2010) and shift of sentiment and various incon-1560

gruities (Joshi et al., 2015). Later on, deep1561

learning-based approaches gained pace and1562

demonstrated promising results. The RNN,1563

LSTM and CNN (or a combination of them)1564

networks claimed to show strengths of semantic1565

modelling (Ghosh and Veale, 2016; Zhang et al., 1566

2016). Further, the combination of contextual 1567

pretrained embeddings and socio-linguistic fea- 1568

tures such as Named Entity Recognition (NER), 1569

Part-of-Speech (POS) tagging, Empath, and 1570

LIWC (Linguistic Inquiry and Word Count) 1571

features proved to be better at sarcasm classifi- 1572

cation (Patro et al., 2019). Later, the attention 1573

mechanism based pretrained transformers came 1574

into play to capture better contextual sarcastic 1575

cues from the sequence of text (Potamias et al., 1576

2020; Babanejad et al., 2020). 1577

A.4 Code-mixed sarcasm: 1578

Lately, the focus on code-mixed sarcasm de- 1579

tection started to come up (N et al., 2024; 1580

Bedi et al., 2023; Aggarwal et al., 2020; Shah 1581

and Maurya, 2021). Still the studies are lim- 1582

ited in terms of datasets and architecture 1583

both. From the dataset point of view, we 1584

saw code-mixed sarcasm in Tamil-English and 1585

Malayalam-English (N et al., 2024), Hindi- 1586

English (Swami et al., 2018; Aggarwal et al., 1587

2020; Vijay et al., 2018), multimodal Hindi- 1588

English (Bedi et al., 2023), etc. However, 1589

not all of the datasets are publicly available. 1590

From the methodological point, Aggarwal et al. 1591

(2020) uncovered a thorough comparison of 1592

deep learning based models like CNNs, LSTMs 1593

and Bi-directional LSTMs. Finally, the advent 1594

of transformers allowed researchers to utilize 1595

sub-word level embeddings (Shah and Maurya, 1596

2021) and contextual attention mechanism for 1597

multi-modal Hindi-English code-mixed sarcasm 1598

detection (Bedi et al., 2023). 1599

A.5 Multi-task learning: 1600

Multi-task learning has been used widely in 1601

the field of natural language processing for 1602

the past few years (Xie et al., 2024; Li et al., 1603

2023; Tang et al., 2023). From the task point 1604

of view, particularly in the code-mixed sce- 1605

nario, it has shown some promising results in 1606

various tasks such as stance detection (Sane 1607

et al., 2019b), sentiment analysis (Wu et al., 1608

2020), cyberbullying detection (Maity and 1609

Saha, 2021), and emotion classification (Ameer 1610

et al., 2023). Architecture-wise, researchers uti- 1611

lized multi-channel CNN (Sane et al., 2019b), 1612

pretrained BERT model (Wu et al., 2020), 1613

BERT+VecMap (Maity and Saha, 2021), pre- 1614

trained LMs and prompt tuning (Ameer et al., 1615
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2023). However, the quantity of data has min-1616

imal impact on these tasks; instead, utilizing1617

data from diverse sources has proven to be a1618

more effective solution (Baranov et al., 2023).1619

Finetuning MLMs with task specific modules1620

(e.g. adapters) achieved success in cross-lingual1621

learning for low-resource languages (Pfeiffer1622

et al., 2020; Parović et al., 2022).1623

A.6 In-context learning:1624

Although the very large language models are1625

known for their knowledge and ability to per-1626

form well with just a few examples, their com-1627

prehension of low resource languages is still1628

suboptimal (Bang et al., 2023). From the1629

prompting point of view, Liu et al. (2023) pro-1630

posed prompt tuning, where they defined sev-1631

eral prompt templates and verbalizers to assess1632

whether the intended meaning of a comment1633

contradicts the content provided in the prompt.1634

Past work (Nag et al., 2024) have compared1635

the performance of native script and translated/1636

transliterated version of it for various tasks like1637

sentiment classification, paraphrasing, intent1638

classification, summarization, question answer-1639

ing, multichoice question answering, etc.1640

A.7 Research gap:1641

Laureano De Leon et al. (2024) reported that1642

pretrained MLMs retained enough native lan-1643

guage information for processing code-mixed1644

text containing closely associated languages1645

like Spanish and English. Thus, the MLMs1646

improved in sentiment related tasks like code-1647

mixed hate detection via native sample mix-1648

ing (Mazumder et al., 2024), but require na-1649

tive samples from the participating languages.1650

Choudhury et al. (2017) also showed that a1651

generic DNN performs best in LID and lan-1652

guage modeling task when native samples are1653

either mixed with code-mixed data or trained1654

sequentially- first with native samples, followed1655

by code-mixed data. As a result, past studies1656

highlighted the benefits of native sample mix-1657

ing and multi-task learning in various tasks. To1658

the best of our knowledge, there is no existing1659

study which uses both native samples and mul-1660

titasking for code-mixed humor and sarcasm1661

detection.1662

B Code-mixing: 1663

Code-mixing is a linguistic phenomenon com- 1664

mon across multilingual speakers. Multilin- 1665

gual speakers are believed to outnumber mono- 1666

lingual speakers globally (Tucker, 1999). A 1667

large chunck of population in Asia, Europe, 1668

and North America know more then one lan- 1669

guage, this allows them to communicate among 1670

themselves by switching languages in a single 1671

utterance. It is more prominent in informal 1672

communications like social media posts and 1673

voice mails (Patro et al., 2017). 1674

C Additional dataset details: 1675

In this section, we described the details of code- 1676

mixed and monolingual datasets considered in 1677

our study. They were arranged task-wise in the 1678

following subsections. 1679

C.1 Humour: 1680

We could find only one publicly available Hindi- 1681

English code-mixed humour dataset, intro- 1682

duced by Khandelwal et al. (2018) (GPL 1683

3.0 licensed). However, there are several En- 1684

glish humour datasets proposed in the literature 1685

(Annamoradnejad and Zoghi, 2024; Yang et al., 1686

2015; Meaney et al., 2021; Mihalcea and Strap- 1687

parava, 2005; Weller and Seppi, 2020; Tang 1688

et al., 2022; Kamal and Abulaish, 2020). Out 1689

of which, we considered ColBERT (Col) (An- 1690

namoradnejad and Zoghi, 2024), Pun of the Day 1691

(POTD) (Yang et al., 2015), HaHackathon 1692

(HaHa) (Meaney et al., 2021) and 16000 One 1693

Liners (16000) (Mihalcea and Strapparava, 1694

2005) datasets. This is because they are rela- 1695

tively balanced and widely used in past stud- 1696

ies(Kenneth et al., 2024). On the contrary, we 1697

couldn’t find any appropriate Hindi humour 1698

dataset. Although Kumar et al. (2023) re- 1699

cently proposed one, it comprised dialogues 1700

taken from a famous Hindi TV series. Fur- 1701

ther, upon deep inspection, we found that the 1702

associated labels depend highly on preceding 1703

dialogues with varying contexts (dialogue it- 1704

erations). Thus, we restricted ourselves from 1705

using them. In the following, we report a brief 1706

description of the individual datasets, 1707

C.1.1 Code-mixed dataset: 1708

• Khandelwal et al. (2018): Khandel- 1709

wal et al. (2018) gathered 10,478 tweets 1710

18



Language Dataset Class Sample

Humor

Code-
mixed

Khandelwal
et al. (2018)

+ve

Difference between Sidhu and Amir Khan? Sidhu TV
par hansne ke paise lete hain aur Amir Khan rone ke.
(Translation: They might be culturally rich, but my country is also a
haven for the uneducated. #SuSaid #irony #india)

−ve
Match dekhna start kiya to ABD out ho gaya.
(Translation: Started watching the match and ABD got out.)

English ColBERT
+ve

“What’s the tallest building in your city? the library, because it has the
most stories.” #murderer

−ve Meet the brilliant pianist behind martin scorsese’s upcoming biopic

English Pun of the
Day

+ve my new theory on inertia doesn t seem to be gaining momentum
−ve God could not be everywhere and therefore he made mothers

English Hahackathon
+ve

What happens if Usain Bolt misses his bus? He waits for it at the next
stop.

−ve “Forgiving is easy, it’s trusting again which is the hard part”

English 16000 One
Liners

+ve
“If going to church makes you a Christian, does going to a garage make
you a car?”

−ve But now I’m fulfilled. . . SO MAKE ME A SANDWICH!!!

Sarcasm

Code-
mixed

Swami et al.
(1805)

+ve

Culturally rich honge..par gavaaro ki basti bhi mera desh. #SuSaid
#irony #india
(Translation: They might be culturally rich, but my country is also a
haven for the uneducated. #SuSaid #irony #india)

−ve
Yeh kya vahiyaat kisam ki ODI cricket hai? #SLvIND
(Translation: What kind of ridiculous ODI cricket is this? #SLvIND)

English
News
Headlines
Dataset

+ve taliban agrees to peace deal despite concerns about america’s human-
rights record

−ve this dancing traffic light is the grooviest way for pedestrians to stay safe

English iSarcasm
+ve

did you know there is a direct correlation with how cool someone is and
how high they cuff their pants?

−ve
why are salads so expensive?!It’s like I’m being punished for tryna eat
healthy...

English SC-V2
+ve

what about God? So many God-fearing people, he must be a terrorist
:)

−ve “Hmm, while she is right at the first point, the second doesn’t follow.”

Hate

Code-
mixed

Bohra et al.
(2018)

+ve

4G bolkar 2G ka speed mil raha hai ye sara sar dokha hai. I hate jio
(Translation: Claiming 4G but getting the speed of 2G is a complete
deception. I hate Jio.)

−ve
ye vidya salman se bhut bdi celebrity h.
(Translation: This Vidya is a much bigger celebrity than Salman.)

Hindi HateCheckHIn
+ve

मेरे में इन अगं्रेज़ों के Ǻलए नरफत के अलावा कुछ नहीं है
(Translation: I have nothing but hatred for these English people.)

−ve मैं कभी िकसी मिहला को चोट नहीं पहुचंाऊंगा
(Translation: i would never hurt a woman)

English HASOC-2019
+ve @GovPritzker You are an evil man. #murderer
−ve E. Jean Carroll responds to Trump saying she’s ’not his type

Table 1: Samples from all the considered datasets. The Hindi parts (Romanized or Devanagari) were underlined
for identification. We have provided the English translations of code-mixed and Hindi samples for readability.

2

Figure 1: Samples from all the datasets. The Hindi parts (Romanized or Devanagari) were underlined for
identification. We have provided the English translations of code-mixed and Hindi samples for readability.
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from various domains like ‘sports’, ‘enter-1711

tainment’, ‘politics’, etc. They manually1712

identified 3,453 code-mixed tweets by dis-1713

carding monolingual Hindi and English1714

tweets. Each identified tweet was anno-1715

tated by three language experts, skilled in1716

both Hindi and English. They tagged each1717

tweet as “humorous” (H) or “non-humorous”1718

(N). As a norm, they labelled the tweets1719

containing anecdotes, fantasy, irony, jokes,1720

and insults as humorous, and the tweets1721

with facts, dialogues and speeches that1722

didn’t provoke any laughter were labelled1723

non-humorous. We found that, over time,1724

some of the tweets in the original dataset1725

got deleted. Therefore, we resorted to us-1726

ing the currently available samples, which1727

is a total of 2,951 tweets (1,759 humorous1728

and 1,192 non-humorous).1729

C.1.2 Native language datasets:1730

• ColBERT (Col)(Annamoradnejad1731

and Zoghi, 2024): ColBERT (An-1732

namoradnejad and Zoghi, 2024) was1733

formed by combining samples from two1734

previously published datasets: (i) news1735

website (Misra, 2022) and (ii) jokes web-1736

site (Weller and Seppi, 2019). The news1737

website dataset consists of 200k Huffington1738

Post news headlines from 2012-2018. They1739

are from different categories like politics,1740

wellness, entertainment and parenting.1741

The jokes website dataset consists of1742

around 231k humorous samples collected1743

from two subreddits : /r/jokes and1744

/r/cleanjokes. Their authors randomly1745

selected 100k samples from both datasets1746

after a few fine-grained preprocessing1747

steps including de-duplication of samples,1748

lexical statistics matching and title case1749

formatting.1750

• Pun of the Day (POTD)(Yang et al.,1751

2015): The Pun of the Day (Yang et al.,1752

2015) (MIT licensed) dataset consists of1753

humorous samples directly collected from1754

the pun-of-the-day jokes website4. The1755

non-humorous samples were scraped from1756

AP news, the New York Times, Yahoo! An-1757

swer and Proverb websites. Their authors1758

4http://www.punoftheday.com

performed a curated sampling of negative 1759

samples to minimize domain differences. 1760

• HaHackathon (HaHa)(Meaney et al., 1761

2021): The HaHackathon (Meaney et al., 1762

2021) comprised of 10k samples. Meaney 1763

et al. (2021) created this dataset with 1764

Twitter posts (80%) and Kaggle Short 1765

Jokes samples5 (20%). While the hu- 1766

morous tweets were collected from hu- 1767

morous Twitter accounts (e.g. @hu- 1768

murous1liners and @conanobrien), and 1769

the non-humorous tweets were collected 1770

from some celebrity accounts (e.g. @tha- 1771

tonequeen and @Oprah). From the Kaggle 1772

dataset, they selected samples expressing 1773

humour and offence. The accumulated 1774

10k samples were annotated by twenty US- 1775

based annotators aged between 18 and 70 1776

years, by answering the question “Is the 1777

intention of this text to be humorous?”. 1778

• 16000 One Liners (16000)(Mihalcea 1779

and Strapparava, 2005): This dataset 1780

(Mihalcea and Strapparava, 2005) consists 1781

of 32k short sentences. Out of which, 16k 1782

are humorous samples. They were auto- 1783

matically collected through a web-based 1784

bootstrapping process. The remaining 16k 1785

samples are non-humorous, and they were 1786

collected from Reuters titles, Proverbs and 1787

British National Corpus (BNC). 1788

C.2 Sarcasm: 1789

We could find two publicly available Hindi- 1790

English code-mixed sarcasm datasets. They 1791

were introduced by Swami et al. (2018) and 1792

Shah and Maurya (2022). Out of them, Shah 1793

and Maurya (2022) distantly labelled their sam- 1794

ples with the help of hashtags associated with 1795

tweets. We restricted ourselves from using it as 1796

our primary objective is to improve code-mixed 1797

sarcasm and introducing this dataset can make 1798

the results noisy. There are several native En- 1799

glish sarcasm datasets present as well (Misra 1800

and Arora, 2019; Joshi et al., 2016; Abu Farha 1801

et al., 2022; Ptáček et al., 2014; Oprea and 1802

Magdy, 2020; Lukin and Walker, 2013; Oraby 1803

et al., 2016). In the present work, we considered 1804

to experiment with News Headlines Dataset 1805

5https://www.kaggle.com/abhinavmoudgil95/
short-jokes
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(NHD) (Misra and Arora, 2019), iSarcasm1806

(iSarc) (Abu Farha et al., 2022) and Sarcasm1807

Corpus V2 (SC-V2 hence after) (Oraby et al.,1808

2016); as they were widely studied in litera-1809

ture(Joshi et al., 2017; Chen et al., 2024a). iS-1810

arcasm and SC-V2 were manually annotated by1811

expert annotators, whereas the News Headlines1812

Dataset is a distant labelled dataset. Similar to1813

the case of Hindi humour detection, we could1814

not find any publicly available Hindi sarcasm1815

dataset. In the following, we provided a brief1816

description of the considered sarcasm datasets:1817

C.2.1 Code-mixed dataset:1818

• Swami et al. (2018): To create this1819

dataset (GPL-3.0 licensed), Swami et al.1820

(2018) scrapped tweets containing key-1821

words ‘politics’, ‘cricket’, and ‘Bollywood’.1822

They manually filtered Hindi-English code-1823

mixed tweets by inspecting individual sam-1824

ples. Tweets containing ‘#sarcasm’ and1825

‘#irony’ and lacking them are kept in the1826

initial pool of sarcastic and non-sarcastic1827

samples, respectively. A group of lan-1828

guage experts well-versed in Hindi and1829

English annotated the samples with an1830

inter-annotator agreement (Fleiss and Co-1831

hen, 1973) of 0.79. The final version of1832

their dataset has 5,250 samples, out of1833

which 504 are sarcastic.1834

C.2.2 Native language datasets:1835

• News Headlines Dataset1836

(NHD)(Misra and Arora, 2019):1837

The samples collected in this dataset1838

were headlines from two websites: (i)1839

TheOnion6 briefs, comprises of sarcastic1840

explanations of current events (as sarcastic1841

samples) and (ii) HuffPost7, an American1842

news website (as non-sarcastic samples).1843

They down-sampled HuffPost samples1844

to nearly match the sarcastic samples,1845

resulting in a balanced dataset of nearly1846

26.7k samples.1847

• iSarcasm (iSarc)(Abu Farha et al.,1848

2022): This dataset consists of 5,7351849

tweets implicitly labelled by tweet authors.1850

Abu Farha et al. (2022) conducted a survey1851

among English speakers having Twitter ac-1852

counts. Participants were asked to provide1853

6https://www.theonion.com/
7https://www.huffpost.com/

one link to their sarcastic and three links to 1854

their non-sarcastic tweets posted in their 1855

recent past. Additionally, the authors also 1856

requested the survey participants to pro- 1857

vide a non-sarcastic version of their sarcas- 1858

tic tweets. 1859

• SC-V2(Oraby et al., 2016): This 1860

dataset consists of 9,386 text samples col- 1861

lected from three different online debate 1862

forums like 4forums.com, CreateDebate. 1863

com and Convinceme.Net. Nine expert an- 1864

notators then annotated each sample as 1865

‘sarcastic’ or ‘not-sarcastic’. Further, an- 1866

notators also labelled them for three sub- 1867

types of sarcasm: general, hyperbole and 1868

rhetorical questions. This dataset is a sub- 1869

set of the Internet Argument Corpus (IAC) 1870

(Walker et al., 2012). 1871

C.3 Hate: 1872

To facilitate knowledge sharing across tasks 1873

in MTL frameworks, we used publicly avail- 1874

able Hindi-English code-mixed and native (i.e. 1875

monolingual Hindi and English) hate datasets. 1876

We could find only one Hindi Das et al. (2022) 1877

(hereafter referred to as HCHIn) and Hindi- 1878

English code-mixed Bohra et al. (2018) hate 1879

dataset that is publicly available. Further, as 1880

an English hate dataset, we used HASOC-2019 1881

(English) (HASOC hence after)8 as it is widely 1882

used in past works. In the following, we provide 1883

a brief description of the individual datasets: 1884

C.3.1 Code-mixed dataset: 1885

• Bohra et al. (2018): To create this 1886

dataset, authors retrieved 112,718 tweets 1887

based on a predefined list of hashtags 1888

and keywords related to ‘politics’, ‘pub- 1889

lic protests’, ‘riots’, etc. Following this, 1890

4,575 code-mixed tweets were manually fil- 1891

tered, and two expert annotators tagged 1892

them as “hate”(H) or “non-hate”(NH). 1893

C.3.2 Native language datasets: 1894

• HateCheckHIn (HCIn)(Das et al., 1895

2022): This dataset contains 4,754 Hindi 1896

samples, each annotated with ‘hate’ or 1897

‘non-hate’ by expert annotators well-versed 1898

in the Hindi language. This dataset was 1899

8HASOC-2019: https://hasocfire.github.io/
hasoc/2019/dataset.html
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constructed to test the weaknesses of Hindi1900

hate speech detection models. Das et al.1901

(2022) manually designed 28 monolingual1902

functionality tests for that purpose. The1903

quality of the test cases was verified by1904

two expert annotators.1905

• HASOC-20198 (HASOC): It contains1906

5,852 social media posts collected from1907

Twitter and Facebook using hashtags and1908

keywords. Following this, each sample was1909

annotated as ‘hate’ or ‘non-hate’ by orga-1910

nizers of the HASOC track.1911

D Additional baseline details:1912

In this section, we described the details of base-1913

line methods considered in our study. They1914

were arranged task-wise in the following sub-1915

sections.1916

D.1 Humor:1917

• Agarwal and Narula (2021) experimented1918

with various neural architectures ranging1919

from variants of LSTMs (such as vanilla1920

LSTM, Bi-LSTM and Bi-LSTM with at-1921

tention mechanism) to MLMs like mBERT1922

(Devlin et al., 2019) and IndicBERT (Kak-1923

wani et al., 2020). They found that MLMs1924

by far outperform the LSTMs in terms of1925

accuracy. IndicBERT is pre-trained on 121926

major Indian languages (which includes1927

1.84 B Hindi tokens) with fewer param-1928

eters than mBERT (Devlin et al., 2019).1929

We considered both language models as1930

baseline.1931

• Muttaraju et al. (2022) approached the1932

problem in a semi-supervised manner.1933

They used a ratio of 1:100 for labeled1934

versus unlabeled data. The labeled sub-1935

set was used to train a classifier at first,1936

and then they utilized the same classifier1937

to get pseudo-labels from the unlabeled1938

data points based on a threshold of pre-1939

diction probability. The new training set1940

for supervised modeling now consists of1941

both pseudo-labeled and gold-labeled sam-1942

ples. This process is repeated until ei-1943

ther the maximum number of iterations1944

is reached or no more labeled data re-1945

mains. From modeling point of view, they1946

utilized HinglishBERT9 within the GAN-1947

9https://huggingface.co/nirantk/hinglish-bert

BERT(Croce et al., 2020) architecture. 1948

D.2 Sarcasm: 1949

• Pandey and Singh (2023) experimented 1950

on a variety of neural architectures rang- 1951

ing from linear layers, CNNs, and LSTMs 1952

to pre-trained BERT(Devlin et al., 2019) 1953

and BERT-LSTM (LSTM stacked upon 1954

mBERT). LSTM-BERT significantly out- 1955

performed the others in terms of F1 score 1956

of positive class. Thus, we considered it as 1957

our baseline. 1958

• Aloria et al. (2023) preprocessed the indi- 1959

vidual samples using a spelling-checker10. 1960

They experimented with a variety of ar- 1961

chitectures like CNNs, bi-LSTMs, statisti- 1962

cal ensemble classifiers, BERT-LSTM and 1963

a novel BERT-GRU (bi-directional GRU 1964

stacked upon mBERT) architecture. They 1965

found that BERT-GRU significantly out- 1966

performs others in terms of the F1 score 1967

of the positive class. 1968

E Additional details of Exp. 3: 1969

E.1 Prompting details: 1970

In this section, we described the prompting 1971

details for in-context learning for conducting 1972

Exp. 3 (refer Section 3.4). Our prompt con- 1973

sisted of three parts, i) system prompt, where 1974

we explained the task, ii) few shots, examples 1975

that we fed to learn from, and iii) user input, 1976

which is the query for which we needed the pre- 1977

dicted label. We selected the few shots through 1978

clustering technique which is considered to be 1979

a better approach (Huzaifah et al., 2024) than 1980

randomly picking examples. We presented the 1981

prompt template in Figure 2. The detailed re- 1982

sults for the first scenario of few-shot prompting 1983

VMLM (Experiment-3) is presented in Table-7. 1984

The VMLMs were prompted with 0-shot and 1985

k-shot examples given in the context. The user 1986

input query remained in code-mixed language 1987

in each of the cases. 1988

10https://pypi.org/project/pyspellchecker/

22

https://huggingface.co/nirantk/hinglish-bert
https://pypi.org/project/pyspellchecker/


System prompt

"""You are a humor recognition assistant judging if an 'Input' is
humorous or not.
If the 'Input' is humorous, you need to give your final 'Output' as
'Humor'. 
If the 'Input' is non-humorous, you need to give your final 'Output' as
'Non-humor'."""

Few shots

Input : 'Bhaiya 5 rupye ka sense dena.'
Output : 'Humor'

Input : 'Game is too fast yaar kya chal raha hai'
Output : 'Non-humor'

Input : 'Kejriwal has a point. Lootne ka adhikar Aam Admi ko bhi
chahiye..'
Output : 'Humor'

1

2

k

User Input

Input : 'Akmal bhai aaj butter toast khaya tha kya??'
Output : 

Figure 2: Prompt template for k-shot prompting uti-
lized for humor detection. English parts are marked in
red and the Hindi parts are marked in blue.

E.2 LoRA-adapter based finetuning:1989

For the second scenario, we performed instruc-1990

tion finetuning on the VMLMs using the de-1991

fault parameters of LoRA adapter based su-1992

pervised finetuning given in LLaMA-Factory1993

(Zheng et al., 2024). We utilized the same1994

prompt template for giving instruction to the1995

models.1996

E.3 Detailed observations from Exp. 3:1997

In this section, we reported the additional ob-1998

servations of third experiment. While investi-1999

gating the poor performance of the VMLMs,2000

we identified certain patterns. The VMLMs2001

were prompted to provide reasoning for their2002

label predictions. Here are some observations,2003

• VMLMs favored specific labels like humour2004

and sarcasm, where it extracted comedic2005

or ironic effect in plain non-humourous2006

statements. For instance, in the non-2007

humourous sample ‘So jao sab, kal Monday2008

hai.’ (Gloss: ‘Go to sleep, everyone. To-2009

morrow is Monday.’), Llama-3.1 predicted2010

it as humourous and stated the reason :2011

‘The input is a Hindi phrase that translates2012

to “So go everyone, it’s Monday." The hu-2013

mour lies in the fact that it’s a common2014

expression that people use to bid farewell2015

on Fridays, but it’s being used on Monday,2016

Humor
Model Dataset 0-shot 2-shot 4-shot 8-shot 12-shot

Gemma CM 0.09 0.08 0.08 0.09 0.07
Col 0.08 0.09 0.04 0.04
POTD 0.04 0.03 0.07 0.07
HaHa 0.10 0.11 0.02 0.10
16000 0.10 0.02 0.04 0.02

Aya Expanse CM 0.72 0.72 0.72 0.73 0.72
Col 0.74 0.71 0.73 0.69
POTD 0.70 0.73 0.72 0.68
HaHa 0.71 0.68 0.67 0.63
16000 0.72 0.73 0.73 0.72

Llama-3.1 CM 0.75 0.75 0.74 0.75 0.75
Col 0.72 0.74 0.68 0.63
POTD 0.75 0.76 0.73 0.65
HaHa 0.75 0.75 0.55 0.62
16000 0.67 0.77 0.64 0.63

GPT-4 CM 0.73 0.73 0.74 0.74 0.73
Col 0.47 0.51 0.56 0.57
POTD 0.50 0.55 0.62 0.56
HaHa 0.55 0.50 0.56 0.55
16000 0.40 0.38 0.47 0.58

Sarcasm
Model Dataset 0-shot 2-shot 4-shot 8-shot 12-shot

Gemma CM 0.30 0.29 0.30 0.34 0.21
NHD 0.11 0.11 0.11 0.02
iSarc 0.35 0.39 0.37 0.30
SC-V2 0.18 0.47 0.47 0.18

Aya Expanse CM 0.18 0.21 0.20 0.21 0.18
NHD 0.21 0.20 0.21 0.20
iSarc 0.21 0.21 0.26 0.21
SC-V2 0.21 0.21 0.23 0.21

Llama-3.1 CM 0.18 0.18 0.18 0.21 0.18
NHD 0.30 0.45 0.37 0.36
iSarc 0.27 0.31 0.32 0.51
SC-V2 0.24 0.26 0.22 0.28

GPT-4 CM 0.76 0.77 0.76 0.78 0.75
NHD 0.12 0.16 0.16 0.17
iSarc 0.20 0.23 0.25 0.24
SC-V2 0.40 0.43 0.42 0.41

Table 7: Results of prompting VMLMs with in-context
few shot examples. Here, 0-shot represents providing
no example in the context of the prompt, and k-shot
represents k examples of input-output pairs are given
in the context of the prompt. Notation: CM for code-
mixed.

which is the opposite day. It’s a play on 2017

expectations and a lighthearted way to poke 2018

fun at the monotony of the workweek.’. 2019

• We could find instances where VMLM as- 2020

sumed some prior context over the original 2021

non-sarcastic sample ‘Kabhi triple talaq 2022

halala pe v kuch post kardo agar himmat 2023

hai to’ (Gloss: ‘Try posting something 2024

about triple talaq and halala if you have 2025

the courage.’), GPT-4 predicted it as sar- 2026

castic and stated the reason as ‘The state- 2027

ment is sarcastic as it challenges the re- 2028

cipient’s courage (“agar himmat hai to"), 2029

implying reluctance or hypocrisy. It uses 2030

a mocking tone to suggest selective bias in 2031
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Task-1 Output Task-2 Output
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: Parameter sharing

Figure 3: MTL architecture when number of tasks is two, i.e., T = 2.

posting about issues. The indirect criticism2032

and taunting nature make it a clear case2033

of sarcasm.’2034

• VMLMs showed a tendency to pick key-2035

words, like in the non-sarcastic exam-2036

ple ‘Yeh bhee cricket kee deewani hain....’2037

(Gloss: ‘She is also crazy about cricket...’),2038

Llama-3.1 predicted it sarcastic and gave2039

the reason as ‘The phrase “Yeh bhee cricket2040

kee deewani hain" translates to "You are2041

also a cricket fanatic" in English. How-2042

ever, the use of the word “bhee" (also)2043

in a sentence suggests that the speaker is2044

being sarcastic, implying that the person2045

is extremely obsessed with cricket, which2046

is often considered a stereotypical trait in2047

Indian culture. The tone of the sentence2048

suggests that the speaker is mocking or ridi-2049

culing the person’s enthusiasm for cricket.’2050

F Experimental configurations:2051

In this section, we reported the details of ex-2052

perimental setups and model configurations.2053

F.1 Experimental set-up: 2054

To conduct our experiments, we divided the 2055

code-mixed datasets into a training(80%), vali- 2056

dation(10%) and test(10%) set, with stratified 2057

sampling. We kept the test set the same as in 2058

(Khandelwal et al., 2018) and (Swami et al., 2059

2018). Additionally, we constructed several 2060

augmented training sets comprising native lan- 2061

guage task samples. Since no Hindi humour 2062

and sarcasm datasets were readily available, 2063

we created synthetic datasets by translating 2064

some portions of English datasets using Google 2065

Translator API. We randomly sampled data 2066

points from English and candidate translation 2067

samples. Further, we ensured an equal number 2068

of samples to be selected from both classes in 2069

each augmented training set to avoid complexi- 2070

ties related to class imbalance during training. 2071

Table 8 reports the label distribution of the 2072

considered training sets, validation sets and 2073

test sets. For our Multi-Task Learning (MTL) 2074

experiment, we trained our model by feeding 2075

samples batchwise, with each batch containing 2076

samples from multiple tasks. This approach 2077

avoided sequential training to prevent bias to- 2078

wards any specific task, especially the one pro- 2079
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cessed last. As a result, samples from humor,2080

sarcasm and hate detection appeared in the2081

same batch. For cases where the task label2082

was missing, we used an ignore label (‘999’).2083

Figure 4 provides an example dataframe. The2084

main architecture of our MTL framework is2085

presented in Figure 3. This is a BERT-based2086

architecture consisting of 12-layers. The whole2087

model is divided into two halves: i) bottom2088

8 layers common for all tasks and ii) top 42089

layers for task-specific training. Here, the up-2090

per module consisting of top 4 layers is thus2091

replicated n times, where n is the number of2092

tasks added with one. This extra upper module2093

is for shared features among the semantically2094

related tasks. Finally, for each task, a gating2095

mechanism combines the shared module output2096

with the task-specific module output, to get the2097

final logits. For clarity in each step, we also2098

provided the related pseudocode in Algorithm2099

1.2100

Partition Dataset # Humor # Non-Humor

Train Code-mixed 1407 953

Augment
English

Col 1180 1180
POTD 1180 1180
HaHa 1180 1180
16000 1180 1180

Augment
Hindi

Col (translated) 1180 1180
POTD (translated) 1180 1180
HaHa (translated) 1180 1180
16000 (translated) 1180 1180

Val Code-mixed 176 119
Test Code-mixed 176 119

Partition Dataset # Sarcasm # Non-Sarcasm

Train Code-mixed 403 3797

Augment
English

NHD 2100 2100
iSarc 1067 1067
SC-V2 2100 2100

Augment
Hindi

NHD (translated) 2100 2100
iSarc (translated) 1067 1067
SC-V2 (translated) 2100 2100

Val Code-mixed 50 475
Test Code-mixed 50 475

Partition Dataset # Hate # Non-Hate

Train Code-mixed 1661 2914

Augment
train

HCIn 1416 1416
HASOC 2261 2261

Table 8: Dataset statistics considered for the native
sample mixing experiments with their train-val-test
split. Notation: # for number of samples,‘translated’
for translated Hindi.

Algorithm 1 MultiTaskModel Algorithm
Input: Text input tokens (input)
Given: BERT encoder (BERT ), Task-
wise last four layers of BERT module
(moduletask1 ,moduletask2), Gating scheme
(gate)
Output: Logits (combtask1 , combtask2).
1: function MultiTaskModel(input)
2: berthidden ← BERT (input)
3: bottom← berthidden[8]
4: for layer in moduletask1 do
5: task1 ← layer(bottom)
6: end for
7: for layer in moduletask2 do
8: task2 ← layer(bottom)
9: end for

10: combtask1 ← gate(berthidden, task1)
11: combtask2 ← gate(berthidden, task2)
12: return combtask1 , combtask2
13: end function

To implement the soft-parameter sharing, we 2101

introduced a regularization term in the joint 2102

loss function. The joint loss function for the 2103

MultiTaskModel (when number of tasks, i.e., 2104

T = 2) is defined as: 2105

Ljoint = L1 + L2 + λ · ∥Wtask1 −Wtask2∥2 2106

where: 2107

• L1: Loss for Task 1, 2108

• L2: Loss for Task 2, 2109

• λ: Regularization strength, 2110

• Wtask1 : Weight matrix from the last or 2111

second last layer of Task 1, 2112

• Wtask2 : Weight matrix from the last or 2113

second last layer of Task 2. 2114

The term ∥Wtask1 −Wtask2∥2 represents 2115

the L2-norm (Euclidean distance) between the 2116

weight matrices of the two tasks’ specific layers, 2117

enforcing soft parameter sharing between tasks 2118

(Rotman and Reichart, 2019). 2119
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Combined dataset

1 999 999 Praveen Kumar is original Gutka
Mukesh.

Humor dataset

999 0 999 Dont hate. You nanhi si jaan. Aur ek tu
woh b

Hate dataset

999 999 0 Sajiya ji triple Talaq par aapki kya raha
hai

Sarcasm dataset

999 1 999 िनचली जात के लोग अपिव� होते ह�. Hate dataset

999 999 1 Since when was having the gov't
recognize a marriage a human right?

Sarcasm dataset

Humor / Non-Humor Hate / Non-Hate

Sarcasm / Non-Sarcasm

Figure 4: Restructured dataset considered for MTL-
based experiments.

F.2 Model configurations:2120

We conducted all our experiments on a single2121

NVIDIA A100 GPU card. We presented our2122

considered set of VMLMs and their respective2123

versions in Table 10. This set includes both2124

open-source and closed-source source VMLMs.2125

For closed source models like GPT-4, it’s im-2126

portant to note that their weights might change2127

in the future as they are updated and improved.2128

We conducted all our experiments with these2129

models during the period from September, 20242130

to November, 2024. We used a default set of2131

hyperparameters for the VMLMs across runs2132

to maintain consistency in results.2133

Parameters Values
Learning rate {2e-6, 2e-5, 2e-4, 3e-3, 9e-3, 1e-2}
Optimizer SGD, AdamW
Gamma value (Scheduler) 0.9, 0.8
Loss Weighted CE
Weights (loss)

[
N

P+N , P
P+N

]
Batch size 16, 32, 64
Sequence length 64, 128, 248
Patience (Early stop) 4
Regularization strength {0, 5e-1, 5e-2, 5e-3, 5e-4}
Number of few shots {0, 2, 4, 8, 12}

Table 9: Model configurations for experiments. No-
tation: ‘P’ for number of positive sample and ‘N’ for
number of negative sample.

VMLM Version
Gemma Telugu-LLM-Labs/Indic-gemma-7b-

finetuned-sft-Navarasa-2.0
Aya Expanse CohereForAI/aya-expanse-8b
Llama-3.1 meta-llama/Llama-3.1-8B-Instruct
GPT-4 ChatGPT

Table 10: Model versions in VMLMs.
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Figure 5: Performance analysis with increasing context
length. Here, the corresponding pie-chart represents
the distribution of context length.

G Ablation study & error analysis: 2134

G.1 Ablation study: 2135

In this section, to analyze the role of gating com- 2136

ponent within the multi-task learning model, 2137

we removed it to compare performance and 2138

the outcomes are presented in Table 4. Key 2139

observations include: 2140

1. Spelling errors: For instance, consider 2141

the sarcastic statement: “@flypigmk uski 2142

g**d mein dum hai.. agar kisi aur ke 2143

g**d mein nahi hai to uske baap ka kya 2144

jaat hai... #sarcasm with #g**d” (Gloss: 2145

@flypigmk, he has strong a**... if some- 2146

one else doesn’t have the a**, what does 2147

that say about his father’s caste... #sar- 2148

casm with #a**). Here, the MTL model 2149

with gating is able to detect the typo er- 2150

ror, ‘jata’ (Gloss: goes) is misspelled as 2151

‘jaat’ (Gloss: caste), however the MTL 2152

without gating got confused. 2153

2. Shorter context: For example, in the 2154

humorous sample: “Sir @arvindkejriwal 2155

AAP karen to chamatkaar, BJP kare to 2156

balatkaar.”(Gloss: Sir @arvindkejriwal, If 2157

AAP does it, it’s a miracle, if BJP does it, 2158
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Sl
No Sample Translated English

CM NSM MTL
M1 M2 M3 M1 M2 M3 M1 M2 M3

1 .@shashitharoor sir Kejriwal
power cut nahi karenge to bill
kam kaise hoga? (Humor)

.@shashitharoor sir Kejriwal
power cut nahi karenge to bill
kam kaise hoga?

× × × × × × × ✓ ✓

2 Musalmaano ka intolerance kuch
zyada hi badh raha hai.. Par
Media gaalia sirf Hindu ko deti
hai (Non-humor)

The intolerance among Muslims
seems to be increasing exces-
sively... But the media abuses
only Hindus.

✓ ✓ ✓ × ✓ × × × ×

3 Kehte hain Agar kisi cheez ko dil
se chaaho to puri kayanat usey
tumse milane ki koshish mein lag
jaati hai. #dada is back #ipl4
#srk #irony (Non-sarcasm)

They say if you truly desire some-
thing from the heart, the whole
universe conspires to make it
happen. #dada is back #ipl4
#srk #irony

✓ ✓ ✓ × × ✓ × × ×

4 Culturally rich honge..par
gavaaro ki basti bhi mera
desh. #SuSaid #irony #india
(Sarcasm)

They might be culturally rich,
but my country is also a haven
for the uneducated. #SuSaid
#irony #india

× × × ✓ × × ✓ ✓ ×

5 @RahulBose1 Fir bhi mera
bharat maahan. #Sarcasm
(Non-sarcasm)

@RahulBose1 Yet, my India is
still great. #Sarcasm

✓ ✓ ✓ × × × × ✓ ×

Table 11: Selected examples for various cases reported under error analysis. Here, the ‘✓’, and the ‘×’ denote
correct and incorrect classification by the corresponding model, respectively. Notation: CM for code-mixed, NSM
for native sample mixing, MTL for Multi-Task Learning; M1 for mBERT, M2 for XLM-R and M3 for MuRIL. The
columns under CM reported the results when the models were trained with only code-mixed samples and the
columns under MTL reported the results of the best performing MTL model for each task.

it’s a rape.), the gating mechanism over-2159

took the model without gating by detect-2160

ing humorous contrast using the rhyming2161

words “chamatkaar” (Gloss: miracle) and2162

“balatkaar” (Gloss: rape) within shorter2163

context. In a similar way, in the sarcastic2164

statement: “@iamyasaar Flop graphy Ki2165

baat Goti fan ke muh se?? #Irony”(Gloss:2166

@iamyasaar Talking about flop graphy2167

from the mouth of a Goti fan?? #Irony),2168

gated model was able to detect the ironic2169

situation where a person who is perceived2170

to be a fan of something unsuccessful is2171

commenting on another failure, within2172

such shorter context.2173

G.2 Error analysis:2174

To better understand the models’ errors, we2175

conducted a qualitative error analysis by exam-2176

ining some correctly and incorrectly classified2177

samples, as presented in Table 11. We observed2178

the following:2179

• For the ironic humor in Sl. No. 1, the2180

humor arises from the switch between the2181

political promise (’no power cuts’ ) and2182

the ironic consequence (’high bills’ ) of the2183

situation. Most of the models failed on it,2184

except XLM-RMTL and MuRILMTL as it2185

had source of knowledge from other tasks 2186

like sarcasm. 2187

• Sl. No. 2 shows how all the MTL mod- 2188

els struggled with non-humorous sample 2189

related to religious domain containing key- 2190

words like ‘intolerance’ and ‘gaalia’, likely 2191

due to task interference from the hate de- 2192

tection task, where these keywords are of- 2193

ten used in hateful contexts. 2194

• In Sl. No. 3 and 4, despite keywords like 2195

#Sarcasm’ and #irony ’, models trained 2196

on code-mixed data accurately predicted 2197

non-sarcastic contexts, whereas NSM and 2198

MTL models failed. 2199

• MTL models effectively captured sarcasm 2200

in hateful contexts by combining hate de- 2201

tection with other tasks. For example, in 2202

Sl. No. 5, the word ‘gavaaro’ (Gloss: un- 2203

educated) conveys explicit hate and MTL 2204

models identified the sarcastic tone in it. 2205

H Examination of translated Hindi 2206

data: 2207

In this section, we reported our qualitative in- 2208

vestigation of code-mixed and translated Hindi 2209

samples. This investigation led to two crucial 2210
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observations. We first observed that most of the2211

code-mixed humour and sarcasm samples are2212

Hindi dominated. Secondly, for many samples2213

humour and sarcasm got lost when they were2214

translated from English samples. To showcase2215

it, we reported some examples of Hindi trans-2216

lation obtained using Google Translate API2217

in Figure 6. The humor and sarcasm in the2218

English samples often rely on wordplay, puns,2219

ironic and idiomatic expressions that may not2220

have direct equivalents in Hindi. The translated2221

versions attempt a literal translation, losing the2222

subtleties, play on words and cultural context2223

present in the original English samples. In2224

the first humor example, the Hindi translation2225

fails to capture the wordplay of “denial” and2226

“Nahhhh”(onomatopoeic word used for sheep),2227

resulting in a literal and less humorous transla-2228

tion. In the second humor example, the Hindi2229

translation fails to capture the play on words2230

related to the news about Samsung phones2231

“blowing up”, as the literal translation does not2232

convey the intended humor. In a similar way2233

for sarcasm examples, the Hindi translation2234

lacks the subtlety and incongruity necessary2235

for sarcasm, as it straightforwardly conveys the2236

situation without emphasizing the ironic tone.2237

This leads to a drop in degree of sarcasm of2238

the translated Hindi version. Thus, the Hindi2239

translations of English (especially more for hu-2240

mor) data samples did not preserve the native2241

cultural context. This analysis emphasizes the2242

need for a more precise context aware transla-2243

tion method. Since, translated Hindi samples2244

didn’t preserve the humorous and sarcastic con-2245

text, we decided to use only English samples2246

for further experiments.2247

Improving code-mixed humor and sarcasm detection through
multi-tasking and native sample mixing

Anonymous ACL submission

Humor translations:001

1. What does a sheep in denial say? Nahhhh002

Hindi Translation: इनकार में भेड़ क्या003

कहती ह?ै नहह004

2. Ever since the news came out about Sam-005

sung.... Their phones have been blowing006

up.007

Hindi Translation: जब से समैसंग के बारे में008

खबर सामने आई ह.ै... उनके फोन धड़ाम हो रहे हैं।009

Sarcasm translations:010

1. “You’re never going to have a white011

boyfriend, are you Jess? Nah, don’t think012

so.”013

Hindi Translation: “आप कभी भी एक श्वेत014

प्रेमी नहीं होने जा रहे हैं आप जेस हैं? नाह ऐसा नहीं015

सोचते”016

2. babe stop i’m about to gleek017

Hindi Translation: बेब स्टॉप मैं ग्लीक के बारे018

में हँू019

1

Figure 6: Translated samples of Hindi humor and
sarcasm directly from the native English dataset.
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