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ABSTRACT

Inspired by recent progress in text-conditioned image generation, we propose a
model for the as-yet unexplored problem of text-conditioned graph generation. In
this paper we introduce the Vector Quantized Text To Graph generator (VQ-T2G),
a discrete graph variational autoencoder and autoregressive transformer for gen-
erating general graphs conditioned on text. We curate two multimodal datasets of
graphs paired with text, a real-world dataset of 8000 subgraphs from the Wikipedia
link network and a dataset of over 3000 synthetic graphs. Experimental results
on these datasets demonstrate that VQ-T2G synthesises novel graphs with struc-
ture aligned with the text conditioning. Additional experiments in the uncondi-
tioned graph generation setting show VQ-T2G is competitive with existing un-
conditioned graph generation methods across a range of standard graph metrics.

1 INTRODUCTION

Graphs are a natural way of representing relational and structural data such as molecules, social
networks, or knowledge graphs. The range of data types they may represent makes the problem of
learning and generating graphs important, with broad applications. For example, molecular graph
generation may be used in drug design Simonovsky & Komodakis (2018); De Cao & Kipf (2018),
and synthetic graph models are central to network science Newman (2018); Robins et al. (2007)

The study of graph generation dates back to the 1950s with the Erdős-Rényi random graph
model Erdős et al. (1960). This and similar early work in network science Albert & Barabási (2002);
Holland et al. (1983); Watts & Strogatz (1998) focused on models that generate a single class of
graphs with known statistical properties, with a small number of parameters to control structure.
Because they are simple and not learned from data, they have limited capacity to mimic the complex
dependencies and structures frequently observed in real graphs Broido & Clauset (2019). Modern
approaches to graph generation use neural networks to learn a model over a dataset of graphs, and
then sample novel graphs from the model that mimic those in the dataset. Such models demonstrate
far stronger ability to synthesise graphs from areas including molecules, citation networks, 3D point
clouds, and varieties of synthetic graphs Simonovsky & Komodakis (2018); Liao et al. (2019); You
et al. (2018); Shirzad et al. (2022); Martinkus et al. (2022).

Outside of the graph generation domain, multimodal modelling has received significant attention in
recent literature, most notably in the vision-language domain for text-to-image generation Ramesh
et al. (2021); Nichol et al. (2021); Ramesh et al. (2022). This interest has been primarily spurred
by DALL-E Ramesh et al. (2021) whose training paradigm stems from the single-modal vector-
quantized variational autoencoder (VQ-VAE) Van Den Oord et al. (2017). To date, no prior work
has studied multimodal modelling for graphs and text in the graph generation task. Moreover, while
VQ-VAE has been studied for data such as videos Walker et al. (2021); Yan et al. (2021) and mu-
sic Dhariwal et al. (2020) it has not yet been used for graph generation. This paper addresses both
these gaps in the literature.

Specifically, we investigate the novel problem of generating graphs conditioned on
text, text-to-graph generation. Given a dataset of paired graphs and text G =
{(G1, T1), (G2, T2), . . . (Gm, Tm)}, we learn a model over this dataset that can generate
novel graphs with similar structure to those in the training set. In addition, when conditioned on text
captions, the sampled graphs should have structure close to that described in the caption, or in other
words, similar structure to graphs with semantically similar captions. We name our proposed model
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for this problem the Vector-Quantized Text-to-Graph Generator (VQ-T2G). The model is trained in
a similar procedure to DALL-E Ramesh et al. (2021). The first stage trains a VAE to encode graphs
into a low-dimensional discrete latent representation. The second stage then trains a multimodal
autoregressive transformer that learns a prior jointly over this discrete latent space induced by the
graphs and natural language text associated with each graph. Altogether this process allows the
synthesis of new graphs conditioned on text. While the process shares similarities to DALL-E, there
are key challenges that make the use of text and graphs nontrivial:

1. Graphs have irregular structure and a dataset may contain vastly differing numbers of nodes
or edges. This is challenging in particular for the discrete latent representation and graph
reconstruction steps.

2. Datasets of graphs paired with text that are able to be used for this task do not yet exist.

3. Compared with image-text pairings, in many domains a text string describing a graph will
be less informative than an image caption which, for example, names the foreground objects
and their interaction.

4. Robust evaluation methods for text-to-graph generation do not yet exist. We must develop
accurate and sufficient methods of evaluating the model. It is also less clear how to measure
the similarity between a generated graph and text description.

We address each of these challenges in this paper. Our key contributions are as follows. First,
we introduce the novel problem of text-to-graph generation. Second, we extend the framework of
VQ-VAE to graph-structured data and apply it successfully to graph generation. From this, we
demonstrate that text conditioning can guide the structure of generated graphs through an autore-
gressive prior learned over the discrete latent space of such a model. Finally, we curate two novel
datasets of graphs paired with text for this text-to-graph generation problem.

2 RELATED WORK

Deep learning on graphs Graph neural networks (GNN) have proven powerful in a variety of
applications such as recommender systems and social network community detection. While many
GNN architectures exist in the literature, the most relevant to our work is VQ-GNN Ding et al.
(2021). This is the only model to date that uses vector quantization in a GNN. The key part of
VQ-GNN is its introduction of discrete node representations as a component of an approximated
message passing scheme. The design targets improving memory efficiency and therefore scalability
in node representation learning for large graphs. VQ-GNN is applicable in large graphs but cannot
readily be used in graph generation. The approximated message passing will negatively impact
performance in smaller graphs where memory issues are of less concern.

Unconditioned graph generation In the unconditioned setting, graph generators aim to learn
a distribution p(G) over graphs from a dataset of observed graphs, then sample from this dis-
tribution to synthesise novel graphs similar to those trained on. Autoregressive models such as
GraphRNN You et al. (2018) and GRAN Liao et al. (2019) approach graph generation as an autore-
gressive decision process, adding nodes and/or edges to build graphs sequentially. Models such as
GraphVAE Simonovsky & Komodakis (2018) instead generate the entire graph adjacency matrix in
a single step.

Conditioned graph generation Including some type of conditioning in the graph generation pro-
cess may be useful in applications where more model control is desirable. VQ-T2G falls into this
category of graph generator, with the type of conditioning being natural language text. Many other
varieties of conditioning have been explored in prior work.

GraphTune Nakazawa et al. (2022) conditions samples on a numeric value of a given global struc-
tural property, such as the modularity or clustering coefficient. The generator is trained to synthesise
graphs having as close to that property value as possible. SPECTRE Martinkus et al. (2022) gen-
erates graphs in two stages. Part of the generated graph spectrum is first sampled, with the model
learning to sample realistic spectrums during training. The graph structure is then generated condi-
tioned on this sampled spectrum. The MolT5 Edwards et al. (2022) model allows for controllable
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generation of molecules through conditioning on a natural language description of a molecule’s de-
sired characteristics, such as its physical properties. While apparently similar to VQ-T2G in the
sense that the conditioning is text-based, MolT5 only operates on a single data modality through
the SMILES representation. Since it does not consider graph structure, it remains fundamentally
different to our model. Condgen Yang et al. (2019a) addresses the most similar setting to VQ-T2G.
This model uses a conditional generative adversarial network (GAN) architecture to condition graph
generation on a real-valued vector of graph level features. This is done through concatenating a
continuous graph embedding with one or more conditioning vectors associated with the graph. For
example, in a dataset of citation graphs, generated graphs could be conditioned on the publication
venue and other citation metadata. The metadata is represented as a real-valued vector by conversion
to an appropriate numeric value or one-hot encoding. In contrast with our setting of natural language
conditioning, these features used in Condgen are relatively simple. While it was not designed for
more complex conditioning such as text, we note that it is the only existing model capable of graph-
level conditioning with arbitrary vectors. As such we explore representing text for conditioning in
Condgen to use it as a key baseline in VQ-T2G experiments.

Text-to-graph problems Problems known as text to graph generation exist in two other domains.
These are knowledge graph generation Guo et al. (2020); Wang et al. (2021), and scene graph gener-
ation, when the scene graph is generated from language Yang et al. (2019b); Chang et al. (2021). We
note that both are fundamentally different to our problem. In contrast with our goal of generating
novel graphs, these tasks are better described as graph inference or graph extraction Melnyk et al.
(2021). In other words, models for these tasks are trained to parse the input text, infer relationships
in it, and construct a graph reflecting those relationships. Our task instead involves generating novel
graphs from text.

Vector-quantized representations in generative models VQ-VAE learns a discrete latent repre-
sentation of data with an autoencoder then trains a second model to sample from the prior. With
the prior being learned, not static, they often outperform vanilla VAEs which use continuous la-
tent spaces. VQ-VAEs have proven powerful in generating data such as images Van Den Oord
et al. (2017), video Walker et al. (2021) and music Dhariwal et al. (2020). DALL-E modifies the
VQ-VAE framework to incorporate text conditioning in the second stage for text-to-image genera-
tion. As mentioned in section 1, graphs are irregularly structured, e.g. having differing sizes within
datasets. As such, the VQ-VAE architecture is not immediately applicable in graph generation and
we modify it to use graph structured data.

3 MODEL

We consider a dataset of graph-text pairs G = {(G1, T1), (G2, T2), . . . (Gm, Tm)}. Each simple,
undirected graph is defined by its set of nodes V and edges E as G = (V,E). Graphs are paired
(captioned) with text T . Under some chosen node ordering π, G is represented as an adjacency
matrix Aπ ∈ RN×N with N the maximum graph size. When |V | < N the graph is padded with
isolated (fake) nodes. Nodes have feature vectors of dimension din and the node feature matrix is
denoted X ∈ RN×din .

VQ-T2G is trained on such datasets in two stages. The first stage trains a graph autoencoder with
a discrete bottleneck to encode graphs into a discrete latent space and reconstruct them from this
representation. We call this model the graph vector-quantized variational autoencoder (GVQVAE).
The second stage learns to sample graphs from the GVQVAE by training an autoregressive trans-
former over the discrete latent space, using text as conditioning. Figure 1 shows the architecture
of the GVQVAE model. It takes as input a graph adjacency matrix Aπ and feature matrix X and
learns to reconstruct the graph structure. The decoder outputs a probabilistic adjacency matrix Ã
representing the predicted graph.

3.1 GRAPH VECTOR-QUANTIZED VARIATIONAL AUTOENCODER

We use a VAE with a discrete bottleneck to encode the graph G represented by its adjacency matrix
Aπ into a vector z of discrete latent variables, then reconstruct the original graph from this repre-
sentation. We call this model the Graph Vector-Quantized Variational AutoEncoder (GVQVAE).
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Figure 1: Architecture of the GVQVAE model. The input graph (left) is represented under node
ordering π as adjacency matrix Aπ . This adjacency matrix and the graph’s node feature matrix X
are the input to the encoder. The graph is encoded then the output mapped to the nearest codebook
vectors before being input to the decoder, to construct probabilistic adjacency matrix Ã. The graph
is then reconstructed from this probabilistic matrix.

The encoder is defined by a variational posterior qϕ(z|G) and the decoder by a generative distri-
bution pθ(G|z). Each element of z maps to a continuous vector in the model’s codebook of size
K ∈ N. The codebook is an embedding space e ∈ RK×D, with K the size of the codebook, D the
dimension of each codebook vector, and ei denoting the i’th embedding vector. As in Van Den Oord
et al. (2017), encoder outputs ze(G) are mapped to their nearest embedding vector to produce a
vector of codebook indices. During the forward pass the decoder takes as input the encoding of the
graph mapped to the nearest codebook vectors, zq(G). However the operation that maps encoder
outputs to codebook vectors has no defined gradient, so in the backwards pass the gradient skips the
codebook and is passed directly to the encoder. The GVQVAE loss function LG is similar to the
original VQ-VAE loss with the first term replaced with a graph reconstruction loss:

LG = log p(G|zq(G)) + ∥sg[ze(G)]− e∥22 + β∥ze(G)− sg[e]∥22 (1)

As usual, sg denotes the stopgradient operator. The first term is the graph reconstruction loss, mea-
sured with binary cross-entropy loss. The second term is the VQ loss. This encourages embedding
vectors to move closer to encoder outputs, as measured by l2 distance. The final term is a commit-
ment loss which encourages the encoder outputs to not stray too far from codebook vectors. Since
backpropagation bypasses the discrete bottleneck, only the second term optimises the codebook.
The first term is optimised by both the encoder and decoder, and the final term is optimised by the
encoder.

Encoder The encoder begins with message passing GraphSAGE Hamilton et al. (2017) layers
with ReLU activation and BatchNorm to obtain a low-dimensional embedding for each node. These
node representations are then flattened to a single vector and passed through linear layers to give a
graph-level latent representation. This representation is then reshaped to NZ vectors of dimension D
which is then mapped to the nearest codebook codes. The hyperparameter NZ denotes the number
of codes in the latent representation; the use of linear layers means NZ need not be equal to the
number of nodes in the original graph.

Learning on differently-sized graphs up to a pre-specified maximum number of nodes is done
through padding all smaller graphs with isolated nodes up to the maximum number. In practice
we choose this as the largest graph size in the dataset. For initial node representations we use a com-
bination of positional, structural and random features. Specifically, the features for the i-th node
of a graph G are the concatenation of three feature vectors. The first is the i-th row of the graph
adjacency matrix Aπ , with a value of 2 inserted at position i to indicate the node itself. If the graph
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has fewer nodes than the maximum graph size N we pad this vector with −1’s. Second is a feature
of the node’s degree, either the raw value or a one-hot degree vector. The final features are randomly
sampled from a Gaussian distribution with mean µ = 0 and are computed during each forward pass
of the encoder. These random features act as regularisation during training by forcing the model to
learn a more difficult problem Abboud et al. (2020) and produce a more robust model at the end of
training. The type of degree vector, the number of random features and the random feature standard
deviation σ2 are hyperparameters.

Decoder The decoder has a multi-layer perceptron (MLP) architecture and uses Tanh activation
and dropout after each layer. The output of the final layer is reshaped to a tensor R ∈ RN×dout ,
corresponding to individual node embeddings of dimension dout. An inner product followed by
sigmoid is applied to this tensor to obtain a probabilistic adjacency matrix Â = σ

(
RR⊤

)
∈

RN×N . The process for constructing graph edges from Â is detailed in the appendix.

VQ bottleneck The codebook collapse problem in vector-quantized models is common Dhariwal
et al. (2020); Łańcucki et al. (2020). It refers to the tendency of models to utilise only one or few
codes, ignoring the remainder of the codebook, and therefore have low representational capacity. To
alleviate this issue we follow Łańcucki et al. (2020) and batchnorm the output of the encoder before
passing to the VQ bottleneck, and set the learning rate of the codebook to be ten times that of the
encoder and decoder. Empirically we find codebook collapse to be rare only when including both of
these. We also perform codebook refits at pre-selected steps during training. These refits are done by
fitting k-means to the encoded training graphs and setting the codebook vectors to equal the learned
cluster centers. We find this speeds up learning and utilisation of the codebook when performed
early on in training. However if done later in training, may cause immediate worse performance
which the model may never recover from.

3.2 TRANSFORMER DECODER

The autoregressive transformer learns the prior p(z) over the GVQVAE discrete latents, incorpo-
rating text as conditioning to control generated graph properties. Sequences of graph tokens (rep-
resenting codebook vectors) are used as input to the GVQVAE decoder to generate samples. The
text and graph tokens are jointly modelled by a decoder-only transformer similar to Radford et al.
(2019). Text and graph tokens are concatenated to form a single sequence, and the transformer
utilises global attention over the entire sequence. The text vocabulary is learned through byte-pair
encoding Sennrich et al. (2015) of all texts T . To handle the multimodality of the text and graph data
we keep text and graph tokens separate in the full vocabulary: after the text vocabulary is learned,
K additional graph tokens are added to represent the ’vocabulary’ of codebook indices. This allows
us to then train a multi-modal transformer model over sequences of concatenated text and graph
tokens.

Following Ramesh et al. (2021) we lowercase text prior to encoding. The number of text token
positions in the model is set to the maximum encoded length in any caption, and encoded texts
shorter than this are padded to this max length using a single text padding token. A special start-
of-graph token is also appended after the final text token position to indicate the beginning of the
graph tokens. To ensure valid graph sequences during testing the model is forced to only produce
tokens from the graph vocabulary. The model uses positional encoding for both text and graph
tokens. While pretrained checkpoints of large language models have been used for text-conditioned
generative models of images Saharia et al. (2022) and molecules Edwards et al. (2022), we train the
transformer from scratch in order to keep model size small.

4 DATASETS

We introduce two graph-text datasets to evaluate our model.

While datasets of text and graph pairs for knowlege graphs Jin et al. (2020); Wang et al. (2021)
and scene graphs exist, these are unsuitable for our task of text conditioned graph generation. In
these datasets the text pairings are not a caption for (or description of) the graph. A single caption
could describe a large number of distinct images, and we similarly require datasets in which text
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descriptions may describe many possible graphs. Our two datasets are as follows. First is a real-
world dataset of egocentric networks from the English Wikipedia page link network, and second,
a dataset of synthetic graphs. Graphs in the synthetic dataset are paired with a natural language
description of the graph type and overall structural features. Graphs in the Wikipedia dataset are
paired with the concatenation of the article title and first sentence from the ego (center) node. Instead
of directly specifying the graph structure these captions act as a way to describe semantics related
to the topic of the graph. In contrast with the synthetic dataset it directly describes the type and/or
topology, this text can be seen as a type of query for the graph.

4.1 WIKIPEDIA EGOS

For our novel real-world dataset we draw two-hop ego networks from category-wise subgraphs of
the English Wikipedia inter-page link network. Nodes correspond to articles and edges mean that
one page has an in-text link to the other. Following common practice You et al. (2018); Shirzad
et al. (2022) we do not consider edge direction. The egocentric nature of these graphs gives rise
to a natural text pairing with the text of the central article. We retain the article title and first
sentence as conditioning text. The dataset contains 8000 graphs with 60 ≤ |V | ≤ 160. We do
not sample from the entire Wikipedia link network, instead we construct eight topical subgraphs of
the full link network and sample 1000 graphs from each. Further details of these topical subgraphs
and sampling are in Appendix B. We motivate the use of egos sampled only from these topical
subgraphs of the Wikipedia link network as we are interested in learning on and generating only the
semantically-related neighbourhood of articles to the central page. This setting is to show that there
exists correlation between the semantic context of the text description and the local graph structure
in the semantically-related neighborhood of a node, and that we may learn this with a model like
VQ-T2G.

4.2 SYNTHETIC

Our synthetic dataset consists of sixteen distinct varieties of synthetic graphs. Similar diverse syn-
thetic datasets have been used in recent graph learning tasks Corso et al. (2020); Veličković et al.
(2020), ours extends these ideas with additional graph varieties and supplements the graphs with
text captions. Graphs have size 20 ≤ |V | ≤ 160, and the dataset contains 3186 graphs in total.
Captions are constructed methodically to describe the graph in a few short sentences. They include
a description of the graph variety, along with some other attributes such as the number of nodes or
parameters used to generate the graph. Each synthetic graph may be described in multiple ways and
we randomly construct one description for each. Synthetic datasets used in prior graph generation
work You et al. (2018); Liao et al. (2019); Martinkus et al. (2022) are generally small and consist
of a single type of graph, in contrast to ours. We desire a larger and more varied dataset for two
reasons. Firstly, we cannot easily show the power of text-conditioning when training graphs have
little variety. Secondly, it is difficult to create sufficient variety in the text descriptions when graphs
come from one or few graph families. Real-world text is complex and learning a relatively small
range of text is uninformative.

4.3 GRAPH-ONLY DATASETS

So we may more closely compare to previous graph generation work, we also evaluate with two
datasets of graphs without text. The first is a two-community graph dataset as used in You et al.
(2018) and Martinkus et al. (2022) (60-160 nodes). The second is the wiki ego dataset from above,
but without using the texts.

5 EXPERIMENTS

We verify the ability of VQ-T2G to generate graphs from text captions using the datasets outlined
in section 4. First we compare distributions of graph statistics generated from the texts of graphs
in the test set against the ground truth graphs (i.e. the graphs actually paired with those texts).
In addition we perform visual inspection and evaluation of generated graphs. As this is a novel
problem setting and few general graph generative models allow any conditioning, the only other
graph generation model we may compare to while using text conditioning is Condgen Yang et al.
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Synthetic Wiki ego, in-topic Wiki ego, out-of-topic

Degree Clust. Orbit Spect. Degree Clust. Orbit Spect. Degree Clust. Orbit Spect.

Condgen 0.33 9.0e−2 8.9e−4 0.32 0.32 0.12 6.4e−4 0.30 0.71 1.01 1.00 0.65
VQ-T2G 8.5e−2 4.5e−2 4.5e−2 2.3e−2 0.14 0.19 9.5e−2 0.11 0.13 0.19 8.4e−2 7.9e−2

Table 1: Comparison with Condgen on the synthetic dataset and wiki ego dataset in the text-
conditioned experiments. Smaller MMD scores are better. Degree: degree distribution, Clust.:
clustering coefficient, Orbit: 4-node orbit counts, Spect.: graph Laplacian spectrum.

(2019a). As described in Section 2, this model uses a GAN to generate graphs conditioned on a
feature vector. In Condgen we set the feature vector to be the byte-pair encoded text description for
the graph. This allows use of conditioning with text and therefore clear comparison to our model.

For both datasets we use a split of 90% of data for training and 10% for testing. This split is shared
in both the GVQVAE and transformer training to prevent data leakage between stages. Full training
setup and hyperparameters for all experiments are detailed in Appendix A

5.1 EVALUATION METRICS

Our metrics follow those commonly used in the graph generation literature You et al. (2018); Liao
et al. (2019); Shirzad et al. (2022); Martinkus et al. (2022). That is, we use the maximum mean dis-
crepancy (MMD) over four graph statistics: degree distribution, clustering coefficient distribution,
the count of all orbits with 4 nodes, and the eigenvalues of the normalised graph Laplacian. The
first three statistics represent local graph properties and the fourth represents global graph structural
properties. A variety of kernels have been used in the MMD in the graph generation literature,
such as the earth mover’s distance (EMD), total variation (TV) distance, or radial basis function
(RBF) O’Bray et al. (2021). We use the TV distance as it is fast to evaluate on larger datasets such
as ours, while being consistent with the EMD. These statistics will typically be computed between
the test set and an equal number of graphs generated by the model. We follow this method for
the synthetic dataset. Note that for our text-conditioned setting these statistics primarily indicate
whether the model has learned the dataset distribution overall, but does not necessarily inform the
performance of text conditioning. To address this, for the Wiki ego dataset we instead compute these
statistics over each of the eight topics. Specifically, we generate graphs from all captions in the test
set, then split these by the topic the graph’s caption originally came from. For each of these sets, we
compute the MMD score between the set of generated graphs and the set of test set graphs from that
topic, denoting this the in-topic scores. We then compute the MMD score between that set of graphs
and the test graphs from all other topics (the out-of-topic scores). Finally, we take the average over
the eight scores for both in-topic and out-of-topic scores.

Naturally, a model that effectively learns to use the text conditioning will have low MMD scores
for the in-topic graphs. Recall the text captions for this dataset correlate with the graph structure,
they do not specify the structure directly. To ensure the model did not simply overfit (using the text)
to some part of the in-topic graph distribution, a well-trained text-conditioned model should also
score well against out-of-topic graphs. Intuitively, the graphs in this dataset all have a particular
structure, that is, two-hop ego networks from the Wikipedia link network. The differences between
classes (topics) here are less pronounced than in an image dataset. As such we would expect, when
averaging over a set of generated graphs from one topic, that the statistics would share similarities
with the statistics of the dataset as a whole too.

5.2 RESULTS

5.2.1 TEXT-CONDITIONED GRAPH GENERATION

We outline our results in experiments performed on our two graph-text datasets, in the text-
conditioned setting Results for these text-conditioned experiments are reported in Table 1. On
the majority of the MMD metrics measured, our model significantly outperforms Condgen. No-
tably, Condgen scores far worse on the out-of-topic Wiki ego MMD scores compared to the in-topic
scores. This indicates Condgen has not learned to utilise the text conditioning well and overfits to
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Two-community Wiki ego, unconditioned

Degree Clust. Orbit Spect. Degree Clust. Orbit Spect.

GRAN 0.23 3.9e−2 8.5e−2 2.4e−2 6.7e−3 2.7e−2 1.3e−2 3.3e−2

SPECTRE 0.29 5.6e−2 2.5e−2 0.23 0.44 4.0e−2 2.0e−2 0.23
Condgen 0.19 6.5e−2 4.5e−2 0.1 5.0e−2 1.6e−2 1.1e−2 5.9e−2

VQ-T2G 0.23 6.0e−2 3.4e−2 8.1e−2 1.5e−2 1.4e−2 7.1e−3 1.6e−2

Table 2: Results of unconditioned graph generation of VQ-T2G against existing graph generator
models. Smaller MMD scores are better. Degree: degree distribution, Clust.: clustering coefficient,
Orbit: 4-node orbit counts, Spect.: graph Laplacian spectrum.

each topic, to an extent. Contrasting this with VQ-T2G’s scores it is clear our model has learned to
incorporate the text conditioning in generated graphs far more successfully. On the synthetic dataset,
VQ-T2G outperforms Condgen on two metrics.

5.2.2 UNCONDITIONED GRAPH GENERATION

We next evaluate the model in the unconditioned graph generation setting. We again compare against
Condgen Yang et al. (2019a) along with the unconditioned models GRAN Liao et al. (2019) and
SPECTRE Martinkus et al. (2022). In addition to the graph datasets described in Section 4, we
perform one further experiment using a dataset of protein graphs, with results for this listed in
Appendix C.

To train VQ-T2G in the unconditioned setting we train the GVQVAE as normal, then train the trans-
former over only graph tokens (i.e. a text length and text vocabulary of zero). For the unconditioned
Wiki ego dataset we reuse the GVQVAE from the conditioned experiments and only train the trans-
former separately. To perform unconditioned training with Condgen we simply set every graph’s
feature vector to a single zero then train as normal.

Table 2 lists results for these unconditioned experiments. As with the text-conditioned experiments
in the main paper body, we generate the same number of graphs as there are in the test set. We use
the same 90/10 dataset split for the unconditioned Wiki ego training as the conditioned training. The
two-community dataset is much smaller than our datasets and contains only 500 graphs. For this
dataset we use an 80/20 split instead.

5.2.3 VISUAL EVALUATION

Examples of generated graphs and their conditioning text from the synthetic dataset are in Figure 2.
We compare samples from our model against those generated by Condgen, along with the ground-
truth graph matching the caption. While it is clear that neither of the models generate graphs that
exactly match the text, the graphs generated by VQ-T2G are far closer to the real graph than those
generated by Condgen. It is unsurprising that Condgen’s results are not as accurate as the model
was not designed for text conditioning. VQ-T2G is able to generate graphs that are approximately
the correct topology but still has much room to improve. Longer and more precise text descriptions
could assist with this. Also of note is that the conditioning text contains the number of nodes of the
graph as an integer. This is likely a non-optimal part to include in the dataset and may be another
partial reason for VQ-T2G’s performance.

6 CONCLUSION

In this paper we propose the novel problem of text-conditioned graph generation. We introduce the
Vector-Quantized Text-to-Graph Generator (VQ-T2G) for this problem and demonstrate its capabil-
ity on two datasets of graph-text pairs. The idea of VQ-T2G shares similarities to that of VQ-VAE
and DALL-E in its learning of discrete latent variables, with a powerful autoregressive transformer
for sampling. Our autoencoder, the GVQVAE, is the first work to adopt discrete latent variables for
graph reconstruction or generation. Experimental results demonstrate VQ-T2G successfully learns
to generate graphs from text conditioning. The structure of generated graphs is clearly consistent
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Text Real Graph Condgen VQ-T2G (Ours)

synthetic graph, a
middle sized lollipop
graph. the head has
30 nodes and the
stick length is 43. the
graph contains 73
nodes

the graph is a gi-
ant sized straight line
graph. the number of
nodes is 122

a small watts strogatz
network. nodes ini-
tially connect to the
nearest 10 nodes, then
edges are rewired
with probability
0.010. there are 40
nodes in it

Figure 2: Visualization of graphs from the synthetic dataset generated by Condgen and VQ-T2G,
along with the text used to generate the graph and the real graph paired with that text.

with the conditioning text, although there is clear room for improvement in future work. Further,
VQ-T2G shows high performance in the unconditioned graph generation setting and is competitive
with state-of-the-art unconditioned models.
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A TRAINING DETAILS

Models were trained using a single NVIDIA GeForce RTX 3080 GPU with 10GB VRAM. We used
Python version 3.9, and versions of key packages are: PyTorch v1.12.1 with CUDA v11.3, PyTorch
Geometric v2.0.4, Transformers 4.21.1. Approximate training times for datasets (the GVQVAE and
transformer combined) are: 7 hours for the Wiki ego dataset (both conditioned and unconditioned),
6 hours for the synthetic dataset, and 1.5 hours for the two-community dataset.
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Wiki ego dataset The GVQVAE was structured as follows. For the encoder, GraphSAGE layers
have 128 channels followed by the linear layers with 2400 hidden units. This output is projected
down to a representation of 120 codes, each with dimension D = 16. The codebook has size
K = 448. In the decoder, the first layer has 2800 hidden units, followed by 3600 units in the
second and third layers. The final layer output of size N × dout where dout = 20, followed by
the inner product to make the probabilistic adjacency matrix Ã ∈ R160×160. Training was done
for 300 epochs with a batch size of 64, with initial encoder and decoder learning rate of 1e − 4.
The codebook learning rate is set to 10 times higher than that of the encoder and decoder. The
transformer is structured as follows. Texts are tokenized with byte-pair encoding. A vocabulary size
of 4096 is used for the texts. An additional 448 tokens, representing the graph tokens (codebook
IDs), are then added to this vocabulary. The transformer model has 4 layers each with an embedding
size of 256. We use multi-head attention with 4 heads. The transformer is trained for 750 epochs
with a batch size of 32 and initial learning rate 2e− 4.

Synthetic dataset The model setup and training for the synthetic dataset is similar to that of the
Wiki ego dataset, other than the following differences. The codebook has size K = 256. The text
vocabulary for the transformer has size 512. Transformer embedding size was 128.

Wiki ego dataset, unconditioned For the unconditioned Wiki ego setting we use the same GVQ-
VAE checkpoint as was trained for conditioned setting. We simply make a copy of the model folder
and train a separate transformer model there. The text vocabulary size is set to zero as no texts are
used. We keep the start-of-graph token at the beginning of sequences and train only on the encoded
graphs. Training is run with a batch size of 32 and and learning rate 2e − 4. Without texts to be
jointly learned the training converged much more quickly and was stopped at 500 epochs.

Two-community dataset The model for the two-community dataset was much smaller as the
dataset is less complex. The GVQVAE was structured as follows. For the encoder, GraphSAGE
layers have 64 channels followed by the linear layers with 480 hidden units. This output is projected
down to a representation of 60 codes, each with dimension D = 8. The codebook has size K = 64.
In the decoder, the first layer has 1024 hidden units, followed by 2048 units in the second and third
layers. At the output we set dout = 16. Training was done for 200 epochs with a batch size of 8,
with initial encoder and decoder learning rate of 1e − 3. The codebook learning rate is set to 10
times higher than that of the encoder and decoder. With a text and graph vocabulary of 0 and 64
respectively, we use a much smaller transformer too. We keep a 4-layer model with 4 heads, but use
an embedding dimension of 64. The transformer is trained for 250 epochs with a batch size of 8 and
initial learning rate 1e− 5.

B TEXT-GRAPH DATASET CONSTRUCTION

Details of our two curated text-graph paired datasets are outlined below, including our method and
reasons to construct them. We also list some basic statistics of the graphs and texts.

B.1 WIKIPEDIA EGOS

The Wiki ego dataset contains two-hop egocentric networks sampled from subgraphs of the full
English Wikipedia link network. We construct eight of these subgraphs then sample 1000 ego graphs
from each, for a total dataset size of 8000 graphs. These are referred to as the topic-wise subgraphs
as they each come from exploring sections of the Wikipedia link network containing articles related
to a particular area. The reason for using these topic-wise subgraphs over the full link network is as
follows.

Firstly, similar to many real-world large graphs Watts & Strogatz (1998) the Wikipedia link network
exhibits a power-law degree distribution Dimitrov et al. (2017). As such, there is a high propensity
for articles (nodes) to contain links to or from at least one high-degree node. The presence of these
high-degree nodes cause many two-hop ego networks to be extremely large. Additionally, these
nodes may not contain high relevance to the ego node. Even if the ego graph sizes were not a
concern, the induced subgraph of the hub node and its direct neighbors would appear frequently in
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ego samples and bias our dataset. That is, a model’s performance may be seemingly inflated if it
were to overfit to one or a few of these high-degree node neighborhoods.

Secondly, the topology of the link structure differs between topics across Wikipedia, such as links in
Mathematics being sparse compared to Physics which has a dense core Silva et al. (2011). Therefore
by only considering local neighborhoods of distinct areas from the link network, ego sampling will
produce graphs with distinct topology, related to the respective areas. Joining each ego network
with a portion of the content of the ego node (article) gives us the opportunity to jointly learn on the
graphs and text. Moreover, with distinct differences in graph topology by topic, the performance of
text-conditioning in generated graphs may be clearly evaluated.

Ego dataset construction The topic-wise subgraphs of the Wikipedia link network from which
the ego graphs are sampled from must be sufficiently large for repeated ego sampling. We find topi-
cal subgraphs of size 8000 ≤ |V | ≤ 12000 are appropriate and we construct them as follows. From
a category selected at random, add the articles in it to a list, then traverse the subcategories, subsub-
categories, and so on, adding to the list all articles from each up to depth 3 (or further depending
on the total articles). The topical subgraph is then the largest connected component of the induced
subgraph from the link network containing each of those articles. Note that instead of the full En-
glish Wikipedia link network we opt to use the 2018 link network from WikiLinkGraphs Consonni
et al. (2019). This is a cleaned version of the full link network which for example, discards edges
if the link does not appear in the main article text. As the WikiLinkGraphs dataset only contains
the graph structure, we supplement it with the category hierarchy and article text collected from the
Wikipedia API. This gives us only the pages in similar semantic areas to that of the initial category,
so ego graphs sampled from these induced subgraphs are generally topical overall. If we were to
sample our ego graphs from the entire link network rather than topical subgraphs we would (1) have
ego nets that rapidly grow to unfeasible sizes, (2) include articles far from the topic of the centre
node, due to hub-type pages.

The eight top-level categories traversed from were: Cooking, Artificial intelligence, 18th-century
literature, Astrophysics, Military of Australia, Historic sites in Asia, Tourism in Germany, and Hor-
ticulture. There is minimal overlap in the articles in each set, most pairs have fewer than five articles
overlapping. Any article occurring in more than one of these sets is excluded from selection as the
center of an ego graph. When sampling two-hop egos we select ego nodes randomly without re-
placement and stop after reaching 1000 graphs with 60 ≤ |V | ≤ 160 . For each ego graph’s paired
we use the concatenation of the ego node’s title and first sentence, collected from the Wikipedia
API. Graphs in the complete dataset have an average of 109 nodes. Texts have an average character
length of 183, and range between 26-571 characters.

B.2 SYNTHETIC DATASET

The dataset of synthetic graphs contains fifteen varieties (or classes) of both random and non-random
synthetic graphs with 20 ≤ |V | ≤ 160. The varieties are: barbell graphs, lollipop graphs, ring-of-
cliques graphs, standard 2D grid graphs, triangular lattice graphs, hexagonal lattice graphs, Watts-
Strogatz random graphs, star graphs, path graphs, binary trees, ternary trees, starlike trees, banana
trees, firecracker graphs, sunlet graphs, helm graphs, and fan graphs. There are 3186 graphs in total.
We set a maximum of 500 of each graph type to ensure a balanced dataset.

Texts for each graph are constructed methodically. A two sentence caption is created by randomly
selecting a description for each of the graph class, size, and structure. Each graph has a unique
text caption. Texts do not precisely specify the entire graph topology, they serve as an approximate
description. Graphs in this dataset have an average of 86 nodes. Texts have an average character
length of 137, and range between 50-228 characters.

C EXTENSION TO GRAPHS WITH 500 NODES

We perform one final experiment to investigate the scalability of VQ-T2G on a dataset of 918 protein
graphs with up to 500 nodes. This is a commonly used dataset for evaluating unconditioned graph
generative models Liao et al. (2019); Martinkus et al. (2022). Results for this experiment are in table
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Proteins

Degree Clust. Orbit Spect.

GRAN 2.0e−3 4.7e−2 0.13 5.1e−3

SPECTRE 1.3e−3 4.7e−2 2.9e−2 2.0e−3

VQ-T2G 0.14 0.12 0.36 4.5e−2

Table 3: Results of unconditioned graph generation on the proteins dataset. Smaller MMD scores
are better. Degree: degree distribution, Clust.: clustering coefficient, Orbit: 4-node orbit counts,
Spect.: graph Laplacian spectrum.

3. Again we compare against GRAN and SPECTRE in the unconditioned setting. Notably VQ-T2G
does not come close to beating these models in any of the metrics.

Datasets of this nature are difficult for VQ-T2G. Contributing factors include the larger maximum
number of nodes, the smaller dataset size (compared to our text-graph datasets), and the complex
structures found in real-world graphs such as this. In particular, transformers are well-known to
be data hungry, and this dataset is very small for using one. Note that while the two-community
dataset is even smaller with 500 total graphs, those graphs are relatively less complex, with a lower
maximum size and less variety in sizes so the model is able to handle it. It is the combination of
large graphs, complex graphs, and relatively small dataset that leads VQ-T2G to perform especially
poorly.

While a larger dataset is likely to help VQ-T2G, another key factor in its low performance here is the
one-shot generation of the probabilistic adjacency matrix followed by sampling edges independently.
As graphs get larger, there will be key structural features the independent sampling is unable to
capture effectively and the performance will degrade.

This paper primarily focused on the introduction of the text to graph problem, not unconditioned
graph generation able to scale to large graphs. However, improving scalability may be a direction
for future research.
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