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Abstract

Discourse phenomena in existing document-
level translation datasets are sparse, which
has been a fundamental obstacle in the devel-
opment of context-aware machine translation
models. Moreover, most existing document-
level corpora and context-aware machine trans-
lation methods rely on an unrealistic assump-
tion on sentence-level alignments. To mitigate
these issues, we first curate a novel dataset of
Chinese-English literature, which consists of
132 books with intricate discourse structures.
Then, we propose a more pragmatic and chal-
lenging setting for context-aware translation,
termed chapter-to-chapter (CH2CH) transla-
tion, and investigate the performance of com-
monly used machine translation models under
this setting. Furthermore, we introduce a poten-
tial approach to fine-tune large language mod-
els (LLMs) within the domain of CH2CH lit-
erary translation, yielding impressive improve-
ments over baselines. Through our comprehen-
sive analysis, we reveal that literary translation
in the CH2CH setting is challenging in nature,
with respect to both model learning methods
and translation decoding algorithms.

1 Introduction

Despite the efforts on developing context-aware
machine learning systems to meaningfully exploit
inter-sentential information, recent work has inves-
tigated fundamental obstacles in existing document-
level translation datasets and context-aware ma-
chine translation models (Jin et al., 2023). First,
existing datasets lack the contextual information
and/or discourse phenomena necessary for mean-
ingful document-level translation (Lupo et al.,
2022). Second, existing predominant context-
aware translation methods assume sentence-level
alignments available during training, which do not
accurately represent real-world translation scenar-
ios (Thai et al., 2022; Jin et al., 2023).

To remedy the issues, recent work has pivoted
to literary translation and proposed a more realistic
paragraph-to-paragraph setting, given that literary
texts typically contain complex discourse structures
that mandate a document-level frame of reference.
Thai et al. (2022) released PAR3, a paragraph-level
translation dataset sourced from recently-published
118 novels in 19 languages (about 6 novels per
language on average). Jin et al. (2023) curated
PARA2PARA, a small-scale dataset consisting of
10,545 parallel paragraphs across six novels. How-
ever, these datasets are either in small scale or the
reference translations are automatically generated
from machine translation systems (e.g. Google
Translate (Wu et al., 2016) and fine-tuned GPT-
3 (Brown et al., 2020)). In addition, there still
exist some serious limitations in the paragraph-to-
paragraph translation setting, including limited con-
textual information and equivocal paragraph splits
in literary texts.

Large language models (LLMs) with decoder-
only Transformer architectures have demonstrated
outstanding performance as sentence-level transla-
tion systems (Vilar et al., 2023; Jiao et al., 2023;
Kocmi and Federmann, 2023; Zhang et al., 2023;
Yang et al., 2023). In the aspect of context-aware
translation, recent studies have employed decoder-
only LLMs to translate entire paragraphs using
few-shot in-context learning methods, yielding im-
pressive translation quality (Karpinska and lyyer,
2023). However, how to finetune LLMs to pro-
cess context-aware translation for literary texts in
a more realistic and challenging scenario remains
under-explored.

In this paper, we propose a more pragmatic and
challenging setting for context-aware translation,
named chapter-to-chapter (CH2CH), associated
with a carefully curated dataset of Chinese-English
literature. The dataset consists of 132 literary
books, together with professional translations in
Chinese. Then we investigate the performance of
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The priest's wife, with the colour rushing to
her face, snatched up the dish, and though she
had been so long preparing, she did not
succeed in presenting it at the right moment.
With a low bow she offered it to Kutuzov.

"It turned out not so bad being kicked out of
school. That damned priest wouldn't have given
me any peace anyway.”

“And he can go to hell now for all I care.”
“As for that gingerhead," he said to himself as

he opened the gate, "l'll punch his face el
for certain." ~§
5

Figure 1: An example of CH2CH translation. Sentence Misalignment: Red parts are where a source sentence is
separated into multiple sentences in the corresponding translation; blue parts are added by translators without a
corresponding source segment; violet parts are deleted by translators.

commonly-used machine translation models under
the proposed setting and dataset. In addition, we in-
vestigate the efficacy of applying LLMs in context-
aware CH2CH literary translation and highlight
several key challenges that impede the progress.
Our main contributions are outlined as follows:

* We propose a more realistic setting for literary
translation: chapter-to-chapter(CH2CH) transla-
tion, wherein a document is translated at the
granularity of chapters. To support it, we re-
lease a chapter-aligned Chinese-English dataset
(JAM), comprising 4,194 parallel chapters ex-
tracted from 132 novels, to catalyze future re-
search endeavors.

* Through comprehensive analysis, we unveil the
challenges in chapter-level translation, including
long-context training and decoding strategies.

» With empirical experiments, we evaluate the per-
formance of recent trending LL.Ms on the JAM
dataset and propose an effective fine-tuning pro-
cedure tailored for LLMs to generate coherent
translations of literary novels.

2 Preliminary Background
2.1 Context-aware NMT

Sentence-aligned Translation In the sentence-
aligned setting of context-aware machine transla-
tion, we assume that the source and target sentences
in a parallel document are well-aligned. Formally,
given a document D comprising a set of source sen-
tences X = {x1,x2,..., x4}, there are the same
number of sentences Y = {y1,vy2,...,yq} in the
target side, which are aligned with sentences in X

by the indices. The context-aware neural machine
translation (NMT) model computes the probability
of translating the source sentence x; conditioned
on the context C;, wherein 0 < ¢ < d:

N
Psenniien(yi|2s, Ci, 0) = [ [ Pl 1y @i, Ci360). (1)
=1

where C; are contextual sentences surrounding
x; and/or y;. As illustrated in Figure 1, sentence-
aligned translation does not accurately represent
real-world translation scenarios.
Paragraph-to-Paragraph Translation To get
rid of the assumption of sentence-level alignments
and leverage richer contextual information, recent
work (Thai et al., 2022; Jin et al., 2023) proposed
a paradigm shift towards paragraph-to-paragraph
(PARA2PARA) translation to relax the alignment
assumption from sentence-level to paragraph-level.
Concretely, a document D contains a set of aligned
parallel paragraphs, X = {X;, X9, ..., X4} and
Y = {Y1,Y5,...,Y;}. Each pair of aligned para-
graphs X; and Y; do not necessarily contain the
same number of sentences:

N
PPara2Para(YL|X'Ly€) - HP(}/;]|Y;<]7X“9) (2)
j=1
where Yi<j are all previously translated tokens in
a paragraph. However, in literary texts the splits of
paragraphs are equivocal, which limits the applica-
tion of PARA2PARA to real-world scenario.

2.2 Datasets

Most commonly used corpora, including IWSLT-
17 (Cettolo et al., 2012), NewsCom (Tiedemann,
2012), Europarl (Koehn, 2005), and OpenSubti-
tles (Lison et al., 2018) are sourced from news arti-
cles or parliamentary proceedings. Until recently,



Source

Target

“To think what we have been brought to!” Kutuzov cried suddenly,
in a voice full of feeling, Prince Andrey’s story evidently bringing
vividly before him the position of Russia.

“Wait a bit; wait a bit!” he added, with a vindictive look in
his face, and apparently unwilling to continue a conversation that

stirred him too deeply, he said:

“I sent for you to keep you with me.”
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“We must, if everyone wants to; there is no help forit ... But, mark
my words, my dear boy! The strongest of all warriors are these
two—time and patience. They do it all, and our wise counsellors
n’entendent pas de cette oreille, voila le mal. Some say ay, and
some say no. What’s one to do?” he asked, evidently expecting a
reply. “Come, what would you have me do?” he repeated, and his
eyes twinkled with a profound, shrewd expression. “T’ll tell you
what to do,” he said, since Prince Andrey did not answer. “T’1l tell
you what to do. Dans le doute, mon cher”—he paused—"abstiens-
toi.” He articulated deliberately the French saying.
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Table 1: Examples of paragraph misalignment. Each line represents an individual paragraph in the original text.

some document-level parallel corpora of literary
texts have been released. Jiang et al. (2023) curated
Bilingual Web Books (BWB), a sentence-aligned
corpus that retains document-level information.
BWRB contains 9.6 million sentence pairs sourced
from Chinese web novels and their corresponding
English translations. However, BWB still follows
the sentence-level alignment constrains. To support
PARA2PARA translation, Thai et al. (2022) intro-
duced PAR3, a paragraph-aligned corpus obtained
through both human and automatic translators, con-
taining multilingual non-English novels and their
English translations. Al Ghussin et al. (2023) in-
troduces a new paragraph-aligned corpus, with par-
allel paragraphs extracted from Paracrawl (Bafién
et al., 2020) using automatic sentence alignments.
This corpus includes data crawled from the Internet
spanning various domains.

2.3 Translation with Large Language Models

LLMs are not explicitly trained on parallel data
for translation, yet they possess a profound un-
derstanding of languages and can produce co-
herent text, serving as a valuable foundation for
translation tasks (Li et al., 2024). Particularly
for resource-rich languages, colossal models with
decoder-only architecture, such as GPT-4 (OpenAl
et al., 2024), have approached or even exceeded tra-
ditional encoder-decoder models on sentence-level
benchmarks and can generate more coherent and
human-like translations drawing upon their exten-
sive comprehension of both languages (Robinson
et al., 2023; Hendy et al., 2023). Xu et al. (2023a)

proposed a two-stage procedure to finetune Llama2-
7b (Touvron et al., 2023) with a small amount of
sentence-level parallel data and obtained impres-
sive improvements over standard sentence-level
NMT baselines without LLMs.

3 JAM: Chapter-Aligned Literary
Translation Dataset

3.1 Chapter-to-Chapter Translation

In literary texts, the lengths of paragraphs vary and
the splits of paragraphs are equivocal, particularly
when dialogues are involved. For instance, in nov-
els, dialogue lines are often presented as separate
paragraphs, making it challenging to ensure accu-
rate translations without access to the preceding
context. As illustrated by the two examples shown
in Table 1, there are instances where multiple para-
graphs from the source side are merged into one
paragraph on the target side, and vice versa.

To address this issue, we propose chapter-to-
chapter (CH2CH) translation, a pragmatic and chal-
lenging setting, by extending context-aware transla-
tion to chapter-level. Comparing to paragraph-level
alignments, chapter-level alignments provide the
model with more comprehensive context from both
the source and target texts. This richer context the-
oretically offers greater potential for improvements
and helps mitigate issues such as tense mismatches,
particularly in languages like Chinese that lack ex-
plicit tense markers (Sun et al., 2020).

To conduct experiments and facilitate future re-
search endeavours on CH2CH translation, we cu-
rate a chapter-aligned dataset of English-Chinese



CHAP. # SENTENCE # WORD #
’ (EN/ZH) (EN/ZH)
TRAIN 3546 334.8K / 445.0K 7.4M/8.6M
VALID 391 36.5K /479K  796.1K/9359K
TEST 257 29.5K/40.6K  648.4K/795.3K
TOTAL 4194 400.7K / 533.6K  8.8M/ 10.4M

Table 2: JAM Corpus Statistics.

literature, named JAM, which comprises 132 En-
glish classic novels alongside professional Chinese
translations. In professional literary translation,
translators often leverage contexts to enhance the
fluency and readability of the translation. To this
end, translations may not strictly adhere to sentence
alignment!, and some typical sentence misalign-
ment types are listed below, an example is shown
in Figure 1 illustrates:

INSERT : new sentence(s) is added by transla-
tors without a corresponding source segment.

DELETE : a source sentence(s) is deleted by
translators in translation.

SPLIT : a source sentence is separated into mul-
tiple ones in the corresponding translation.

As such, CH2CH translation is challenging in
nature, given that chapters typically are lengthy and
contain complex discourse structure.

3.2 Data Construction and Quality Control
We collect 132 bilingual literary books across dif-
ferent genres from the Internet, and format data
by manually correcting chapter-level alignment 2.
Subsequently, we perform standard data cleaning
steps (e.g. punctuation normalization) and filter the
chapter pairs with a sequence length ratio > 3.0.
The refined dataset contains a total of 4194 aligned
chapters. The statistics of this dataset are shown
in Table 2 and detailed corpus information is in
Appendix A.1. We randomly select 16 books as
the test set. The remaining corpus of 3937 chapters
from 116 books was then split into an 90% training
set and a 10% validation set.

4 Experimental Setup

4.1 Baselines
To examine the inherent capacity of the model in
the translation task, we perform a benchmarking
analysis against two baseline categories: Encoder-
decoder and Decoder-only.

'In 50 sampled paragraphs from JAM there are 18 para-
graphs with sentence mis-alignments.

We select literary works with chapter breaks, then manu-
ally check the alignments of the first and last paragraphs.

In CH2CH translation, we train the decoder-only
model by concatenating each source chapter with
its corresponding target chapter, demarcated by a
<SEP> token, and ended with an <EOS> token:

<SRC Chapter> <SEP> <TGT Chapter> <EQS>

Motivated by Zhang et al. (2018), we experiment
with training a baseline model on the JAM dataset
from scratch, as well as incorporating pre-trained
baselines. In the pre-trained baselines, the model is
first trained on the sentence-level WMT22 Zh—En
dataset (Kocmi et al., 2022), before further fine-
tuning on the JAM dataset.

Zero-shot Evaluation Recent work has show-
cased the proficiency of LLMs in sentence-level
translation. To further probe the ability of LLMs in
translating literary, we randomly sample 63 chap-
ters from JAM test set and conduct a zero-shot
evaluation on the sampled instances to compare
with the following models:

(Team et al.,, 2022): an
encoder-decoder LLM, with 3.3b parameters.

LLAMA2-7B (Touvron et al., 2023): a genera-
tive text model with 7b parameters.

LLAMA3-8B (Touvron et al., 2023): a genera-
tive text model with 8b parameters.

ALMA-7B (Xu et al., 2023a): finetuned on 5
language pairs from Llama2-7b.

GPT-4 (OpenAl et al., 2024): a pre-trained
large-scale multi-modal model.

The technical details are in Appendix B.3.

Finetuning We select ALMA-7B to finetune on
JAM because of its impressive gains in transla-
tion tasks compared to other LLMs; its fine-tuning
process is divided into two phrases: first, ALMA-
7B-Stagel finetuned LLAMA2-7B exclusively on
monolingual data; then, the second stage ALMA-
7B-Stage?2 is subsequently finetuned on parallel
data. Specifically, we finetune ALMA-7B-Stagel
on JAM to investigate whether pretraining with
sentence-level parallel data is beneficial prior to
fine-tuning on chapter-level data. We use causal
language modeling (CLM) loss for finetuning and
restrict loss computation only to the target tokens.

4.2 Handling Long Chapters

As some chapters exceed the maximal context
length of some models, we equally segment those
chapters into chunks, ensuring that each chunk con-
tains less than 2048 tokens in both Zh and En sides.



Model WMT JAM BLEU d-BLEU BlonDe COMET
all pron. entity tense d.m.
Encoder-Decoder X 1.87 2.12 870 4923 19.22 4230 17.21 0.4128
Decoder-only X 1.09 1.45 723 4746 20.77 4040 1654 0.4187
Encoder-Decoder 14.38 15.07  31.08 89.78 11.36 86.88 81.96 0.6617
Decoder-only 13.35 13.94  30.06 84.28 14.59 80.23 76.81 0.6377
ALMA-7B-Stagel X 15.70 1626 3346 7428 30.62 70.11 71.72 0.7806
ALMA-7B-Stage2 18.80 19.28 3690 81.34 32,72 77.83 76.81  0.8025

Table 3: Automatic metric results on JAM test set. Note chapters are segmented by maximum 2048 tokens. ALMA-
7B-Stagel is only fine-tuned on monolingual data. ALMA-7B-Stage?2 fine-tunes ALMA-7B-Stagel on high-quality

parallel data. (X) denotes no fine-tuning on corresponding dataset; (v') denotes fine-tuning.

During decoding, we also pack the maximum
number of sentences into blocks within 2048 to-
kens. The model does not know how many sen-
tences to generate in advance and decoding stops
when <EO0S> is predicted. As illustrated in Figure 8,
<EO0S> in our experiments is used to indicate the
end of translation, not the end of a sentence.

4.3 Evaluation

For all tasks, we report both “sentence-level™ (e.g.,
BLEU (Papineni et al., 2002), METEOR (Banerjee
and Lavie, 2005) and COMET (Rei et al., 2020))
and document-level automatic metrics in evalua-
tion. In particular, we analyze the translation qual-
ity of LLMs related to specific discourse phenom-
ena such as pronoun ellipsis, named entity corefer-
ence by BlonDe score (Jiang et al., 2022).

5 Result and Analysis

5.1 CH2CH is Challenging in Nature.

Motivated by Zhang et al. (2018), we experiment
with training a baseline model on the JAM dataset
from scratch, as well as incorporating a two-stage
training procedure, in which the model is first
trained on the sentence-level WMT22 Zh—En
dataset (Kocmi et al., 2022), before further fine-
tuning on the JAM dataset.

As illustrates in Table 3, Encoder-Decoder and
Decoder-only models trained from scratch on JAM
significantly under-perform the models trained with
the 2-stage procedure. The significant performance
gap demonstrates the challenging nature of CH2CH
(e.g., 1.87 and 1.09 on BLEU), i.e., the inherent dif-
ficulty of training on chapter-level, long-sequence
data. Translation models that trained with the
2-stage procedure to leverage the sentence-level

3Sentence-level metrics are performed on chunks, as our
dataset has no sentence alignment, see details in B.2
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Figure 2: Repetition distribution.

WMT22 exhibit a notable improvement, attesting the
difficulty of the CH2CH translation task.

5.2 Fine-tuning and Decoding Strategy

Does sentence-level fine-tuning help? We next
investigate the prerequisite of sentence-level fine-
tuning prior to the training on JAM dataset by com-
paring ALMA-7B-Stagel and ALMA-7B-Stage2
respectively, with the latter has been fine-tuned
on sentence-level parallel datasets. Table 3 in-
dicates that such sentence-level fine-tuning im-
proves BLEU from 15.7 to 18.80 and BlonDe
from 33.46 to 36.95, suggesting that fine-tuning
at sentence-level contributes positively to the accu-
racy of chapter-level literary translation.

In contrast, the improvement on COMET is
marginal, possibly attributable to COMET’s focus
on assessing the coherence and fluency of the gen-
erated translations. These qualities might already
be sufficiently robust in an LLM.

Repetition Problem in Decoding. Deutsch
et al. (2023) founds that translation does not de-
grade as the sequence becomes longer. However,
according to our results, this is not universally the
case; the effectiveness of translation diminishes
as the context becomes really lengthy. To investi-
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gate the insights, we examine the translations of
JAM test set on the fine-tuned ALMA-7B-Stage2
model and observe a notable pattern of undesirable
repetitions—either phrases or entire sentences—
emerges within the translations.

Specifically, 26.4% of the translations within
our test set exhibit some form of repetition. As
illustrates in Figure 2, repetition occurs predom-
inantly located within the first half of the trans-
lations (Shown as the red curve). Furthermore,
sentences exceeding 1300 tokens are more likely
to generate repetitive words, phrases or sentences®.
This observation is consistent with earlier studies
indicating text generation with LLMs often results
in consecutive sentence-level repetitions, attributed
to the use of maximization-based decoding algo-
rithms (Holtzman et al., 2020; Xu et al., 2023b).
The detailed analysis by Xu et al. (2022) sheds light
on the underlying causes: these models have an in-
herent tendency to repeat previous sentences due
to overestimating their probability. This problem
is particularly evident in long-context translation,
where increasing the chunk length amplifies the

“Repetition analysis for all zero-shot generations across
various architectures are in Appendix B.5

risk of the model falling into repetitive loops.
Comparison of Decoding Strategies By default,
beam search is employed for all models, with beam
size 5. However, upon training certain LLMs on the
CH2CH task, we observe sub-optimal performance
with beam search. We investigate the performance
of three decoding strategy: greedy, beam search
and near greedy decoding, which introduces repeti-
tion penalty +y to discount the scores of previously
generated tokens (Keskar et al., 2019).

Figure 3 presents the effect of applying the
penalty ~y to both greedy and beam search decoding
with different beam sizes. For beam search (with
beam size = 3 or 5), both BLEU and BlonDe scores
improve significantly. Concretely, with beam size
= 5, BLEU and BlonDe increase from 18.80 to
24.20 and from 36.90 to 41.42, respectively. In con-
trast, the improvements in METEOR and COMET
scores are comparatively smaller, suggesting that
the overall translation quality may not be improv-
ing as expected. In addition, for beam search de-
coding, increasing 7y keeps improving translation
performance and there are marginal variances once
v > 1.5. For greedy decoding, however, transla-
tion quality rapidly declines when v > 1.2.



ot Rep. Newrep. New non-rep. = Non-rep.
1.0 75—-94 182182 83171 22.5
1.1 84—97 100—157 125—18.7 22.5
1.2 89—-119 11.0—146 13.6 —19.0 223
13 111—-13.0 11.8— 167 16.0—19.7 22.3
14 97—125 132164 17.5—202 223
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1.7 78—-94 59—-120 20.7— 20.7 21.2

Table 4: BLEU scores across different groups. — de-
notes after post-processing.

We then explore the number of effective
(i.e., non-repetitive) tokens generated as -~y in-
creases (Figure 4 (left)). We further analyze rep-
etition sentence by sentence by separating test
sequences into four categories: repetitive, non-
repetitive, new repetitive, and new non-repetitive to
illustrate how different repetition penalties would
fare on the occurrence of repetition (Figure 4
(right)). In general, less sequences become repeti-
tive as the penalty becomes stronger.

Post-processing To further evaluate the model’s
translation ability, we implement post-processing
to eliminate repetitions in the generations. Before
evaluation, we employ a sliding window with a
length of 10 words, calculating the hash value of
the substring within the window. As we slide the
window, if the hash value of the current substring
matches any previously seen hash value, we com-
pare the actual substrings to confirm the repetition
and then trim accordingly’. After cleaning, the
blocks belonging to the same chapter are merged
back together for evaluation at the chapter level.

According to Figure 3, although applying repe-
tition penalty in decoding procedure shows signif-
icant improvements in BLEU and BlonDe scores,
the METEOR and COMET scores do not re-
flect similar gains. To determine whether repeti-
tion penalty genuinely improves translation quality
rather than simply reducing repetition, we carefully
examine the BLEU scores across the four cate-
gories before and after post-processing (—). The
division of the four groups is based on the results
of v = 1.7 compared to the case with no repetition
penalty applied (v = 1).

As Table 4 shows, the repetition penalty affects
the four groups differently: for sequences that
cease to be repetitive after the penalty is applied
(New Non-repetitive), increasing y consistently im-

SMost repetitions exhibit a self-reinforcement effect, con-
tinuously repeating the same sentences or phrases. Therefore,
once a repetition is detected, we remove all subsequent words.

proves translation quality. In contrast, for Non-
repetitive sequences which stay non-repetitive be-
fore and after applying the penalty, increasing
slightly diminishes performance. It demonstrates
that repetition penalty did not produce more mean-
ingful translations for this group. On the other
hand, applying an appropriate repetition penalty
can slightly improve translation effectiveness for
sequences that stay repetitive before and after ap-
plying the penalty (Repetitive). It should be noted
that an excessively high penalty may negatively
impact performance for sequences that are prone
to repeat. Unsurprisingly, for sequences in New
Repetitive which start to be repetitive after applying
the penalty, the translation quality declines rapidly.
This leads to a potential direction of future work
to develop advanced decoding algorithms to avoid
repetitions in translation.

5.3 How Do LLMs Perform on JAM?

In order to evaluate the capacity of LLMs on
CH2CH translation, we perform zero-shot evalu-
ation on the JAM dataset across different models.
To further analyze performance variations across
different context lengths, we segment chapters into
at most 512, 1024, and 2048 tokens, respectively.
The results are presented in Figure 5.

GPT-4 outperforms all other models across both
sentence-level and document-level metrics. Rather,
translation-oriented models, such as NLLB-3.3B
and ALMA-7B-Stage2, struggle in the CH2CH
task, i.e., performance drop dramatically especially
when the sequence become longer than 1024 to-
kens. One reason as to why ALMA-7B-Stage2
faces challenges in translating long sentences is
that it has been finetuned exclusively on short par-
allel sequences. This may impair its capability to
handle long-sequence translation and fully exploit
the advantages of chapter-level contextual infor-
mation to improve translation quality. However,
we observe notable improvements after fine-tuning
ALMA-7B on our chapter-level dataset JAM even
in the most challenging setting where the context
extends up to 2048 tokens, as shown in Table 3.

Despite LLMs such as LLAMA?2 being theoret-
ically capable of handling contexts of up to 4096
tokens, their performance in translation tasks over
extensive contexts remains subpar. Before delving
into more nuanced improvements in discourse-level
translation, it is crucial to enhance the model’s ca-
pacity for high-quality long-context translation.
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Figure 6: Zero-shot translation performance.

CH2CH vs. Sentence Translation The high-
level objective of CH2CH translation is to leverage
more training signals from chapter-level dataset. To
test the effectiveness of this setting, we conduct an
experiment to segment chapters into sentences for
comparison. Concretely, we first split each chapter
into separated sentences using the NLTK ¢ pack-
age, then execute translation individually on each
sentence with ALMA-7B. The translated sentences
are concatenated back to calculate document-level
evaluation metrics. Figure 6 indicates that ALMA-
7B under the 512-tokens setting outperforms the
sentence-segmented setting across all metrics, at-
testing the significance of CH2CH translation.

Decoder-only vs. Encoder-Decoder Architecture
Under the zero-shot setting (Figure 5), ALMA-
7B-Stage2 continues to surpass encoder-decoder
translation model NLLB-200-3.3B on BLEU
scores. In terms of document-level evaluation met-
rics, ALMA-7B-Stage2 performs on par with, or
even better than NLLB-200-3.3B on the most
BlonDe metrics, e.g., pronnoun and discourse
marker (d.m.). One potential explanation is that

https://github.com/nltk/nltk

the backbone LLM LLAMA2-7B has a better con-
text understanding and text generating ability. For
example, discourse markers, e.g., however, on the
other hand, are crucial for maintaining the coher-
ence and cohesion of text, areas in which LLMs
are trained. NLLB-200-3.3B tends to generate
shorter text compared to other models. One hy-
pothesis is that it is primarily trained on a sentence-
aligned dataset, where the source and target sen-
tences do not differ significantly in length.

After finetuning on JAM, though Encoder-
Decoder perform slightly better than Decoder-only
model, yet still under-perform ALMA models on
most of the evaluation metrics (Table 3). The above
results demonstrates the effectiveness of decoder-
only models in handling complex literary transla-
tion. Particularly noteworthy is the fact that LLMs
do not rely heavily on large amounts of parallel
data and are inherently capable of translating long
context sequences after finetuning.

6 Conclusion

In our paper, we show that CH2CH translation is
a viable approach for context-aware NMT, exem-
plified by our novel dataset, JAM. Chapter-level
data, derived from professional translations, offers
richer context signals and presents a more realistic
scenario. Through detailed empirical experiments,
we discover that LLMs are aptly suited for CH2CH
translation following a two-step fine-tuning pro-
cess: first at the sentence level, then at the chapter
level. Nevertheless, challenges of repetition inher-
iting from long-context generation signals the need
for improved long-sequence decoding strategies in
future research.


https://github.com/nltk/nltk

7 Limitations

Because JAM dataset is constructed from profes-
sional literary works, we acknowledge that literary
books may introduce stylistic and cultural biases
into the dataset. This might limit the model’s gener-
alization to other domains like technical or conver-
sational language and potentially amplify cultural
or temporal biases inherent in the source materi-
als. While literary texts enrich the model’s ability
to handle complex and expressive language, their
focus may underrepresent diverse voices and non-
literary contexts. Another limitation of our work is
that the current dataset is restricted to the Chinese-
English language pair, which limits the model’s
applicability to other language combinations. In
future work, we plan to extend our dataset to in-
clude a wider range of languages, enabling more
comprehensive evaluations and applications. Addi-
tionally, we aim to incorporate texts from diverse
domains to enhance the model’s generalizability
and adaptability to varied contexts.
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Appendix: Towards Chapter-to-Chapter
Context-Aware Literary Translation via
Large Language Models

A JAM Dataset

A.1 Corpus Information

The whole JAM corpus contains world literatures;
for a source text to be included in JAM, it must be
(1) a literary work that has a published electronic
version with chapter breaks along with (2) its corre-
sponding human-written, Chinese translations from
professional translators available on the Internet.
Books genres include both fiction (e.g., romance,
science, adventure, etc) and non-fiction literature
(e.g., biography and self-help).

All books in JAM have entered the public do-
main with cleared copyright, from the earliest pub-
lished in 1817 to the latest in 1949. Table 6 shows
20 sample books from the JAM dataset, in which
the ACL column is obtained by using LlamaTok-
enizerFast. The data statistics are shown in Table 2

A.2 Paragraph Misalignment Example

subsection A.2 shows examples of paragraph mis-
alignment, which make paragraph-level translation
not feasible.

B Implementation Details

B.1 Data

Data for baseline models is encoded and vector-
ized with byte-pair encoding (Sennrich et al., 2016)
using the SentencePiece (Kudo and Richardson,
2018) framework. We use a 32K joint vocabulary
size for Zh—En. Full corpus statistics of WMT22
are in Table 5.

Train Valid Test
25134743 2002 2001

Dataset  Lg. Pair
WMT22 Zh—En

Table 5: Sentence counts across WMT22 datasets.

Due to the limitation to certain context length
of backbone LLM, we have to segment chap-
ters into chunks within 2048 token length. Our
data assumes chapter-alignment without sentence-
alignment, chunking might potentially result in
misalignment. However, the loss caused by mis-
alignment is marginal considering the whole length
of the context. In addition, the main advantages
in Ch2Ch is brought by sentence-misalignment,
which is not diminished by chunking.
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To segment JAM chapter-level dataset into
chunks, we first decide the number of chunks to
split in a chapter by ensuring that each chunk in-
cludes no more than 2048 English and Chinese
tokens, then equally segment the chapter into the
computed number of chunks. There is no overlap
between chunks, and we keep a sentence a com-
plete unit when we split chapters.

B.2 Evaluation

Because there is no sentence-level alignment in our
dataset JAM, we are calculating BLEU scores for
each chunk, which is "segment-level" BLEU, con-
sidered pretty similar to d-BLEU. For comparison,
we also report d-BLEU on the whole chapters in
Table 3. The differences between segment-level
BLEU and d-BLEU is small, as there are often less
than 5 chunks in each chapter.

Prompt

Translate this from [src lang] to
[src lang]: <src chapter>

[tgt lang]:

[tgt lang]:

Figure 7: Prompt template for LLMs.

B.3 Baseline Traning

We use the following two architectures for baseline:

Encoder-Decoder Architecture We use the
Transformer (Vaswani et al., 2017) base version,
which consists of 6 encoder layers, 6 decoder lay-
ers, a model dimension of 512, and an FFN hidden
dimension of 2048.

Decoder-only  Architecture Compared to
the prevalent encoder-decoder architecture, the
decoder-only framework is often simpler in
architecture and computationally efficient (Fu
et al., 2023).

We train baseline models (Encoder-decoder and
Decoder-only) on the fairseq framework. Follow-
ing Vaswani et al. (2017); Fernandes et al. (2021),
we use the Adam optimizer with 81 = 0.9 and
B2 = 0.98, dropout set to 0.3, an inverse square
root learning rate scheduler with an initial value of
1074, and the warm-up step set to 4000. Here, we
only train the Transformer base version, and the
decoder-only model is also derived from the base
Transformer base architecture. We keep the pa-
rameter size of both Encoder-decoder and Decoder-
only architecture similar for fair comparison.


https://huggingface.co/docs/transformers/main/model_doc/llama#transformers.LlamaTokenizerFast
https://huggingface.co/docs/transformers/main/model_doc/llama#transformers.LlamaTokenizerFast
https://huggingface.co/docs/transformers/main/model_doc/llama#transformers.LlamaTokenizerFast

Title Author Year #Chapts ACL (en/zh)
1984 George Orwell 1949 24 5.8K/10.2K
A Tale of Two Cities Charles Dickens 1859 44 4.3K/8.0K
Alice’s Adventures in Wonderland Lewis Carroll 1865 9 3.1K/5.7K
Ancient Greek Myths / / 58 488.2/862.1
Around the World In Eighty Days  Jules Verne 1872 36 2.6K/5.5K
Black Beauty Anna Sewell 1877 13 1.9K/3.0K
Don Quixote Miguel de Cervantes 1605 125 4.4K/6.9K
Five Weeks in a Balloon Jules Verne 1863 44 3.1K/5.9K
How The Steel Was Tempered Nikolai Ostrovsky 1934 18 11.7K/24.8K
Little Prince Antoine de Saint-Exupéry 1943 28 822.3/1.4K
Little Women Louisa May Alcott 1868 47 5.8K/10.7K
Oliver Twist Charles Dickens 1838 53 4.4K/8.7K
Robinson Crusoe Daniel Defoe 1719 8 20.9K/35.4K
Tess of the d’Urbervilles Thomas Hardy 1891 59 3.7K/7.8K
The Adventures of Tom Sawyer Mark Twain 1876 35 3.1K/5.7K
The Moon and Sixpence William Somerset Maugham 1919 58 1.8K/3.9K
The Mysterious Island Jules Verne 1875 62 4.5K/8.2K
The Time Machine H. G. Wells 1895 13 3.4K/6.2K
Women in Love D. H. Lawrence 1920 27 10.3K/9.5K
Wauthering Heights Emily Bronté 1847 34 5.1K/9.3K

Table 6: Corpus information for 20 sample books. ACL = average chapter length in tokens.
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The sky clear . Not miles

Figure 8: Decoder-only architecture.

B.4 LLM Training

All models are trained with 8xA40 GPUs and Deep-
Speed+ZeRO3. Following Xu et al. (2023a), we
use Adam optimizer, weight decay set to 0.01, and
the warm-upratio set to 0.01, an inverse square
root learning rate scheduler with an initial value of
2% 107°.

The zero-shot evaluation on JAM dataset across
different chunk sizes is shown in Table 7. Note that
we also evaluated the JAM dataset without chunk-
ing using a long-context model, such as GEMINI-
2.0-PRO (Team et al., 2024). We include the re-
sults in Table 7. We do not see the performance
of long-context models surpass GPT-4, which in-
dicates the impact of chunking of our dataset is
marginal. However, GEMINI-2.0-PRO performs
much better than other LLaMA-based models.
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Building upon Xu et al. (2023a), we prepend a
fixed prompt (Figure 7) to each chapter.

B.5 Repetition Analysis on Zero-shot
Translations

As illustrated in Figure 9, repetition is not an is-
sue for sentence-level translation. However, the
repetition ratio significantly increases as the input
context length increases from 512 to 1024. Fur-
thermore, Figure 10 shows that as the input length
increases, the repetition start position also occurs
earlier.

B.6 Post-processing on Fine-tune Translations

Post-processing eliminate repeated words and
phrases in generated translations. Table 8 shows a
comprehensive automatic metric comparison be-
tween translations with post-processing versus.



Model BLEU d-BLEU BlonDe COMET ACL
all pron. entity tense d.m.
512 tokens
NLLB-200-3.3b  6.90 7.31 26.37 63.26 2396 63.53 61.59 0.7592 870
LLaMA2-7b 10.60 11.21 24.49 73.89 17.51 7270 66.85 0.6990 1551
ALMA-7b 15.40 15.90 31.82 88.35 19.69 88.22 8230 0.7914 1608
G4 B N R chon Ll dran il L
1024 tokens
NLLB-200-3.3b  3.20 3.82 18.32 47.37 17.17 46.15 4429  0.6888 709
LLaMA2-7b 9.30 10.21 20.57 64.09 11.60 66.44 59.74 0.7025 1648
ALMA-7b 7.70 8.15 19.82 68.49 13.30 71.00 6249 0.7017 2223
G4 W A T o R by SDand e |
2048 tokens
NLLB-200-3.3b  2.50 291 9.48 41.62 7.37 5066 2598 05009 1254
LLaMA2-7b 6.40 7.40 14.40 49.45 8.63 53.66 39.69 0.6778 1780
ALMA-7b 2.70 3.59 9.09 42.27 635 4798 2777 05433 2382
G4 B e Sl il s iy
Whole Chapter w/o chunking
Gemini-2.0 18.87 19.34 3739 87.42 36.51 89.29 8297 0.7983 1859

Table 7: Zero-shot performance on JAM data across LLMs. The chapter-level data are segmented into chunks
containing at most 512, 1024, 2048 tokens. ACL = average chapter length in tokens; The ACL of sampled

instances=1850.

Model WMT JAM Post-processing BLEU BlonDe COMET
all pron. entity tense d.m.
ALMA-7B-Stagel X X 1570 3346 7428 30.62 70.11 71.72 0.7806
ALMA-7B-Stage?2 X 18.80 3690 8134 3272 77.83 76.81 0.8025
ALMA-7B-Stagel X 21.6 3954 8643 3543 8452 8298  0.7986
ALMA-7B-Stage2 239 4273 90.69 3841 89.02 8495 0.8106

Table 8: Automatic metric result of ALMA-7B translations on JAM, with versus without post repetition removal

processing. Bold denotes best performance.

ex 53.6 55.4
A Repetition(%) ‘A' ; S =A

45 o

30

22,
KX
15
04.°"
0 A
Sentence 512 1024 2048

Figure 9: Repetition ratio in the generation results for
different input context length

without post-processing.

C Qualitative Results

We present the qualitative examples translating a
sample from JAM test dataset across different repe-
tition penalty in Table 9. Without repetition penalty
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during decoding, the generation of long chapters
will fall into repetition of phrases/sentences.

In Table 10, we present a comparison of zero-
shot translations produced by various state-of-
the-art LLMs, including LLaMA2-7B, LLaMA3-
8B, GPT-4, and NLLB-54B. GPT-4 demonstrates
a strong performance by avoiding repetitions,
whereas LLaMA3-8B begins generating unrelated
text instead of translating the source, ultimately
ending with repetitive output. LLaMA2-7B trans-
lates approximately half of the source text before
repeating the same sentence and also fails to gener-
ate the correct character name (Oliver). NLLB-54B
translates only a small portion of the text before
falling into repetitive patterns.



Input Length Input Length
60 . 512 60 - 512
1024 1024
= 2048 + 2048
540 540
[e] Q
o o
20 20 |
0 I | | 0 I I I I I e w0 =
0 200 400 600 800 0.0 0.2 0.4 0.6 0.8
Word index Position within Sentence

Figure 10: Repetition start position across different input lengths. Left: The word index of repetition, Right: The
relative position of repetition.

Model Translation

Source

AEATRENE L X R — 4 NI R R KR, B R =, B ZAR— 5 M. BT NS B £
AT TR ROKEE /KRR T RS B R RE T B0, TR & T B — R AR SR, T X —3E 50t
JEERH EEE R EINE TR AR, G AT S R DE RS — A AL FEIRIRIE ) R TU R  E
LT — 2B R, X E RS R R RE P 208 R R 12T ) #hE
R — AL Z T — AN BEMBA 1 I 28 /R B O R B A BB RER 7. S DERE ELE K LS
IR B4R 77 B9 1 A 2 B 25 IR T — ORI U8 5 ) 2 34 B TR IR AT R A~ Bt 1 1o, HE R A B Wi 5 O et
15, S BAT TR FE o R K R R R R MO — R AT 8 T 08 AR AT RE & B At FUUE I [RR -+ LAY
BhEE. AR ST RIS DT E IR S R E OB LR EE T EZREENT A 5 %%
NI TR LI TSk BTG BE NS B 20 B A MR Y 4 TS B e R T et
BRI 7F, TR YR 1A ——— BRI S 35 AR S SR [ R SRR 3. B T 7
Ak O X B O RE R 7R 5 AT AR E R AT E. SFE i R B ik ar KRB A T2
Al B E I X R E K SRR RATIDR — FIEE S H. REEZL5% T.REH A A&
BRI B AT . (B EOR R R TSR R, SRR S A o B ST 9B st K P, e
BRI SR TR R T U B TR B SUP NN BB, SR KB TR IER 22 IR RGTRO T — 8090, 32
S A E SRENGBUA T ,3X A7 % i — 9y ELRORE, 136 B2 52 9B B KO IR . X R B R IE AT
5. B E LT BIER A TS YR itk i B SR NI S e & B ISR, 5 0 b 4 B e
BT L B 1R AR I A M B AR T B2, X — KR P00 BTE BB A JE RV 2 2258 ] LL
TEIX s LT — B Imis WL AR OGT T 2R KA AR B8 = IO AAGE. 2 T A B K BE
0N Y 3K B/ NG T /) VA, B AR 19, LR 2 R 2 AR TR RO, RS R — . KB e
T H SRR BRGL AL, 2 A 520 700 WL, R e R R L s/ INUG Y R 52 75 DU T/ \ 77 YO, 5
B, b — SRS T L S B, A A

rp=1.3 They came out into the street. It was a dismal morning, with a strong wind and heavy clouds, as if there were going
to be a storm. It had rained hard during the night, and there were great pools in the roads, and the gutters were full.
There was a glimmer of light in the sky, promising the approach of a new day, but that glimmer only deepened the
gloom, and made the gas-lamps look white and colourless, and shed no warmth or brightness on the wet roofs and
dreary streets. The neighbourhood did not seem to be astir yet, and the windows of the houses were all shut up.
The streets through which they passed were silent and deserted. It was not until they turned into Bishopsgate Road
that the day began to break. Most of the lamps were out, and country waggons were slowly making their way to
London, with here and there a public conveyance splashing through the mud with a clattering of whips at the heads of
the horses, who took the wrong side of the road, and were in danger of being ten minutes late. The public-houses
with their gas were open, and one by one the other shops began to be astir. There was a sprinkling of people in the
streets. Then there poured in a steady stream of workpeople, men and women with fish-baskets on their heads, carts
of all sorts of vegetables, loaded waggons of live-stock or slaughtered sheep and pigs, milk-women with pails, and a
ceaseless procession of food of all sorts, struggling towards the East End. As they drew nearer to the heart of the
commercial world, the noise and traffic increased. When Sikes and Oliver threaded their way through the streets
between Shoreditch and the London meat-market, it became a roar and a rush. It was broad daylight, and it was
likely to continue so until night should come again.Half the population of London was astir on this busy morning.
Mr Sikes took Oliver into Sun-street, then into Cruncher-street, through Finsbury Square, along Chiswell-street, and
up Long-lane, with a brisk trot. Then he slipped into any one of the alleys that deny a portion of their science to
any part of the System of Pure Logic.Oliver was astonished at the din and bustle of the London meat-market. It was
market-day, and the ground was covered with nearly ankle-deep mud, and the heavy atmosphere was thick with the
fumes of newly-slaughtered animals, which mingled with the fogs that seemed to linger in the chimney-tops, and
hung heavily over the market. In the centre of this great open space, all the pens, with many temporary sheds crowded
in among them, were full of sheep, and three or four pens of cattle, and three or four pens of calves, were tied to
stakes at the edge of the gutters. Country people, butchers, cattle-dealers, street hawkers, boys and thieves, idlers, and
all the scum of the lower classes, were huddled together. Cattle-dealers were whistling, dogs were barking, bullocks
were bellowing, sheep were bleating, pigs were grunting; the cries of the hawkers, the shouts, oaths, and quarrels of
the crowd, the ringing of bells from the public-houses, and the general uproar.
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Model

Translation

rp=1.18

They came out into the street. It was a dismal morning, with a strong wind and heavy clouds, as if it were going to
be a storm. The night had been very wet, and there were great puddles in the road, and the gutters were full. There
was a glimmer of light in the sky, promising a new day, but that glimmer only deepened the gloom, and made the
gas-lamps look white and colourless, and shed no warmth or brightness on the wet roofs and dreary streets. The
neighbourhood did not seem to have waked up yet, and the windows of the houses were all shut, and the streets were
silent and deserted. It was not until they turned into Belle-Saxe Road that the day began to break. Most of the lamps
were out, and country waggons were slowly making their way to London, with here and there an omnibus splashing
through the mud, and jerking its whip at the stupid carter who had taken the wrong side of the road, and was liable to
be late by ten or fifteen seconds. The public-houses with their gas were open, and one by one the shops began to be
astir, and there were stray pedestrians in the streets. Then came a steady stream of working people, men and women
with fish-baskets on their heads, donkey-carts full of vegetables, waggons laden with live-stock or slaughtered sheep
and pigs, milk-women with pails, and a ceaseless procession of food of all kinds, moving slowly towards the East
End. As they drew nearer to the heart of the commercial world, the noise and traffic increased. When Mr. Sownds
and Oliver had scrambled through the streets between Shoreditch and the London Meat Market, it became a roar and
bustle. It was broad daylight, and it might have been expected to last till night came round again.Half the population
of London was astir on this busy morning. Mr. Sownds took Oliver down Sun-street, along Cruncher-street, across
Finsbury Square, and up Long-Bow Lane, with a brisk trot, and slipped into some alley or court which disproved any
part of the system of Science. He brought Oliver to the London Meat Market, where there was a confused uproar,
which astonished Oliver very much.It was market-day. The ground was covered with mud nearly up to the ankles,
and the heavy atmosphere was thick with the fumes of newly-slaughtered animals, which mingled with the fogs that
seemed to be stationed at the top of every chimney, and hung heavily over the market. In the centre of this great
flat space, all the cattle-trucks, with many temporary stalls crowded in among them, were full of sheep, and pens
at the edge of the gutters were three and four deep with cattle and calves. Country people, butchers, cattle-dealers,
street hawkers, boys and thieves, lookers-on, and all sorts of ruffians from the lowest depths of society, were huddled
together. Cattle-dealers were whistling, dogs were barking, bullocks were bellowing, sheep were bleating, pigs were
grunting; the cries of the hawkers, the shouts, oaths, and quarrels; the ringing of bells from the public-houses, and the
noise of voices and laughter within them;

rp=1 (no rp)

They came out into the street. It was a dismal morning, with a strong wind and heavy clouds, as if there were going to
be a storm. It had rained hard during the night, and there were great pools in the roads, and the gutters were full. There
was a faint glimmer of light in the sky, promising a new day, but this glimmer only deepened the gloom, and made the
street lamps look white and colourless, and shed no warmth or cheerfulness on the wet roofs and dismal streets. It
seemed as if no one had got up yet in this part of the town, and all the windows were shut, and the streets were silent
and empty. It was not until they turned into Belle-Saxe Road that the day began to break. Most of the lamps were out,
and a few country waggons were slowly making their way into London. Now and then a mud-bespattered omnibus
would rattle by, with the conductor lashing it on in front, as it took a wrong turning, and was liable to be ten or
fifteen seconds late in reaching its destination. The gas-lighted public-houses were opening, and one by one the other
shops were beginning to do business. There was a sprinkling of people in the streets. Then came a steady stream of
workers, men and women with fish-baskets on their heads, carts piled with vegetables, waggons laden with live-stock
or slaughtered carcases of pigs and sheep, milk-women with their pails, and a ceaseless procession of food-bearing
humanity creeping slowly eastward. As they neared the heart of the commercial world, the noise and traffic increased.
When Sikes and Oliver had threaded their way through the streets between Shoreditch and the metropolitan butchers’
shops, it became a roar and a rush. It was broad daylight, and it was likely to continue so until night should come
again.Half the population of London was astir on this busy morning. Mr Sikes took Oliver into Sun-street, and down
Cruncher-street, through Finsbury Square, and along Chiswell-street, with a brisk trot, and slipped into the by-streets
to evade any part of the system of science that might be inconsistent with the theory of ’usefulness.’The place of
rendezvous was the metropolitan butchers’ market, where a confused noise and bustle astonished Oliver. It was
market-day. The ground was covered with nearly ankle-deep mud, and the heavy atmosphere was thick with the
fumes of newly-killed animals, which mingled with the fogs that seemed to linger in the chimney-tops, and hung
heavily over the market. In the centre of this great flat space, all the pens, with many temporary sheds crowded in
among them, were full of sheep, and three or four tiers of cattle and calves were tied to the posts at the edge of the
gutters. Country people, butchers, cattle-dealers, street hawkers, boys and thieves, lookers-on, and all the scum of the
lowest classes, were huddled together. The cattle-dealers were whistling, dogs were barking, bullocks were bellowing,
sheep were bleating, pigs were grunting; the cries of the hawkers, the shouts, oaths, and quarrels of the people, the
ringing of bells from the public-houses, the uproar of voices and laughter within them, the tramp of horses, the rattle
of wheels, the clatter of hoofs, the creaking of waggon-poles, the clanking of chains, the grinding of carts, the jingling
of money, the clashing of knives and forks, the smell of stale beer, the smell of new beer, the smell of roast meat, the
smell of raw meat, the smoky smell of cooking meat, the smell of fish, the smell of cheese, the smell of onions, the
smell of spiced ale, the smell of spiced beer, the smell of spiced gin, the smell of spiced rum, the smell of spiced
brandy, the smell of spiced tobacco, the smell of spiced pipes, the smell of spiced tobacco-pipes, the smell of spiced
tobacco-snuff, the smell of spiced tobacco-snuff-pipes, the smell of spiced tobacco-snuft-pipes, the smell of spiced
tobacco-snuff-pipes, the smell of spiced tobacco-snuff-pipes, the smell of spiced tobacco-snuff-pipes, the smell of
spiced tobacco-snuff-pipes, the smell of spiced tobacco-snuft-pipes, the smell of spiced tobacco-snuff-pipes, .. .

Table 9: Qualitative Results
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Translation

Source

“Fe =W AMEE AR, B RERE. BITEA R ERIRGIHRIE, U T B £k k. B IBHIamEE T —
ASREEIZ. i ROk R AEZ A LB PR MR SRR B EE T X REEZES B —=
WAARWET . A EIKE i B TEE 2 ) B TR D, TR R RE THH0R T DR E R T
o — D FIE TR A, FOEVEAE T B2 I BHTRRARGR S B R A b R R SRR O T
b 3¢ it B 3L A 4 RN, B NS I B A R OR A 5N B LS AR R 5 R AT RiAE — L RO I AR T
WARFH AR ARSI LS. BEEE T TRMTHBE BB R E TENBEH
SedE XS AR N AE I B, — B BRI SCE T BT "% T "ERENE 7 A LI 5 R HE. X
FEEIT T BLSL o — B, A ol o R B 56 AT 8, W W v IR AN 1 IR TSR W A B 3 M
TR MAEHST B IR BRVEFHETT . "7, 2o LU, B IR IR T . A A T TR M — A
LA N BT IR, A M BU TR 5 7. 17 T 8T SR TR E A E 5. "R
FINBE R R T R R R AE R, RIS B TR AR R B E T 5 — Rt — Bl S s
FT——WU RN EAT AARBRIR D AT AGE. "B, "F A /R Se A Ul A IR O AR B L8 T B s S
P NEB. WE, LI RS R DR ERIULE G L T R EE PRI —. " T3, "3
A IR SELE MR B BT 28 A U H o, 38 AL A L UUE. W N, RN, A R S A UliE Al s B T
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FOEIMCRE 1. W T —RIRIERGEMESLE T H ORI E R A ERE K Ak, X R
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TR UGE, T R R B R R L B R X T AR L X R, B OA Ik
AR, AR BRI B St B 32 S, T ELE & 0T R I TLER, AR IR ST A R AN el
FhH BRI AR, B AR H OB B ARER. X TiX— AL HIE RSB mE b, b A A D T iE R T B LR
E bR LR T E RO, B RA HDORI B E RIS 2 . 8RB R, AR UORE B LR 95,1
il N R BB A ATE, T A I & T8

GPT-4

"I have absolutely no doubt, my friend," the old gentleman replied. He adjusted the glasses on his nose, and started
looking for the ink bottle. A pivotal moment had arrived in Oliver’s fate. If the ink bottle was where the old gentleman
imagined, he would dip the quill in and sign the certificate, and Oliver would be hastily taken away. But the ink bottle
happened to be right under the old gentleman’s nose, and despite a thorough search of the desk, he still couldn’t find
it. As he continued to search forward, his eyes landed on Oliver Twist’s pale and terrified face. Despite Bumble’s
warnings and nudges, Oliver stared unflinching at his future master’s ugly face, filled with a blend of disgust and
terror that couldn’t be misread by anyone, even by a poorly sighted law officer. The old gentleman stopped, put down
the quill, studied Oliver, then Mr. Limkins, who made a show of leisurely snuffing tobacco, looking cheerful and
unconcerned. "Child," the old gentleman leaned over from his writing desk and said in a voice that startled Oliver; a
reaction that was entirely understandable considering the gentleness of the tone and the fact that unfamiliar voices can
be frightening. Shivering uncontrollably, tears streaming down his face, Oliver knelt down and begged to be sent
back to the dark room—to starve, to be beaten, even slaughtered—just not to be sent away with this dreaded man.
"Ah," sighed Mr. Bumble, raising his hands and turning his eyes upward in a deeply touching expression of gravity.
"Ah, Oliver, I have seen many sneaky and evil orphans, and you are the most shameless one.” "Shut up, Officer,"
the second gentleman interjected, as soon as Mr. Bumble described Oliver’s shamelessness. "Excuse me, Sir,” Mr.
Bumble hesitated, wondering if he had misheard. "Do you mean me?" "Yes, close your mouth," the second gentleman
instructed, leaving Mr. Bumble agape. It was extremely unusual for a parish officer to be ordered to keep quiet. The
old gentleman with the turtle shell glasses glanced over at his colleague, who nodded in agreement. "We will not
approve these agreements," the old gentleman casually discarded the parchment. "I hope," Mr. Limkins stuttered, "I
hope, gentlemen, you won’t assume irresponsibility on the part of the management just because of a child’s unjustified
protest.” "A magistrate is not responsible for resolving disputes," said the second gentleman sharply, "Take the child
back to the workhouse, and treat him properly, it seems he needs just that." In the evening of the same day, the
‘white-waistcoat’ gentleman confidently and definitively stated that not only would Oliver be hanged, but he would
also be eviscerated and chopped up into pieces. Mr. Bumble, disheartened and mysteriously shaking his head in
disagreement, hoped for a better fate for Oliver. In response, Mr. Gamfield said he hoped Oliver would come back to
him, and despite generally agreeing with the officer, he expressed a contrary wish. The next morning, the public was
again informed: Oliver was being transferred again, anyone willing to take him would receive a reward of five pounds.
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Translation

LLaMA3-8B

“I have no doubt, friend. "The old gentleman answered. He adjusted his spectacles on the bridge of his nose, and
began to hunt for the inkstand. Oliver’s fate was at a crisis. If the inkstand were where the old gentleman supposed it
to be, he would dip his pen into it, and sign the certificate, and Oliver would be hurried away. But the inkstand was not
where the old gentleman supposed it to be, and the old gentleman, after looking for it in all sorts of unexpected places,
and under all sorts of unlikely names, at last gave it up. Just as he gave it up, his eyes happened to fall on Oliver’s
face, and he looked at him very hard. Mr. Bumble, who was standing by, cleared his throat very loud, and looked
at Oliver very hard, too. The old gentleman looked at Mr. Bumble, and Mr. Bumble looked at the old gentleman.
The old gentleman looked at Oliver again, and Oliver looked at the old gentleman again. The old gentleman looked
at Mr. Bumble a third time, and Mr. Bumble looked at the old gentleman a third time, and then they both looked
at Oliver a third time, and then Oliver looked at them both a third time, and then they all three looked down at the
inkstand a third time, as if they expected the inkstand would do something new, on the strength of what had passed.
But the inkstand took no notice, and looked straight on in front of it, as if it were determined to know nothing. The
old gentleman looked at Oliver a fourth time, and Mr. Bumble looked at Oliver a fourth time, and Oliver looked at Mr.
Bumble a fourth time, and Mr. Bumble looked at the old gentleman a fourth time, and the old gentleman looked at the
key of the inkstand a fourth time, and then they all three looked at the inkstand a fourth time, as if they expected the
inkstand would do something new on the strength of what had last passed. But the inkstand took no notice, and looked
straight on in front of it, as before. The old gentleman looked towards Mr. Bumble, and nodded slightly. Mr. Bumble
looked towards Oliver, and nodded slightly. Oliver looked towards Mr. Bumble, and nodded slightly. Mr. Bumble
looked towards the old gentleman, and nodded slightly. The old gentleman looked towards Oliver, and nodded slightly.
Oliver looked towards Mr. Bumble, and nodded slightly. Mr. Bumble looked towards the old gentleman, and nodded
slightly. The old gentleman looked towards Oliver, and nodded slightly. Oliver looked towards Mr. Bumble, and
nodded slightly. Mr. Bumble looked towards the old gentleman, and nodded slightly. .. (exclude repetition)

LLaMA2-7B

“I have no doubt, my friend. "The old gentleman answered. He took off his pince-nez and wiped it with his
handkerchief. "Mr. Oliphant’s fate has come to a crucial moment. If the ink bottle were in the old gentleman’s
imagination, he would put on his spectacles, sign the document, and take Oliphant away. But the ink bottle happened
to be under the old gentleman’s nose, and he had to hunt all over the table before he found it. Just as he was about
to go forward, his eyes fell on Oliphant’s pale and terrified face. The look of hatred and terror on that face would
have frightened anyone, even a policeman who had never seen it before. The old gentleman stopped, put down his
pen, and looked at Oliphant. "My boy," he said, "look at you. Your face is as white as a sheet. What’s the matter?"
"I’m frightened," said Oliphant. "Don’t be frightened, my boy," said the old gentleman. "Look at me. I’'m smoking
a cigar, and I'm as happy as can be. You needn’t be afraid of me. I'm not going to send you back to that horrible
house. I’m not going to starve you to death. I’'m not going to beat you. I’'m not going to kill you. I’'m not going
to do anything to you. I'm only going to send you back to that horrible house." "Well," said the second gentleman,
"Oliphant, you’re a sneak and a scoundrel. You're a sneak and a scoundrel. You’re a sneak and a scoundrel. You're
a sneak and a scoundrel. You’re a sneak and a scoundrel. You’re a sneak and a scoundrel. You're a sneak and a
scoundrel. You’re a sneak and a scoundrel. You’re a sneak and a scoundrel. You’re a sneak and a scoundrel. You’re a
sneak and a scoundrel. You're a sneak and a scoundrel. You're a sneak and a scoundrel... (exclude repetition)

NLLB-54B

"The inkpot was right under the old gentleman’s nose, and he looked all over the table for the inkpot, and found
none. Just as he was going forward with his eyes fixed on Oliver’s pale and terrified face, he would have inserted the
marker and signed the certificate, and Oliver would have been carried away with it. But the inkpot was under the old
gentleman’s nose, and he looked all over the table for the inkpot, and found none. Just as he was going forward with
his eyes fixed on Oliver’s pale and terrified face, he would have inserted the marker and signed the certificate, and
Oliver would have been carried away with it.

Table 10: Zero-shot Qualitative Results across different LLMs
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