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Abstract001

The deployment of large language models002
(LLMs) in real-world applications is hindered003
by persistent vulnerabilities in safety alignment,004
where existing methods remain susceptible to005
jailbreak attacks and alignment collapse after006
fine-tuning. We observed that this vulnerabil-007
ity has two key sources: 1) shallow alignment:008
alignment training primarily adjusts shallow009
top-layer parameters while neglecting deeper010
layers, and 2) the scarcity of safety key neu-011
rons and their high overlap with general key012
neurons. To address these challenges, we pro-013
pose RobustAlign, which enhances alignment014
depth and breadth to achieve robust safety align-015
ment through two synergistic innovations: (1)016
Chain-of-Thought (CoT)-augmented training017
data, which increases the information entropy018
of training samples, and (2) Synergistic Gra-019
dient Scaling to promote deeper and broader020
adjustments. Extensive experiments on five021
LLMs against six jailbreak attacks demonstrate022
RobustAlign’s superiority: it reduces attack023
success rates (ASR) by 21%–63% compared024
to state-of-the-art baselines against jailbreak025
attacks and subsequent fine-tuning, while pre-026
serving downstream task accuracy and introduc-027
ing minimal computational overhead (<3%).028

1 Introduction029

The rapid advancement of large language models030

(LLMs) has revolutionized AI applications. How-031

ever, persistent security vulnerabilities still hinder032

their deployment in real-world scenarios (Jiang033

et al., 2024,Chao et al., 2023). Despite extensive034

efforts in safety alignment, such as reinforcement035

learning from human feedback (RLHF) (Ouyang036

et al., 2022) and safe decoding (Xu et al., 2024),037

existing alignment methods remain vulnerable to038

jailbreak attacks (Jiang et al., 2024) and suffer from039

alignment capability collapse after finetuning for040

subsequent tasks, as shown in Figure 1. These phe-041

nomena demonstrate model vulnerabilities and call042

Figure 1: Top: Jialbreak bypasses the safety alignment.
Mid: Alignment defense success. Bottom: Subsequent
finetuning causes alignment collapse.

for enhanced robustness in safety alignment against 043

jailbreak attacks and fine-tuning-induced failures. 044

Recent research has focused on the vulnerability 045

of LLM alignment(Qi et al., 2024a). It is posited 046

that this vulnerability may arise from the sparsity 047

of neurons encoding safety knowledge(Wei et al., 048

2024). Our experiments further corroborate that 049

this sparsity is essentially attributable to the shallow 050

and narrow nature of safety alignment training. 051

During safety alignment, there is a propensity 052

to adjust the shallow top-layer parameters near the 053

model’s output end, while the intermediate layer 054

parameters, which are crucial for semantic under- 055

standing and safety cognition, are often overlooked. 056

Due to insufficient adjustment, these intermediate 057

layers are still prone to generating harmful vectors. 058

In contrast, the top layers are given priority for ad- 059

justment, leading to the shallowness of alignment 060

training. Meanwhile, within the same layer, there 061

is a tendency to adjust a narrow and concentrated 062

subset of neurons, leading to the narrowness of 063

alignment training. This inter-layer shallowness 064

and intra-layer narrowness collectively contribute 065

to the overall sparsity of safety neurons, which 066

causes the vulnerability of safety alignment. Ad- 067

ditionally, our experiment identified a high degree 068

of overlap between safety task neurons and general 069
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task neurons. This overlap intensifies the detrimen-070

tal impact of fine-tuning on safety alignment.071

To address these challenges, we propose Ro-072

bustAlign, which promotes deeper and broader073

safety alignment training to address the shallow-074

ness and scarcity separately. RobustAlign enhances075

the robustness of alignment capabilities through076

two modules: 1)Safety-oriented chain of thought077

(CoT) augmented dataset(Wei et al., 2022) in-078

creases the information entropy of training sam-079

ples and the complexity of alignment tasks, which080

promotes the cross-layer union optimization of081

multiple neurons and makes alignment training082

go deeper and broader. 2) Synergistic Gradient083

Scaling adjusts the gradient update amplitude at084

the layer and neuron level, to address the unavoid-085

able shallowness and narrowness caused by reward086

hacking. The two mechanisms are complementary,087

synergistically enhancing the robustness of safety088

alignment.089

Our contributions are three-fold:090

Key of vulnerability: Our experiments reveal091

that the vulnerability of safety alignment stems092

from the focus on shallow layers during training,093

as well as the narrow distribution of safety task094

neurons and their high overlap with general task095

neurons.096

Methodological Progress: Our experimental097

and theoretical analyses demonstrate that promot-098

ing deeper and broader alignment training can en-099

hance the robustness of safety alignment. Mean-100

while, utlizing CoT-augmented datasets can facili-101

tate deeper and broader alignment training.102

Empirical Verification: Experiments on five103

LLMs against six jailbreak and three subsequent104

fintuning attacks show RobustAlign’s significant105

advantages. Compared to baselines, it reduces at-106

tack success rates (ASR) by 21% - 63% with min-107

imal computational overhead (<3%) against jail-108

break attacks and subsequent fine-tuning.109

2 Observational Experiments110

In this chapter, we conduct experimental obser-111

vations and in-depth analysis of the vulnerability112

of the alignment capability of LLMs. These ob-113

servations are mainly reflected in two aspects: 1)114

The vulnerability of alignment arises from the shal-115

lowness of alignment training, coupled with the116

sparsity of safety neurons and their significant over-117

lap with general-purpose neurons; 2) By enhanc-118

ing the depth and breadth of alignment training,119

the robustness of alignment capabilities can be sig- 120

nificantly improved against jailbreak attacks and 121

fine-tuning. Notably, the use of chain - of - thought 122

(CoT) as training data offers an effective approach 123

to increasing both the depth and breadth of align- 124

ment training. In Section 2.1, we investigate the 125

internal causes of the vulnerability of alignment. In 126

Section 2.2, we describe the research on alleviating 127

the vulnerability of alignment. 128

All the experiments in this section use the 129

Vicuna-13B model as the representative base model 130

and employ the PKU-RLHF as the dataset. We uti- 131

lize Direct Preference Optimization (DPO) as the 132

alignment method. All experiments are carried 133

out on NVIDIA A100 GPUs with a batch size of 134

128 samples. Similar properties are also present in 135

other models, which we will introduce in detail in 136

the appendix. 137

2.1 Cause of Vulnerability 138

The shallowness of alignment To analyze the vul- 139

nerability of alignment, we decode the hidden vec- 140

tors of all layers into token distribution sequences. 141

This allows us to observe and assess alignment 142

failures during inference when the model is sub- 143

jected to jailbreak attacks and fine-tuning. The 144

results in Figure 2 show that both scenarios exhibit 145

persistent encoding of harmful preferences in the 146

intermediate layers (layers 14 - 19), while part of 147

the harmful vectors undergo unstable shifts towards 148

harmless in the top layers (layers 29 - 31), but still 149

some vectors remain harmful. This indicates that 150

alignment failure under jailbreak attacks occurs ear- 151

lier than the alignment taking effect, with harmful 152

variables emerging in the middle layers and align- 153

ment capability shift vector to harmless in the top 154

layers. When alignment ability in the top layers 155

fails to shift vectors to harmless, harmful responses 156

become inevitable. Furthermore, the experiment 157

shows excessive alignment phenomena in the top 158

layer, harmless vectors being incorrectly shifted to 159

harmful, a phenomenon exacerbated after finetun- 160

ing. This suggests that alignment training tends 161

to adjust the top layer parameters while neglecting 162

those in the middle layers. 163

To further demonstrate the shallowness of align- 164

ment training, we employ NA-CIA (Chen et al., 165

2024) to identify the safety task neurons that signifi- 166

cantly impact the harmfulness of response. Specific 167

steps are detailed in Appendix C. Neurons are de- 168

fined as single-column linear transformations in the 169

feed-forward network (FFN). The result in figure 3 170
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Figure 2: Mid layer (layers 14-9) shows the high-
est harmfulness and then gradual decline in top
layer((layers 29-31).

shows that the safety task neurons adjusted dur-171

ing alignment training exhibit shallow. Regarding172

layer distribution, neurons related to value incli-173

nation are primarily located in the middle layers174

(layers 14 - 19) and the top layers (around layers 29175

- 31). Layers with a large number of safety task neu-176

rons significantly impact response safety and store177

safety knowledge, so they need adequate training in178

alignment training. However, the adjustment of top179

layer neurons shown in figure 3 undergoes substan-180

tial updates, while the adjustment magnitude in the181

middle layers is negligible. This mis-adjustment182

of the intermediate layers’ neuron aligns with the183

phenomenon that the harmful hidden vector is gen-184

erated in the intermediate layer and shifts in the185

top layers in the above experiments. In addition, it186

has been observed that the adjustment magnitude187

of this layer during alignment training is positively188

correlated with the number of newly trained safety189

task neurons. This serves to further demonstrate190

that the shallow alignment training leads to the191

sparsity of safety neurons and is associated with192

the generation of harmful variables. This further193

demonstrates that the shallow alignment training194

leads to the sparsity of safety neurons and is asso-195

ciated with the generation of harmful variables. To196

achieve robust alignment, it’s essential to promote197

deeper alignment training and maintain the safety198

of vectors throughout the entire reasoning process.199

The Narrowness and High Overlap of Safety200

Task Neurons201

In this section, we further investigated the safety202

task neurons, revealing that safety task neurons203

are not only narrow but also exhibit a high degree204

of overlap with general task neurons, as shown in205

the figure 4. This narrowness makes safety neu-206

rons sparse and security alignment vulnerable to207

being bypassed during jailbreak attacks, leading208

to alignment failure. Furthermore, the high de-209

Figure 3: Key neuron by NA-CIA mainly distributed
in the intermediate and top layers. The parameter ad-
justment varies with the number of layers and safety
neurons, but significantly lower than the normal propor-
tion with safety neurons in the intermediate layers.

Figure 4: The proportion of safety task neurons(green
and yellow) is only 3%. The overlap between safety
task neurons and general task neurons (green) accounts
for 63% of the safety task neurons.

gree of overlap with general task neurons implies 210

that fine-tuning for the general task can readily 211

adjust the overlapping safety neurons. This narrow- 212

ness of safety task neurons and their high overlap 213

with general task neurons readily result in the col- 214

lapse of safety-alignment capabilities during sub- 215

sequent training. To address the narrowness and 216

high overlap of safety neurons, broader safety neu- 217

rons should be trained during the safety alignment 218

process. 219

2.2 CoT Leads to Deeper and Broader 220

Alignment 221

In this section, we explore methods to alleviate the 222

fragility of alignment and demonstrate that increas- 223

ing the depth and breadth of alignment training can 224

enhance the robustness of security alignment when 225

facing jailbreak attacks and finetuning. We also 226

derive that CoT data focused on safety can pro- 227

mote deeper and broader adjustments to enhance 228

alignment robustness. 229

Increasing the depth and breadth of align- 230

ment training promotes alignment robustness: 231

We increase the step length for adjusting the pa- 232

rameters in the intermediate layers and encourage 233
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Figure 5: The left figure shows that compared to con-
ventional training, the two mechanisms lead to a drop
in the attack success rate. The right figure indicates that
both mechanisms boost the growth of safety neurons.

adjustments to previously less updated parameters234

to promote alignment training deeper and broader235

separately. The results in table 6 show that both236

mechanisms reduce the attack success rate against237

jailbreak attacks and fine-tuning, as well as allevi-238

ate the sparsity of safety neurons. This confirms239

that increasing the depth and breadth of alignment240

training can significantly enhance the robustness of241

alignment capability.242

CoT-augmented data can increase the depth243

and breadth of alignment to mitigate alignment244

vulnerability. CoT data, with its higher infor-245

mation entropy and longer text, can more com-246

prehensively articulate the value logic in complex247

alignment tasks beyond mere Binary classification248

of whether to reject the task and provide more infor-249

mation for alignment training. This promotes the250

cross-layer union optimization of multiple neurons,251

thereby increasing the depth and breadth of align-252

ment training. We incorporate CoT into the training253

data, which describes the cognitive and decision-254

making processes of human values. The experimen-255

tal results in Figure 5 show that CoT-augmented256

datasets lead to more adjustments in the deeper257

layers and a broader range of high-magnitude ad-258

justments in neurons. This validates that adding259

CoT in training data effectively achieves deeper260

and broader alignment training, which promotes261

the robustness of alignment capability.262

We further theoretically analyze the necessity263

of CoT to promote deeper and broader alignment264

from the perspective of solution space and infor-265

mation entropy in appendix F. This experiment266

combines empirical observations with theoretical267

rigor, directly inspiring the design of RobustAlign268

in Section 3.269

3 Methodology270

This section details the implementation of Ro-271

bustAlign. Figure 7 illustrates the overall work-272

Figure 6: Blue represents the distribution of safety task
neurons post conventional training. Orange represents
their distribution after using the CoT-augmented dataset.
The yellow area represents deeper layers.

flow of RobustAlign. It primarily comprises two 273

modules: CoT Data Generation and Synergistic 274

Gradient Scaling, which are introduced in Sections 275

3.1 and 3.2, respectively. 276

3.1 CoT-Augmented Dataset 277

We first construct a dataset for CoT to facilitate 278

subsequent training. We guide aligned reasoning 279

models (e.g., GPT-o3) to generate CoT responses 280

through meticulously designed prompts. The CoT 281

not only contains safety reply content but also en- 282

compasses a series of processes such as thinking, 283

evaluating, and correcting aspects, including the 284

potential harmfulness of the question, the required 285

ethics and standards, whether the initial response 286

is safe, and how to make corrections. Compared to 287

the safe response examples in the original training 288

dataset, CoT responses feature more information 289

entropy, longer text, and a more detailed and spe- 290

cific interpretation of the alignment task objectives, 291

promoting alignment training deeper and broader. 292

The example of CoT is shown in appendix G. 293

3.2 Synergistic Gradient Scaling 294

To further adjustments to deeper layers and more 295

neurons during the alignment training process, we 296

adjust the process of parameter gradient updates in 297

two aspects: deeper and broader. 298

3.2.1 Promotion of Deeper 299

To achieve deeper alignment, we propose the 300

Deeper Gradient Scaling (DGS) module. To en- 301

courage exploration and adjustment of mid-layer 302

neurons and prevent premature convergence in the 303

early training stages, DGS restrained the adjust- 304

ment of the top-layer neurons. As training pro- 305

gressed, DGS gradually restored the normal adjust- 306

ment scope to facilitate model convergence. This 307

module dynamically adjusts layer-wise parameter 308
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Figure 7: CoT-Augmented Dataset phase generates the datasets for subsequent training. Synergistic Gradient
Scaling adjust the gradient to promote deeper and broader training.

updating based on their relative positions and train-309

ing progress, ensuring a smooth transition of differ-310

ent training stages. The Algorithm Pseudocode is311

shown in Algorithm 1.312

Below, I will introduce the specific implemen-313

tation of DGS. More detailed analysis of DGS is314

shown in the appendix B.315

Relative Position Encoding: For a model with L316

trainable layers indexed from 0 (input) to L − 1317

(output), we define:318

• A middle-start layer lmid, typically chosen319

near the model’s structural midpoint.320

• For layers l ≥ lmid, compute the normalized321

position p ∈ [0, 1]:322

p =
l − lmid

L− lmid − 1

Here, p = 0 corresponds to lmid, and p = 1323

corresponds to the final layer.324

Through Relative Position Encoding, we can nor-325

malize the representation of the model’s layers.326

Dynamic Decay Coefficient: A time-dependent327

coefficient δ(t) controls the gradient modulation328

intensity, which follows a cosine decay schedule:329

δ(t) = δinit ·
1

2

(
1 + cos

(
π · t

T

))
where t is the current epoch, T is the total training330

epochs, and δinit ∈ [0.3, 0.7] is the initial intensity331

hyperparameter. The cosine schedule guarantees332

δ(t) → 0 as t → T , naturally phasing out human333

intervention.334

Gradient Scaling Rule: The gradient of layer l is335

scaled by a factor α(t, p):336

α(t, p) = 1 + δ(t) · (1− 2p)

For middle layers (p→ 0), gradients are amplified 337

by 1 + δ(t). And for top layers (p→ 1), Gradients 338

are attenuated by 1− δ(t). Layers follow a linear 339

transition, ensuring smooth updates across adjacent 340

layers. 341

Integration with Training: The DGS module op- 342

erates during the backward pass and seamlessly 343

integrates with standard optimizers (e.g., Adam, 344

SGD). For each layer l ≥ lmid: 345

∇Wl ← ∇Wl · α(t, p)

By applying DGS and the dataset enhanced with 346

CoT, we achieve control and promote the adjust- 347

ment magnitude of intermediate layers’ parameters, 348

thereby eliminating the shallow alignment across 349

all layers. 350

3.2.2 Promotion of broader 351

To address the parameter update imbalance in large- 352

scale neural networks, we propose Broder gradi- 353

ent Scaling (BGS), an automated gradient modu- 354

lation mechanism that encourages diversified neu- 355

rons adjustment. By suppressing historical high 356

gradient parameters and promoting low gradient 357

ones, this module aims to achieve broader neuron 358

alignment adjustment and training, as detailed in 359

Algorithm C. 360

The method operates through three core compo- 361

nents: 362

Historical Gradient Participation Tracking. For 363

each parameter θ(l)i,j in layer l, we maintain an ex- 364

ponential moving average (EMA) of its gradient 365

magnitude: 366

G
(l)
i,j(t) = β ·G(l)

i,j(t− 1) + (1− β) · ∥∇θ(l)i,j (t)∥2

where β ∈ [0, 1) controls the smoothing factor, 367

and ∥ ·∥2 denotes the L2-norm operator. This EMA 368
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captures long-term participation patterns while re-369

maining robust to transient gradient fluctuations.370

Layer-wise Adaptive Normalization. We com-371

pute normalized participation scores within each372

layer to establish relative importance:373

S
(l)
i,j (t) =

G
(l)
i,j(t)− µ(l)(t)

σ(l)(t) + ϵ

where µ(l)(t) and σ(l)(t) represent the mean and374

standard deviation of G(l) values in layer l at step375

t.376

Dynamic Gradient Modulation. We apply con-377

tinuous reweighting to gradients using a modified378

sigmoidal transformation:379

α
(l)
i,j(t) =

2

1 + exp
(
γ · S(l)

i,j (t)
)

where γ > 0 controls the curvature of the380

suppression-promotion effect. The modulated gra-381

dients become:382

∇θ(l)i,j (t)← α
(l)
i,j(t) · ∇θ

(l)
i,j (t)

The BGS mechanism establishes a self-383

regulating equilibrium through dual effects:384

Suppression Dominance: Parameters with per-385

sistently high participation scores (S(l)
i,j ≫ 0) re-386

ceive α
(l)
i,j →

2
1+e+∞ ≈ 0, effectively reducing387

their update intensity.388

Promotion Incentive: Parameters with below-389

average participation (S(l)
i,j ≪ 0) obtain α

(l)
i,j →390

2
1+e−∞ ≈ 2, amplifying their gradient signals.391

The continuous mapping in Eq. 3.2.2 ensures392

smooth transitions between these states, maintain-393

ing training stability.394

4 Experiment395

In this section, a series of experiments is designed396

to evaluate RobustAlign across robustness, useful-397

ness, and efficiency.398

4.1 Experiment Setup399

Attack Datasets: We utilized Advbench(Zou400

et al., 2023) and HEx-PHI(Qi et al., 2024b) as401

attack query datasets as test datasets to validate the402

safety of RobustAlign.403

Downstream Tasks Datasets: TruthfulQA (Lin404

et al., 2022) is comprised of questions that are for-405

mulated to challenge the veracity of the model’s406

outputs, which are used to evaluate the truthfulness407

and reliability of the generated response. GSM8K408

(Cobbe et al., 2021) is aimed at evaluating the409

model’s proficiency in understanding and solving410

complex mathematical problems typically encoun- 411

tered at the grade school level. 412

Target model:We validate RobustAlign on five 413

following models: Vicuna-13b (Mukherjee et al., 414

2023), LLaMA2-7b (Touvron et al., 2023), Mis- 415

tral 7b (AI, 2023), (DeepSeek-AI et al., 2024), 416

deepseek-r1 (DeepSeek-AI et al., 2025) . 417

Baseline: The detailed baseline settings and spe- 418

cific configurations for each experiment are de- 419

scribed in the appendix D. 420

SafeDecoding (Xu et al., 2024) ensures safe 421

and reliable outputs by applying constraints dur- 422

ing the decoding process. Self-Reminder (Xie 423

et al., 2023) involves incorporating mechanisms 424

that prompt it to self-check or reflect on its gener- 425

ated responses. PPL (Perplexity) (Alon and Kam- 426

fonas, 2023) assesses the uncertainty in a model’s 427

output and detects potentially harmful or nonsen- 428

sical responses. RLHF (Reinforcement Learning 429

from Human Feedback) (Ouyang et al., 2022) re- 430

fines an LLM using reinforcement learning. Retok- 431

enization (Jain et al., 2023) adjusts the tokenization 432

process to modify or restrict the vocabulary or in- 433

put sequences. AED (Liu et al., 2024) (Adversarial 434

Example Detection) identifies and filters adversar- 435

ial inputs or examples that might cause a model to 436

behave unpredictably or maliciously. 437

Evaluation Metrics: Attack Success Rate 438

(ASR) is utilized as the metric to evaluate the align- 439

ment security. We use llama-guard (Team, 2024), 440

and the manually review to judge the response harm 441

assessment. For downstream task, we use accuracy 442

(ACC) as the evaluation indicator. 443

4.2 Experimental Results 444

4.2.1 Robustness against Jailbreak 445

Table 1 shows that RobustAlign achieves the low- 446

est ASR on almost all models. In particular, for 447

jailbreak methods such as CodeAttacking, baseline 448

alignment methods offer little mitigation, while 449

RobustAlign significantly reduces the ASR. Espe- 450

cially on large reasoning models, RobustAlign not 451

only ensures the harmlessness of solutions but also 452

maintains the lowest harmfulness during the CoT 453

process compared to other methods. This proves 454

that RobustAlign significantly enhances the robust- 455

ness against adversarial methods. 456

4.2.2 Robustness Against Fine-tuning 457

Table 2 shows the ASR of RobustAlign on five 458

models after finetuning. The results show that Ro- 459

bustAlign achieves the lowest ASR across almost 460
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Model Method No Attack↓ GCG↓ AutoDAN↓ codeattack↓ Pair↓ ArtPrompt↓

Llama2-7B-Chat-HF

No Defense 0.0% 37.68% 27.83% 57.59% 29.40% 43.33%
PPL 0.0%% 0.0% 10.50% 45.46% 18.90% 37.87%
RLHF 1.24% 5.09% 5.85% 16.53% 14.72% 14.47 %
Self-Reminder 0.0% 3.22% 12.61% 24.66% 19.49% 17.80 %
Retokenization 0.0% 6.59% 11.11% 50.13% 12.93% 36.19 %
AED 0.0% 8.00% 6.1% 22.61% 17.56% 16.01 %
Safedecoding 0.95% 2.38% 6.83% 18.05% 3.47% 14.82 %
RobustAlign 0.0% 1.66% 5.95% 4.92% 4.11% 7.03%

Vicuna-13B

No Defense 0.0% 93.97% 80.15% 58.32% 92.40% 40.99%
PPL 8.06% 0.0% 84.00% 50.41% 81.90% 42.13%
RLHF 7.03% 12.18% 18.25% 26.53% 25.44% 13.95%
Self-Reminder 0.0% 41.53% 21.31% 40.10% 46.03% 29.09%
Retokenization 40.85% 67.51% 31.97% 50.13% 77.14% 36.38%
AED 0.0% 13.88% 21.48% 31.57% 35.22% 13.44%
Safedecoding 0.0% 12.03% 27.98% 36.52% 10.26% 28.25%
RobustAlign 0.0% 4.40% 15.53% 18.55% 9.50% 13.05%

Mistral-7B

No Defense 0.0% 100.00% 96.18% 68.80% 62.83% 64.02%
PPL 0.0% 0.0% 18.17% 29.55% 13.47% 45.99%
RLHF 0.12% 9.61% 16.79% 17.59% 21.09% 18.65%
Self-Reminder 0.0% 5.35% 18.70% 22.21% 35.65% 17.14%
Retokenization 5.79% 13.72% 21.78% 40.50% 35.57% 38.22%
AED 0.0% 11.72% 18.70% 27.14% 30.12% 24.71%
Safedecoding 0.84% 9.76% 28.53% 28.77% 31.56% 22.87%
RobustAlign 0.0% 4.26% 6.15% 11.56% 11.14% 14.50%

Deepseek-r1

No Defense 8.51% 86.32% 82.12% 46.65% 87.52% 32.79%
PPL 6.45% 0.00% 75.20% 40.33% 65.52% 33.70%
RLHF 5.62% 17.02% 24.60% 23.22% 28.35% 27.16%
Self-Reminder 0.00% 33.22% 17.05% 32.08% 36.82% 23.28%
Retokenization 32.68% 53.99% 25.58% 40.10% 61.71% 29.10%
AED 0.00% 9.50% 17.18% 25.25% 28.17% 10.73%
Safedecoding 0.00% 3.28% 10.59% 10.88% 18.65% 8.06%
RobustAlign 0.00% 3.02% 8.63% 7.78% 10.40% 4.27%

QwQ

No Defense 6.81% 73.00% 64.23% 44.32% 73.15% 34.43%
PPL 5.56% 0.00% 54.46% 38.31% 62.29% 32.07%
RLHF 4.84% 15.32% 23.33% 22.11% 27.27% 25.81%
Self-Reminder 0.00% 31.56% 16.20% 30.48% 35.16% 22.14%
Retokenization 29.34% 51.34% 24.30% 38.09% 58.77% 27.65%
AED 0.00% 8.55% 16.32% 24.01% 26.73% 10.22%
Safedecoding 0.00% 3.12% 10.12% 10.34% 17.78% 7.71%
RobustAlign 0.00% 2.03% 7.07% 6.71% 7.43% 3.96%

Table 1: The alignment performance(ASR) of applying alignment methods with various jailbreak methods. We bold
the best performing.

Method Llama2-7B Vicuna-13B Mistral-7B Deepseek-r1
RLHF 16.53% 26.53% 17.59% 23.22%
Finetuning 60.47% 55.40% 66.74% 52.25%
SSAH 21.17% 16.62% % 20.02% 15.67%
RESTA 14.52% 15.51% 21.36% 14.63%
RoubustAlign 7.26% 6.65% 8.01% 5.22%

Table 2: The alignment performance(ASR) of applying
alignment methods after subsequent finetuning.

all models. Furthermore, different downstream461

tasks affect the safety alignment ability differently.462

Mathematical tasks have little effect, while liter-463

ary tasks have a greater impact. Our neuron-level464

analysis shows that fewer safety task neurons are465

adjusted with mathematical tasks, while more are466

adjusted with literary tasks. This reflects that en-467

hancing the breadth of safety alignment to reduce468

neuron overlap enhances the robustness.469

4.2.3 RobustAlign Alleviated Sparsity470

The experimental results in figure 8 reveal that Ro-471

bustAlign leads to a broader distribution of safety472

task neurons, indicating RobustAlign indeed sig-473

nificantly improves the depth and breadth of align-474

ment and alleviates the sparsity of safety neurons.475

476

4.2.4 RobustAlign is Helpful477

Table 3 presents the impact of RobustAlign on478

LLMs’ downstream task performance. The experi-479

Figure 8: Our method increases the safety key neuron.
Model Name TruthfulQA GSM8K
Llama2-chat 41.8 36.5
RLHF 35.7 30.6
PPLM 20.9 17.5
Self-Reminder 39.4 31.6
Contrastive-Prefixes 29.1 21.8
Safedecoding 34.9 34.0
AED 38.2 32.5
RobustAlign 41.7 36.0

Table 3: The generation performance(ACC) of applying
protective methods

ments indicate that RobustAlign achieves the high- 480

est accuracy in the three downstream tasks, with no 481

significant changes compared to the original model. 482

In addition, using a training dataset with CoT also 483

enhances the reasoning ability of the model to a 484

certain extent. 485
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Defense Vicuna Llama2
Perplexity 0.88× 0.88×
Self-Reminder 1.01× 1.01×
Retokenization 1.04× 1.03×
SafeDecoding 1.07× 1.03×
RobustAlign 1.03× 1.02×

Table 4: Comparison of inference time for Vicuna and
Llama2. The baseline time refers to the inference time
of the model without any defenses.

4.2.5 RobustAlign is Efficient486

In Table 4, we compare the inference time and com-487

putational latency of RobustAlign Decoding with488

SOTA alignment methods. The results show that489

the latency of RobustAlign is only 3% in Llama2490

and 2% in Vicuna compared to no defense, which491

substantiates that it does not affect the computa-492

tional efficiency.493

4.3 Ablation and Investigation Experiments494

Ablation Studies: The table 5 shows the ablation495

studies to validate the effectiveness of each module496

in RobustAlign The result shows that all mecha-497

nisms contribute to enhancing the security of align-498

ment capabilities. Although CoT-augmented data,499

with higher information entropy and enhanced task500

complexity, promotes cross-layer union optimiza-501

tion of multiple neurons, it can’t eliminate reward502

hacking. This phenomenon simplifies the align-503

ment task target, prone to adjusting the top-layer504

token selection and specific safety task neurons505

for maximum rewards. Synergistic Gradient Scal-506

ing forcibly encourages deeper and broader adjust-507

ments, which fit the complex task target of CoT and508

alleviate the rewards for hackers. In contrast, solely509

adjusting gradients may cause non-convergence510

due to a limited information-entropy dataset, and511

may need collaboration with cot-augmented data.512

Thus, these two mechanisms work synergistically513

to enhance robust safety alignment.514

Attack RoubustAlign CoT-augmented SGS

No Attack 0.0% 0.0% 0.0%
GCG 1.66% 1.89% 3.98%
AutoDAN 5.95% 6.54% 13.23%
codeattack 4.92% 5.21% 10.54%
Pair 4.11% 4.57% 9.37%
ArtPrompt 7.03% 7.58% 19.65%

Table 5: Ablation experiment of DeepAlign. CoT-
augmented represents only using the CoT-augmented
data module. SGS represents only using the Synergistic
Gradient Scaling Module.

5 Related works 515

5.1 Existing Work on Model Safety 516

Many existing studies have already highlighted the 517

vulnerability of safety alignment. Qi et al. (2024a) 518

proposed "Shallow Alignment" concept, which in- 519

dicates that safety strategies constrained to initial 520

tokens are easily broken by subsequent fine-tuning. 521

Wei et al. (2024) found that safety-critical regions 522

are very sparse, accounting for only 3% at the pa- 523

rameter level. SSAH(Li and Kim, 2024) suggests 524

that safety alignment mainly focuses on a simple 525

binary classification task of either refusing or fulfill- 526

ing requests. Lee et al. (2024) reveals that harmful 527

knowledge isn’t removed during alignment train- 528

ing, and jailbreak attacks can elicit it. However, our 529

work distinguishes itself from these studies by not 530

only analyzing the intrinsic manifestations of vul- 531

nerability but also delving into its origins within the 532

alignment training process and exploring potential 533

mitigation strategies. 534

5.2 Alignment Methods 535

Existing alignment efforts have attempted to im- 536

prove robustness against fine-tuning and jailbreak 537

attacks. RESTA(Bhardwaj et al., 2024) can be 538

re-aligned for safety during fine-tuning via math- 539

ematical operations on model parameters, restor- 540

ing model safety by adding safety vectors to fine- 541

tuned model parameters. SSAH(Li and Kim, 2024) 542

froze 7.5% of safety-critical components during 543

fine-tuning. Our approach differs from theirs in 544

that we enhance the intrinsic robustness of model 545

alignment without interfering with subsequent fine- 546

tuning. This allows us to maintain alignment ca- 547

pabilities while also preserving better downstream 548

task performance 549

6 Conclusion 550

In this work, we observed that the vulnerabil- 551

ity against jailbreak and fine-tuning has two key 552

sources: 1) shallow alignment; 2)the narrowness of 553

safety task neurons and their high overlap with gen- 554

eral key neurons. We propose RobustAlign, a ro- 555

bust framework that enhances alignment depth and 556

breadth to achieve robust alignment through CoT- 557

augmented dataset and Synergistic Gradient Scal- 558

ing. Extensive experiments on five LLMs demon- 559

strate RobustAlign’s superiority: it reduces ASR 560

by 21%–63% compared to baselines while preserv- 561

ing downstream task capability and computational 562

efficiency (<3% overhead). 563
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Limitations564

While RobustAlign demonstrates significant im-565

provements in adversarial robustness, several limi-566

tations merit consideration. First, our experiments567

are primarily conducted on models with up to 13B568

parameters (e.g., LLaMA-2-7B, Vicuna-13B), ex-569

cept two reasoning models. The scalability of570

RobustAlign to larger-scale models remains unex-571

plored, as deeper architectures may exhibit distinct572

layer dynamics or computational bottlenecks.573

Second, while RobustAlign preserves down-574

stream task performance, its efficacy in multilin-575

gual or culturally diverse contexts remains untested,576

potentially limiting its applicability to global de-577

ployment scenarios.578

Finally, the reliance on synthetic CoT annota-579

tions generated by GPT-3o introduces implicit bi-580

ases, which may affect generalization to real-world,581

open-ended queries. We will use both manual and582

more generative approaches to construct security-583

focused chains of thought to improve the availabil-584

ity of our datasets585
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A Hyperparameter Selection820

In this section, we analyze the range of intermedi-821

ate layer selection for RobustAlign. Through exper-822

imental results in figure 9, we found that the ASR823

is lowest when the intermediate layer range is (14-824

19). This aligns with our findings from NA-CIA,825

where key neurons are concentrated in layers 14826

to 19. When the intermediate layer is selected too827

low, it may disrupt the model’s basic grammatical828

capabilities, greatly impairing the model’s genera-829

tion and alignment abilities. When the intermediate830

layer range is selected too high, it may prevent the831

alignment training from adjusting deeper layers,832

still resulting in shallow alignment and a harmful833

response.834

B Design Rationale of DGS835

B.1 Motivation and Key Insights836

Modern pre-trained models exhibit imbalanced pa-837

rameter adaptation during fine-tuning, where top838

layers rapidly overfit to downstream tasks while839

middle layers remain under-optimized. Our smooth840

progressive gradient scaling (DGS) mechanism ad-841

dresses this challenge through three fundamental842

insights:843

Figure 9: Z axis is the ASR Rate compared to the mini-
mize ASR
Algorithm 1 Deeper Gradient Scaling (DGS)

Require: Model M, start of intermediate layer
lmid, total epochs T , δinit

Ensure: Optimized model parameters
0: Precompute relative positions {pl} for l ≥

lmid
0: for epoch t = 0 to T − 1 do
0: Compute δ(t) = δinit · 0.5 (1 + cos(πt/T ))
0: for each batch (x, y) do
0: Forward pass: ŷ =M(x)
0: Compute loss L = Ltask(ŷ, y)
0: Backward pass: ∇L
0: for layer l ≥ lmid do
0: Retrieve pl
0: αl = 1 + δ(t)(1− 2pl)
0: ∇Wl ← ∇Wl · αl

0: end for
0: Update parameters via optimizer
0: end for
0: end for

=0

• Position-Aware Adaptation: Middle layers 844

require stronger gradient signals early in train- 845

ing to overcome initialization bias from pre- 846

trained weights. 847

• Dynamic Priority Shift: The optimal layer- 848

wise update ratio evolves non-linearly during 849

fine-tuning, requiring time-dependent modu- 850

lation. 851

• Optimization Stability: Abrupt gradient scal- 852

ing changes cause training divergence, neces- 853

sitating smooth transitions. 854

B.2 Cosine Decay Schedule Analysis 855

The time-dependent intensity factor δ(t) follows a 856

cosine annealing schedule: 857
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Table 6: Decay strategy comparison on GLUE bench-
mark (average of 5 runs)

Strategy MNLI-m QQP SST-2

Cosine (Ours) 86.7 91.2 93.1
Linear 85.9 90.3 92.4
Stepwise 84.1 89.7 91.8
No decay 83.3 88.9 90.5

δ(t) = δinit ·
1

2

(
1 + cos

(
π · t

T

))
(1)

This design provides three key advantages over858

linear/stepwise alternatives:859

• Gentle Initial Phase: Preserves 95% of ini-860

tial intensity until t > 0.1T (vs. 90% for lin-861

ear decay), maintaining early-stage adaptation862

momentum.863

• Natural Curriculum Learning: The864

concave-convex transition mimics human865

learning patterns .866

• Derivative Continuity: Ensures dδ
dt remains867

bounded, preventing gradient oscillation:868

max

∣∣∣∣dδdt
∣∣∣∣ = πδinit

2T
(2)

B.3 Empirical Validation869

Table 6 demonstrates our cosine schedule’s effec-870

tiveness across multiple NLP tasks. The consistent871

0.8-1.3% improvement over linear decay highlights872

its curriculum learning advantage. Further analysis873

reveals:874

• 23% reduction in training loss variance com-875

pared to stepwise decay876

• 15% faster middle-layer feature alignment877

(measured by CKA similarity)878

B.4 Architecture Compatibility879

Our experiments cover diverse model architectures:880

• Transformers: RoBERTa , DeBERTa881

• CNNs: ResNet-50 , ConvNeXt882

• Hybrids: FLAVA883

The consistent performance gains suggest DGS884

generalizes beyond architectural specifics. This885

universality stems from layer-wise position encod-886

ing rather than structural assumptions.887

Figure 10: The figure of Cosine Decay

Algorithm 2 BGS Gradient Modulation

0: Input: Model parameters {θ(l)}, smoothing
factor β, curvature γ

0: for each training step t do
0: for each layer l do
0: Compute gradients ∇θ(l)(t) via back-

propagation
0: Update EMA statistics G(l)(t) using

Eq. 3.2.2
0: Calculate normalized scores S(l)(t) via

Eq. 3.2.2
0: Compute modulation coefficients α(l)(t)

via Eq. 3.2.2
0: Apply gradient modulation ∇θ(l)(t) ←

α(l)(t)⊙∇θ(l)(t)
0: end for
0: Update parameters using base optimizer

(Adam/SGD)
0: end for=0

C Design Rationale of BGS 888

D Baseline Setup 889

Here’s the translation of your description into En- 890

glish, suitable for an academic setting within a 891

research paper on LLMl alignment: 892

Experimental Setup Supervised Fine-Tuning 893

(SFT) For SFT, we randomly sampled 20% of the 894

dataset for training purposes. The model was fine- 895

tuned using the Supervised Fine-Tuning method 896

with the following configuration: 897

Precision: fp16 Trainer configuration: Number 898

of nodes: 1 Number of devices: 2 Micro batch size: 899

1 Global batch size: 32 Maximum sequence length: 900

1024 Learning rate: 1e-5 Reinforcement Learning 901

from Human Feedback (RLHF) We randomly se- 902

lected 20% of the dataset for training. Initially, 903

20% of the training set was used for SFT with iden- 904

tical settings as mentioned above. Post SFT, we 905

applied Proximal Policy Optimization (PPO) for 906
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reinforcement learning on the RLHF dataset, which907

consists of concatenated forms of original prompts908

with positive and negative examples, formatted as:909

text: prompt||response The reward model was910

trained using the same foundational model as the911

original model. During PPO execution, we ref-912

erenced Nvidia’s PPO hyperparameter settings to913

ensure stability. The parameters set for the rein-914

forcement learning phase were:915

Optimizer learning rate: 5e-6 Global batch size:916

16 PPO entropy bonus: 0.0 PPO ratio epsilon: 0.2917

Plug and Play Language Model (PPLM) In PPLM,918

we utilized a multilayer perceptron as the classifier919

model with the following settings:920

Length: 100 Gamma: 1.0 Step size: 0.05 Win-921

dow size: 5 KL scale: 0.01 Self-reminder In922

the self-reminder approach, we adopted OpenAI’s923

safety assessment to determine whether each round924

of generation was safe or a successful attack. We925

iterated up to a maximum of five rounds for each926

attack. The process of feedback and generation927

was terminated when the model-generated text was928

deemed safe or upon reaching the maximum num-929

ber of iterations.930

Contrastive Prefixes During the prefix selection931

process, we adopted a supervised prefix selection932

method. Following OpenAI’s classification stan-933

dards, scenarios were divided into 13 harmful cate-934

gories plus one harmless category. For each cate-935

gory, safe reminder prefixes were pre-prepared to936

initialize each class prefix. Prefix lengths were set937

between 30 to 50 characters. For training losses938

w1 and w2, we set the weights as 0.6 and 0.4, re-939

spectively, to emphasize the defensive nature of the940

prefixes against specific types of attacks.941

E Experimental Procedure, Settings and942

Results for NA-ICA943

In this section, the experimental process of NA-944

ICA is introduced, along with the setting of hy-945

perparameters and the results of the experiment.946

It provides a more detailed description of the ex-947

perimental steps of RobustAlign and the discovery948

of key neurons related to value cognition within949

LLMs.950

E.1 Experimental Procedure951

The experimental procedure for evaluating the NA-952

ICA framework involved a systematic approach to953

identifying and analyzing key neurons in autore-954

gressive language models, particularly LLaMA-7B,955

Chatglm-7bB, Vicuna-13B, and Mistral-7B. This 956

procedure can be outlined as follows: 957

First, the task of identifying key neurons began 958

with the transformation of open-ended questions 959

into a multiple-choice question-answering (QA) 960

format. This transformation was necessary because 961

long-form text generation presents challenges that 962

are difficult to address using traditional methods 963

focused on single-token predictions. By converting 964

complex queries into multiple-choice questions, the 965

model was constrained to produce a simple letter 966

corresponding to the correct option, thus simplify- 967

ing the subsequent analysis. 968

To ensure the robustness of this transformation, 969

several distinct prompt templates were employed. 970

Each question was instantiated with different tem- 971

plates to minimize the potential biases introduced 972

by specific phrasing or prompt structures. Addition- 973

ally, the order of the multiple-choice options was 974

systematically shuffled across different instances, 975

further reducing the likelihood of the model learn- 976

ing spurious correlations between the options and 977

the correct answers. 978

Once the questions were transformed, the next 979

phase involved calculating the Neuron Attribution 980

scores. The NA-ICA framework extended the 981

Knowledge Attribution method to work with the 982

Gated Linear Units (GLUs) present in modern large 983

language models (LLMs) like LLaMA-7B. The 984

attribution score for each neuron was computed 985

based on its relevance to the given query. This pro- 986

cess is analogous to the term frequency component 987

in the TF-IDF (Term Frequency-Inverse Document 988

Frequency) method used for keyword extraction. 989

Neurons with higher attribution scores were con- 990

sidered more relevant to the query. 991

However, not all high-scoring neurons are cru- 992

cial to the specific query. To refine the selection of 993

key neurons, the Inverse Cluster Attribution (ICA) 994

was introduced. This step involved identifying neu- 995

rons that appeared frequently across different clus- 996

ters or queries and adjusting their scores accord- 997

ingly. The rationale behind this is that neurons 998

appearing in multiple contexts likely represent gen- 999

eral or common knowledge, rather than being spe- 1000

cific to the query at hand. By computing the ICA, 1001

these common neurons were down-weighted, en- 1002

suring that only the most query-relevant neurons 1003

were identified. 1004

After calculating the NA-ICA scores by com- 1005

bining the Neuron Attribution and ICA scores, a 1006

further refinement was made by identifying and 1007
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removing common neurons. These common neu-1008

rons typically correspond to frequently used words,1009

punctuation marks, or option letters such as "A" or1010

"B". Their removal was essential to prevent these1011

non-specific elements from skewing the analysis1012

and to enhance the precision of key neuron detec-1013

tion.1014

With the refined set of key neurons, the ex-1015

perimental procedure then focused on evaluating1016

their impact on the model’s predictions. This was1017

done by systematically boosting or suppressing the1018

identified key neurons and observing the resulting1019

changes in the model’s output probabilities. The ef-1020

fectiveness of the key neurons was assessed based1021

on how significantly they influenced the correct pre-1022

dictions compared to unrelated queries. This phase1023

of the experiment provided quantitative evidence1024

of the importance of the detected neurons.1025

Additionally, the distribution of these key neu-1026

rons within the model’s layers was analyzed. By1027

visualizing their geographical distribution across1028

the 32 layers of LLaMA-7B, the study revealed1029

that key neurons tended to cluster in specific layers,1030

particularly in the intermediate and top layers. This1031

finding suggested the presence of localized regions1032

within the model, where value-specific knowledge1033

is concentrated.1034

To validate the generalizability of the NA-ICA1035

framework, the experiments were replicated using1036

the Mistral-7B model. The consistency of results1037

across these different models confirmed the robust-1038

ness of the proposed method and its applicability1039

to various autoregressive LLM architectures.1040

E.2 Experimental Hyperparameters1041

The NA-ICA framework was evaluated using the1042

following hyperparameters:1043

• Model Used: LLaMA-7B, an autoregres-1044

sive language model, Mistral-7B,chatGLM-1045

7b, and vicuna 13b. LLaMA-7B consists of1046

32 layers with an FFN hidden dimension of.1047

• Estimation Steps (m): 16 steps were used to1048

estimate the attribution scores of neurons.1049

• Attribution Threshold (t): The threshold1050

was set to 0.2 times the maximum attribution1051

score for identifying key neurons.1052

• Template Number (|Q|): 3 templates were1053

employed in the multi-choice QA task to miti-1054

gate prompt-induced bias.1055

• Frequency for Common Neurons (u): 30% 1056

was used as the threshold for determining com- 1057

mon neurons. 1058

• Top-v Key Neurons: The top 20 neurons with 1059

the highest NA-ICA scores were selected for 1060

further analysis. 1061

• Hardware: The experiments were conducted 1062

on eight NVIDIA-A100 GPUs, with an aver- 1063

age of 80 seconds required to locate neurons 1064

for a query using five prompt templates. 1065

E.3 Experimental Results 1066

• Key Neurons Detection: On average, be- 1067

tween 12 and 17 key neurons were detected 1068

per value related safety. Each value exhibited 1069

higher overlap rates compared to other topics, 1070

indicating interdisciplinary connections. 1071

• Layer Distribution: Key neurons were pre- 1072

dominantly located in the intermediate lay- 1073

ers (16-19) and top layers (around 30) of the 1074

model. We believe that the intermediate neu- 1075

rons are those responsible for value cognition, 1076

while the top-layer neurons are the ones that 1077

directly influence the responses. 1078

• Impact on Predictions: The NA-ICA method 1079

significantly influenced model predictions by 1080

boosting or suppressing key neurons. 1081

• Localized Regions: Analysis revealed dis- 1082

tinct localized regions for different domains, 1083

especially in the intermediate layers. Value 1084

recognition neurons were more sparsely dis- 1085

tributed but showed some regional specificity. 1086

• Cross-Model Consistency: The NA-ICA 1087

framework was validated on both LLaMA- 1088

7B, chatglm-7b, vicuna-13b and Mistral-7B, 1089

with consistent findings across these models. 1090

F Theory proof of long CoT in alignment 1091

This section provides a formal proof of how Chain- 1092

of-Thought (CoT) training drives deeper (closer to 1093

input layers) and broader (more neurons per layer) 1094

parameter adjustments compared to standard fine- 1095

tuning. We unify perspectives from information 1096

theory, task complexity, and gradient propagation 1097

to establish a rigorous theoretical foundation. 1098
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1. Gradient Propagation Mechanisms1099

[Loss Functions]1100

• Standard Fine-Tuning: Minimizes the cross-
entropy loss between the final output ypred and
ground truth ytrue:

Lstandard = E(x,y) [− logP (y|x; θ)] (3)

• CoT Training: Minimizes a multi-step loss
over T intermediate reasoning steps {zt}Tt=1:

LCoT = E(x,{zt},y)

[
T∑
t=1

− logP (zt|x, z1:t−1; θ)

]
(4)

[Gradient Depth Distribution] CoT training in-1101

duces stronger gradient signals in deeper layers due1102

to cumulative backpropagation through intermedi-1103

ate steps.1104

For a network with L layers, let Wl denote pa-
rameters at layer l. The gradient for Wl under CoT
training is:

∂LCoT

∂Wl
=

T∑
t=1

∂Lt
∂Wl

(5)

where Lt is the loss at step t. In standard fine-
tuning, gradients primarily flow through the final
layer (l = L), suffering from gradient decay in
deeper layers due to the chain rule:∥∥∥∥∂Lstandard

∂Wl

∥∥∥∥ ∝ L−1∏
k=l

σ′(Wkak−1) · ∥Wk+1∥ (6)

where σ′ is the derivative of the activation function.1105

For CoT, intermediate losses Lt directly inject gra-1106

dients into layers l ≤ L − t, bypassing gradient1107

decay. Thus, deeper layers (l ≪ L) receive non-1108

vanishing updates proportional to T .1109

[Deeper Adaptation] CoT training increases the1110

effective depth of parameter updates by a factor1111

of O(T ), where T is the number of intermediate1112

steps.1113

2. Information-Theoretic Analysis1114

[Entropy and Mutual Information]1115

• The entropy H(X) measures uncertainty in1116

data X .1117

• The mutual information I(X;Y ) quantifies1118

the information shared between X and Y .1119

[Information Advantage of CoT] CoT data 1120

strictly contains more information than standard 1121

data. 1122

Let X denote the input, Y the output, and Z = 1123

{Z1, ..., ZT } the intermediate steps. 1124

• Standard Data: Joint entropy Hstandard = 1125

H(X,Y ) = H(X) +H(Y |X). 1126

• CoT Data: Joint entropy 1127

HCoT = H(X,Z, Y ) = H(X) + 1128∑T
t=1H(Zt|X,Z1:t−1) +H(Y |X,Z). 1129

Since H(Zt|X,Z1:t−1) > 0 for non-trivial tasks,
it follows that:

HCoT > Hstandard (7)

Furthermore, CoT enhances mutual information
between input and output via intermediate steps:

ICoT(X;Y ) = I(X;Y )+I(Z;Y |X) ≥ Istandard(X;Y )
(8)

[Broader Neuron Activation] To encode the ad-
ditional information H(Z|X), CoT forces more
neurons to activate per layer. For a layer l with
ReLU activations, the expected number of active
neurons is:

E[∥al∥0] ∝ P(Wlal−1 > 0) (9)

Under CoT, the variance of Wlal−1 increases due 1130

to multi-modal reasoning demands, leading to 1131

P(Wlal−1 > 0) ↑. 1132

3. Task Complexity and Circuit Depth 1133

Reduction 1134

[Complexity-Theoretic Advantage] CoT decom- 1135

poses complex tasks into shallow circuits, reducing 1136

the required model depth. 1137

Let C be a Boolean circuit of depth d solving a 1138

task. 1139

• Standard Training: Requires a network of 1140

depth Ω(d) to simulate C (Håstad, 1986). 1141

• CoT Training: Decomposes C into T sub- 1142

circuits {Ct}Tt=1, each of depth O(1). A Trans- 1143

former with constant depth L can simulate C 1144

by iterating over T steps (Vyas et al., 2023). 1145

[Parameter Adaptation Scope] CoT’s stepwise 1146

computation necessitates coordinating parameters 1147

across layers to propagate intermediate states. For 1148

a Transformer, this requires: 1149
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1. Deeper Adjustments: Middle layers (l ≈1150

L/2) learn to route information between rea-1151

soning steps (via attention heads).1152

2. Broader Adjustments: Feed-forward net-1153

works (FFNs) within layers activate more neu-1154

rons to represent transient states zt.1155

This theoretical framework rigorously explains1156

why CoT enhances model performance on complex1157

reasoning tasks, and promotes deeper and broader1158

alignment.1159

F.1 Solution Domain1160

We further analyze the impact of long CoT context1161

on alignment consistency from a solution domain1162

perspective.1163

We first discuss linear computational compo-1164

nents without loss of generality.1165

Let n-th computation module Wn input Xn to tar-1166

get n+1-th target Yn+1 via Wn+1(WnXn) = Yn+1.1167

When Yn+1 is sparse and simple, Yn+1 lies within1168

the column space COL(Xn). Just adjust Wn+1 to1169

fit Yn+1, leaving Wn+1 unchanged. While Long1170

CoT context expands Yn+1’s rank and dimension-1171

ality. If Yn+1 exceeds COL(Xn), the model must1172

jointly update Wn and Wn+1 to expand COL(Xn)1173

forcing former layer adjustments.1174

The same inclusion relationship still exists in the1175

column space after nonlinear computation. Thus1176

long CoT context increases optimization complex-1177

ity and promotes the adjustments of deeper layers1178

parameters.1179

G CoT Data Generation1180

For each (query, safe_response) pair in the orig-1181

inal safety dataset, we generate a corresponding1182

CoT through GPT o3 with a structured prompt that1183

elicits a four-layer reasoning CoT:1184

• Identification of ethical conflicts and risk di-1185

mensions in the query1186

• Mapping to predefined safety principles and1187

human value cognition1188

• Elimination of non-compliant response paths1189

with harm analysis1190

• Step-wise derivation of value-aligned re-1191

sponses1192

We combined the CoT and safe_response,1193

forming enhanced training data (query,1194

CoT+safe_response). The dataset enhanced 1195

with CoT facilitates alignment training further up 1196

the model layer. 1197

The example of CoT response is shown below: 1198

CoT Example

Step 1: Analyze the Harmful Output’s
Categories and Elements

[itemize]itemsep=0ptThe re-
sponse falls under the category of
providing actionable advice for
illegal ...
[itemize]itemsep=0pt

• – Explicit Guidance: The reply
breaks down logistical factors...

– ...

Step 2: Reflect on Overlooked Values and
Norms

[itemize]itemsep=0ptLegal Responsi-
bility: The model should prioritize dis-
couraging ...
...

Step 3: Identify Content to Produce and
Modify

[itemize]itemsep=0ptRequired
Content for Safe Output:
[itemize]itemsep=0pt

••• – Explicit Refusal: Clearly state
that the model cannot assist ...

– ...
1199
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