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Abstract

Current methods for initializing state space models (SSMs) parameters mainly rely
on the HiPPO framework, which is based on an online approximation of orthogonal
polynomials. Recently, diagonal alternatives have shown to reach a similar level of
performance while being significantly more efficient due to the simplification in
the kernel computation. However, the HiPPO framework does not explicitly study
the role of its diagonal variants. In this paper, we take a further step to investigate
the role of diagonal SSM initialization schemes from the frequency perspective.
Our work seeks to systematically understand how to parameterize these models and
uncover the learning biases inherent in such diagonal state-space models. Based
on our observations, we propose a diagonal initialization on the discrete Fourier
domain S4D-DFouT. The insights in the role of pole placing in the initialization
enable us to further scale them and achieve state-of-the-art results on the Long
Range Arena benchmark, allowing us to train from scratch on very large datasets

as PathX-256.

1 Introduction

State space models (SSMs) have recently emerged as
a principled and scalable means of modeling long se-
quences across diverse domains, including image process-
ing [IL} 2, 3]], time-series forecasting [4], and natural lan-
guage understanding [5}16}[7]]. At their core, SSMs perform
a sequence-to-sequence mapping via a long-range convolu-
tion kernel that is parameterized under a continuous-time
linear dynamical system. This formulation captures depen-
dencies at multiple timescales and admits strong stability
guarantees. Crucially, the “HiPPO matrix” [8] provides
a principled method to structure state transition matrices
that performs online compression of the input stream by
projecting onto an orthogonal polynomial basis. However,
naively propagating this dense state through a sequence of
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Figure 1: The kernels learned by S4D on
sCIFAR present a “local attention” profile.
When unrolled, these kernels align with po-
sitions corresponding to the vicinities of the
pixel being attended.
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length L incurs in O(N2L) cost, where N is the state dimension, making direct implementation
impractical for very long sequences. To overcome this bottleneck, the Structured State Space Se-
quence (S4) [9] model introduces a normal plus low-rank decomposition of the transition matrix,
which reduces the computational complexity while maintaining the expressive capacity [[LO].

Building on the foundations of S4, recent diagonal variants [11} [12, [13| [14]], have shown that
restricting the state matrix to be diagonal still preserves the performance. By introducing complex-
valued initialization schemes [12], these diagonal SSMs achieve performance comparable to the
original S4 architecture while being more computationally efficient, as the computation of the kernel
simplifies to a Vandermonde matrix multiplication. Nevertheless, while the S4 framework has a
mathematical interpretation for addressing long-range dependencies, the efficacy of its diagonal
variants remains theoretically unexplained.

In this work, we take a step further by investigating the initialization of diagonal SSMs from a
frequency perspective [15]. We aim to uncover how the initialization of the state matrix, particularly
the distribution of the imaginary part of its eigenvalues, directly influences the system’s ability to
capture long-range dependencies. Our analysis reveals that current schemes highly depend on the
input sequence exhibiting a well-defined inherent timescale that aligns with the model’s discretization
step A [10]. Since such alignment is unknown a priori, existing models often compensate by spreading
the poles across a wide frequency range, resulting in over-parameterization [[16l], non-uniform spectral
sensitivity, and aliasing artifacts.

Building on this analysis, we introduce S4D-DFouT, an initialization in the discrete domain that
explicitly ensures a uniform coverage of the frequency spectrum independently of the selection of the
discretization step A. By placing poles directly in the discrete domain, we can reduce the sensitivity
these models present to the frequency response without compromising its ability to capture both
short- and long-range effects.

To summarize, the key contributions of this paper are threefold:

* Frequency-aware analysis of Diagonal SSMs: The theoretical understanding of the roles played
by the initialization schemes on diagonal SSMs is still lacking. Therefore, we systematically
describe diagonal SSMs from a frequency perspective. We analyze how different initialization
schemes affect the model’s ability to represent temporal dependencies (Section [3).

* Proposal of S4D-DFouT initialization: Our observations indicate that current models are highly
sensitive to the discretization. We propose a novel approach, S4D-DFouT, directly in the discrete
domain that explicitly designs the pole distribution to optimize spectral coverage. This strategy
eliminates the existing coupling between the decay and frequency selection, resulting in a more
robust and easy-to-scale initialization. (Section ).

* SSMs initialization synchronization enhances model efficiency: Finally, we propose a synchro-
nized initialization across all the SSMs in a given layer. By coordinating their pole placements, the
entire layer can be jointly initialize. Our experiments demonstrate that such frequency-aware syn-
chronization enables diagonal SSMs to scale more effectively and outperform previous methods
on Long Range Arena (LRA) [17] enabling to train from scratch on PathX-256 (Section ).

2 Related literature

Initial approaches to sequence modeling, such as recurrent neural networks (RNNs) and long short-
term memory (LSTM) [[18] models, have achieved notable success but encountered significant
limitations when modeling long-range dependencies, primarily due to vanishing and exploding
gradients [[19,20]. These challenges motivated the search for efficient alternative architectures, such
as Legendre Memory Units (LMUs) [21], which introduce a non-trainable continuous-time SSM
parameterized with Legendre polynomial bases to encode long-term memory. Building on the LMU,
the HiPPO framework provided a principled method to construct state matrices with trainable state
matrices, leading to a successful family of long-range convolution models [9, 14} 22| 23]].

Diagonal variants of SSMs have recently emerged as a simplification of the DPLR-based S4 architec-
ture [[11L[12L[13]]. The Diagonal State Spaces (DSS) [11] method empirically demonstrated that simply
removing the low-rank term from the HiPPO DPLR representation to form a diagonal HiPPO matrix
preserves performance. Building on this insight, the S4D framework [12] systematically explores
diagonal initialization. Nevertheless, while the S4 framework has a mathematical interpretation



for addressing long-range dependencies, the efficacy of its diagonal variants remains theoretically
unexplained.

Most recently, [24] provided a data-centric perspective on SSM initialization. Their work emphasizes
the importance of aligning model initialization with the autocorrelation structure of the input data.
We push beyond this data-driven criterion by investigating the initialization of diagonal SSMs
from a frequency perspective. We observe that current initialization schemes (whether based on
HiPPO inverse-frequency laws, or linear grids) drive the model to learn convolutional kernels whose
resonance aligns with the principal frequential components of the data. As illustrated in Fig. [T}
the kernels learned by SSMs act as localized, image-sized filters, effectively aggregating spatially
local features rather than capturing truly global, long-range interactions. Previous works [25] have
leveraged exactly this effect on Transformers [26} 27] to perform well on LRA. By combining
attention with an exponential moving average, those works inject a built-in position-aware encoding
mechanism that facilitates learning such tasks.

Our findings show that current initialization schemes rely heavily on coincidental alignment between
the dominant timescales in the input and the poles in the system. Since such alignment is rarely
known a priori, existing models often compensate by spreading poles across a wide frequency range,
resulting in over-parameterization. Recent works have shown that large portion of the modes in these
models can be pruned with a minimal effect in the model performance [16].

Building on these frequency-domain insights, we developed the S4D-DFouT initialization. A
universal initialization directly in the discrete domain that decouples the interdependency between
the decay rate and the oscillation frequency. This design not only liberates from the sensitivity in
the selection of A, but also produces kernels that maintain consistent expressivity across a wide
range of frequencies. Leveraging DFouT, we demonstrate, for the first time, successful training
from-scratch on PathX-256, a task that previous state-of-the-art methods could only tackle after
extensive self-pretraining [28]].

3 Preliminaries

In this section, we briefly introduce the diagonal SSM and the problem setting we considered
throughout this paper. Specifically, we analyze the single-input single-output (SISO) variant of the
S4 model, where the state transition matrix is defined over the field of complex numbers C, while the
model outputs reside in the real domain R. The system dynamics is described with the following
equations:

%h(t) = Ah(t) + Bz(t), y(t) = R(CTh()), t>0. (1)
Here, t € R is the continuous time variable, and #(-) represents the real part of complex entry
vector. The input and output signals z(¢), y(¢) € R are real valued, while the hidden state h(t) € CV
evolves in the complex domain. In particular, we consider the setting where the state matrix is diagonal
A = diag(A1, A2, - .., An). Under these settings, the input-output relation in (1)) is explicitly given
by the integral

¢
y(t) = / §R(C’—r eASB) z(t — s)ds, )

0
i.e. the continuous-time SSM can be represented as a continuous convolution y(t) = (x * K)(t) of

the input signal with the kernel function K = R(C" e**B).

3.1 Discretization

To obtain a discrete-time version of the continuous diagonal SSM introduced above, one can apply
standard discretization techniques. Common approaches include the forward and backward Euler
schemes, bilinear transform, and zeroth-order hold (ZOH) method. In this work, we adopt the latter,
which yields the following discretized parameters from the continuous-time system:

A = exp(AA), B = (AA)"' (exp(AA) — 1) AB. 3)
Under this discretization, the state update and output equations take on recursive form and become:

hll] =Ahll— 1]+ Bzll], y{l]=R(CTA]), 1=0,....,L—1, 4)
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Figure 2: Frequency response of a diagonal SSM. Left: An example of pole configuration (i.e. state matrix
entries A1, ..., An) for two discrete SSM systems of order N = 10 exhibiting conjugate symmetry. Following
equation (8) we plot the corresponding frequency responses in dependence of the angular frequency of the
corresponding discretized systems with A = 0.1 (center and right figures). The system with ®(\) = O (center)
presents a narrower response around the resonant frequencies, whereas in the system with $(\) = —0.5 (right)
those are wider.

where the input © = (z[0],...,z[L — 1]) now becomes a sequence of numbers of length L. The
corresponding convolutional or kernel-based view of the model is:
yl] = R((@+«K)[l)), with K= (CTB,CTAB,...,CTA" 'B). )

3.2 Frequency interpretation of the kernel

To understand the frequency characteristics of the discrete convolution kernel K, it is useful to
decompose it into a linear combination of basis kernels, where each basis kernel corresponds to a
single mode (entry) of the state-space model and captures a distinct frequency component of the
system. We define the basis kernels K, /] as

Kol = NB,, 1=0,...,L—1, 6)

where \,, = exp(—A a,, + i Awy,) is the nth eigenvalue (entry) of the discretized state matrix A,
and B, is the corresponding component of the input projection vector B. The full kernel K] is
then obtained as a linear combination of these basis elements, weighted by the components C,, of the
output projection vector C"

N-—-1 N-—1 .
K[l =Y CE,lll=Y_ C.BuA,. (7)
n=0 n=0

From the expressions above, it follows that each individual basis kernel K ,, corresponds to a scaled
damped complex exponential with decay rate A o, and discrete angular frequency €2, := A w,.
As such, each channel n can be seen as a single-pole filter that resonates at frequency 2,, with its
temporal decay determined by A «,.

The discrete-time frequency response of the kernel K[l] is computed via the discrete-time Fourier

transform as N1
H(ew) — Zf[l]e’”’l _ Z CnEn Ze(onszri (2,-0))1
1>0 n=0 1>0

®

B N—-1 OnEn
=2 o me @
n=0

The last expression shows that each component contributes a resonant peak centered on 6 = €2,,, with
the amplitude controlled by C,, B,, and the bandwidth governed by the decay rate A av,,. When A o,
is small, the resonance is sharp, indicating a narrowband frequency response, while when the decay
rate is large, the frequency response becomes broader (Fig. 2).

3.3 Parameterization and Initialization of Diagonal State Matrices

The trainable parameters of the diagonal state-space models are the eigenvalues A € CV*¥ and
the input/output projections B, C' € C”, with hidden state initialized as h(0) = 0. In practice, B
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Figure 3: Visualization of the poles configuration obtained on S4D initializations for a system of order N = 32
upon the selection of different discretization or decay steps A, ¢ € {0.001,0.025,0.1}. In the S4D-Lin and
S4D-Inv schemes, A controls both the decay (radius) and resonant frequencies (angle) of the system. By
contrast, S4D-DFouT is designed to ensure even spectral coverage at any decay rate.

is often initialized as a vector of ones, while the eigenvalues A are initialized according to different
proposed schemes [12]].

In the original S4 model, initialization is done in the continuous-time domain where a structured
matrix A is selected (e.g. from HiPPO-LegS), then discretized with a chosen parameter A, to obtain

A. Furthermore, several S4D variants provide simplified diagonal initializations [11} [12]:

S4D-LegS. Uses only the diagonal part A(”) of the HiPPO-LegS matrix A when the later is put into
diagonal plus low-rank form A = A(P) 4 P P dropping the low-rank correction.

S4D-Inv. Eigenvalues of the state matrix A are initialized following an inverse-frequency law for the
imaginary parts, with fixed real parts as in the left side of (9).

S4D-Lin. Eigenvalues of the state matrix A are coming from a linearly spaced frequency grid, with
fixed real parts, as in the right side of ().

1 N N . 1
S4D-Inv: A\, = —5 + z; (2n+1 — 1) S4D-Lin: )\, = 3 +i7mn 9)

For the latter two cases, we make a crucial observation: The diagonal state matrix is initialized in
the continuous domain, which during the training is discretized with a learnable parameter A. In
particular, the poles of the discretized diagonal system will highly depend on A. This observation
serves as a starting motivation for our proposed method.

4 Main Results

4.1 Motivation

Entanglement of decay and frequency via discretization. Existing initialization schemes, such
as the ones described in the previous section, are typically defined in continuous time and then
discretized before training. This process introduces fundamental coupling between the decay rate
and the oscillation frequency through the discretization parameter A. Specifically, both the real and
imaginary part in the eigenvalues of the discretized system (3)) scale linearly with A. Consequently,
adjusting the temporal resolution A alters both the decay and resonant frequencies of the system,
making the model’s behavior sensitive to the discretization grid. This coupling potentially complicates
both model tuning and interoperability, as changing the discretization has unintended effects on the
frequency response.

Limited control over Spectral Coverage. The frequency components induced by previous initializa-
tion strategies often lack direct interpretability or fine-grained control. For instance, S4D-Inv spreads
frequencies according to an inverse-law, clustering models disproportionately at low frequencies,
while S4D-Lin distributes them linearly but with a fixed decay rate across all modes (Fig. 3] (a),
(b)). These choices may not align well with the actual spectral content of input signals, especially
when dealing with broadband inputs or tasks requiring uniform resolution across frequency bands.
Furthermore, the decay rates in these schemes are typically hardcoded or indirectly determined via



the continuous-time representation, offering little flexibility in shaping the temporal memory profile
of the model without extensive hyperparameter tuning.

In summary, the discretization step entangles decay and frequency components in a way that compli-
cates interpretability and control, while also making the initialization sensitive to the choice of time
step A. Moreover, these schemes often impose rigid spectral structures that may not align with the
needs for real-world tasks. These limitations motivate the need for an initialization approach defined
directly in the discrete domain.

4.2 S4D-DFouT': A Universal Initialization Scheme of Discrete SSMs

As we argued in the previous section, a central challenge in diagonal SSMs is choosing the discretiza-
tion step A when the data’s intrinsic timescale is unknown. Common practices sample A at random
from a log-uniform range A~ Logl (Amin, Amax). to hedge over possible time resolutions.
While this increases the odds that at least some modes align with the true dynamics, it also inflates
the model’s parameter count and yields uneven coverage of the frequency axis. Furthermore, due to
the initialization in the continuous domain, the choice of A becomes critical: if A is too small, all
modes collapse into a narrow low-frequency band; if it is too large, modes fold onto one another and
alias, thus reducing spectral diversity as the following Lemma suggests.

Lemma 1. After discretizing with step A, a continuous pole A = —a + iw (o > 0) becomes
A= eXp(—aA + zQ) with Q = Aw (mod 27). Non-aliasing condition states that distinct analogue
[frequencies wy, # wy, map to distinct digital frequencies Q,,, # Q. In particular, resonant frequencies
would not alias with any other if |Aw| < m, the Nyquist bound. Thus choosing the imaginary parts
so that |AS(\,)| < w for all n guarantees an alias-free frequency coverage.

To address these problems, we propose a new initialization scheme directly in the discrete domain.

S4D-DFouT: Single SSM initialization. We propsoe a novel initialization scheme, S4D-DFouT,
which directly constructs the discrete-time state matrix with diagonal entries

S4D-DFouT: ), = exp (——l—i), n=0,1,...,N—1, (10)

where £ > 0 is a learnable damping factor. This initialization places all poles uniformly around the
unit circle in the complex plane, modulated by a shared exponential decay. The imaginary components
i ”T” ensure complete and uniform coverage of the frequency spectrum, while the damping term

—% governs memory retention by controlling how quickly each mode decays over time.

When & = 0, the resulting state transition matrix becomes unitary and the associated SSM implements
a perfect frequency basis, reducing exactly to the Discrete Fourier Transform (DFT). In this limiting
case, the model can exactly represent any circular convolutional kernel of length N. Moreover, due
to its complete and non-redundant spectral absis, the S4D-DFouT initialization enables the system to
act as a universal approximator.

S4D-DFouT: Layer-wise initialization. An S4 layer consists of multiple single-input, single-
output SSMs operating in parallel, one per feature dimension in the embedding space. Suppose the
embedding dimension is H, then an S4 layer comprises H diagonal SSMs, each with an internal
hidden state of size /V. To avoid redundant poles and to increase the coverage of angular frequencies
of SSMs working together, we synchronize their DFouT initializations by assigning a fixed phase

offset to every machine {¢p, }1L | = 2”]\(,}’];1) C [0,27/N). Thus, the poles of the h-th SSM are

Min = €xp <_f" +i (ZL” +¢h)> — exp (_62” 4 27r(nH+ (h— 1))) . an

2 N NH

Across the layers, the collection {\y,,, } forms a uniform grid of size N H on [0, 2 ), ensuring every
resonance band is represented exactly once and preventing multiple machines from competing at
nearly identical frequencies.

S4D-DFouT: Real vs. Complex Inputs. Ensuring real-valued outputs requires that any complex
eigenvalues occur in conjugate pairs. Rather than enforcing this conjugate symmetry directly—an
operation complicated in S4’s learnable parameterization—the original S4 formulation simply takes
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Figure 4: Continuous copying or Delay task. Left: An example input z[l] and corresponding delayed output
y[l]. Center: Reconstruction MSE for different initializations as a function of A. Right: The S4D-Lin kernel
learned at the theoretically optimal A = 0.002 (of similar performance of S4D-DFouT), and its distortion when
A = 0.003.

the real part of the resulting kernel. In our proposal, we adopt a similar strategy. Furthermore, when
the input sequence x[l] is real-valued, hence its N-point DFT X [N] exhibits Hermitian symmetry
X[N —n] = X[n], for n = 1,2,...,| 5], all negative-frequency bins are redundant and the
spectrum is fully determined by the positive frequencies n = 0,1, ..., [N/2]. Exploiting this fact,
one can initialize the diagonal SSM with only N+ = [4] + 1 poles distributed on the upper disc
{e* | Q € [0,7]} instead of the full 27 range. This “half-plane” S4D-DFouT variant therefore
reduces the state dimension and computational cost by a factor of two, yet retains the complete
information content of the sliding DFT for real-valued signals (Fig. |§| ©)).

5 Experiments

Our experimental evaluation proceeds as follows. First, we introduce a motivating example in the
Continuous Copying task. Then, we utilize sCIFAR to probe the inductive biases that SSMs exhibit
when learning on serialized image data. Finally, we demonstrate the benefits of our S4D-DFouT
initialization across the Long Range Arena benchmark [17], and further ablation datasets as the
Speech Commands dataset [29]. Details of the experimental settings are provided in the Appendix[C]

5.1 Continuous copying task

To motivate our frequency-based analysis, we first consider the Continuous copying or Delay task, a
test of long-term memory where the correct pole placement is critical for success. Here, the model
must learn to perform a sequence-to-sequence mapping R*000 — R4000 where the output is lagged by
7 = 1000 steps (Fig[@ Left). The architecture comprises a single SSM of order N = 1024 followed
by a linear output layer, and is trained on white-noise inputs bandlimited to 1000 Hz.

Successfully solving this task requires the SSM to approximate the ideal delay kernel, which is zero
everywhere except at lag 7. In our experiment, we fix the }2(A) = 0 to ensure no decay and center the
experiment on the frequency selection. In this setup, we demonstrate that for previous initializations
under an inappropriate selection of A fail to capture the desired dynamics (reconstruction MSE error
is depicted in Fig[d Center. In the particular case of S4D-Lin, the solution to this task is almost trivial
when A = %, as stated in the following Proposition.

Proposition 1. Let the S4D-Lin convolutional kernel under ZOH discretization be K[l] =
2?)?(22:01 Cn Xi). If we choose A = 2, where T € Lo, and take C; = 1 for all i, then K
presents a “spike” at | = 7, with |K[l]| < |K[r]| (VI # 7). Moreover, if we take C' to be a trainable

parameter in general, the Vandermonde matrix (Vi) = (X)) is well-conditioned and gradient
descent for C converges at a linear rate.

Moreover, for S4D-Lin any choice of A > % makes the fundamental period to fall below 7, and
no isolated spike at [ = 7 can be formed in the kernel. Empirically, this misalignment leads to a
large reconstruction error as shown in Fig[@]Right. In contrast, S4D-DFouT successfully manages to
reconstruct the ideal delay kernel regardless of the initialization.



Table 1: Accuracy on the Long Range Arena (LRA) benchmark. “X” indicates computationally infeasible
runs, “[J” denotes unreported results, and "t" experimentally reproduced in this work. The highest-performing
diagonal variant is shown in bold. Hyperparameter settings are detailed in Appendix@

ListOps Text Retrieval Image  pathfinder PathX-128 PathX-256

Method (2048) (4096) (4000) (1024) (1024) (16,384) (65,536)
Transformer 36.37 64.27 57.46 42.44 71.40 X O
S4-LegS 59.60 86.82 90.90 88.65 94.20 96.35 g
S4-FouT 57.88 86.34 89.66 89.07 94.46 X O

S5 62.15 89.31 91.40 88.00 95.33 98.58 O
S4D-Lin 60.52 86.97 90.96 87.93 93.96 X (96.027) d
S4D-Inv 60.18 87.34 91.09 87.83 93.78 92.80 O
S4D-LegS 60.47 86.18 89.46 88.19 93.06 91.95 O
S4D-DFouT 61.89 87.41 90.95 88.48 94.30 94.17 87.89

5.2 Pixel-level image classification

As introduced in Fig. [T} the kernels learned using S4D initialization on sCIFAR present a “local
attention profile", exhibiting clear peaks at offsets of 32 and being almost zero beyond the first entries.
When unrolling these kernels to the original 32 x 32 image grid, the peaks align with positions
corresponding to the vicinities of the pixel being attended at a certain time step (i.e., local nearby
pixels in the adjacent rows). Therefore, we conclude that the model’s receptive field learned is a
compact band of locally nearby pixels in the image.

We compare this behavior to CNNs, where early convolutional layers specialize in detecting localized
features, while deeper layers gradually integrate these local patterns into a more abstract global
representation.

To quantify the impact

Of thiS effeCt, we retrain Normalized H.-norm for SSMs

the baseline model pro- sCIFAR-10 (100 epoch) across layers 10
gressively shortening the B0 SRR Lo 0.8
length of the kernel (Fig.[3] LT S S . N ~. L 06
Left). As depicted, the g 607 - 1iayers \ L 04
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inal accuracy when the Ol smes) ¢ °
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32 coefficients, confirm-

ing that the model’s per- Figure 5: Pixel-level image classification on sCIFAR. Left: Ablation of the
formance relies almost ex- accuracy upon a reduced kernel length and number of trainable S4D-Lin layers.
clusively on very local Right: Normalized H -o-norm for each individual SSM initialized under S4D-
context. Beyond that, the Lin, sorted by its operating A.

degradation is gradual, with nontrivial accuracy preserved down to surprisingly small kernel sizes.

Furthermore, we measure how much each SSM actually contributes to the output by computing
its Ho-norm [16]. The model initialized with S4D-Lin comprises four layers of 128-dimensional
embeddings, yielding a total of 512 SSMs, each initialized with a random discretization step sampled
from the range A € [1073, 1071]. Strikingly, only those SSMs whose discretization step falls
within a narrow subinterval in the first layer exhibit non-negligible H .,-norms; the vast majority of
them, particularly in deeper layers, remain effectively inactive (Fig. [5|Right). We confirm this in
the following experiment. We further ablate the layer’s importance by retraining only with the first
k-layer kept active and replacing all subsequent SSM layers with identity mappings (Fig. [5] Left).
In this setup, we observe that almost all of the learned sequential information resides in that very
first SSM layer, capturing the critical local pixel-row dependencies, while deeper SSM layers only
provide incremental refinement.

5.3 Long range arena

The LRA benchmark has been widely adopted to assess a model’s capacity for capturing long-range
context across diverse sequence lengths and modalities. In this sense, the Fourier-initialized variants
have repeatedly underperformed on its hardest tasks, failing to solve challenges like PathX-128 that
other initializations could handle. We show that this shortfall is not an intrinsic limitation of Fourier
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Figure 6: Ablation experiment in LRA. Accuracy upon different initialization schemes for fixed Apin, Emin =
1072 and variable A4z, Emaz. Datasets Image and Pathfinder presenting a strong frequential component
(see Fig.[7) are highly sensitive to an initialization that captures that frequency.

initialization, but rather of the difficulty of selecting the A hyperparameter. The intuition gained
on the “local-attention” profile these kernels exhibit on serialized images provided us a prior on the
selection of A to successfully learn this task (marked with "{" in Table[I)). These results show that
Fourier-based state-space models can equally perform well, provided their discretization aligns with
each task’s intrinsic timescale.

Furthermore, our proposed S4D-DFouT initialization liberates from these difficulties, and we could
directly apply it successfully to scale to harder tasks such as PathX-256 without any problem-specific
tuning. So far, this is the first work to succeed in learning on PathX-256 from scratch, as previous
approaches relied on self-pretraining 28] to handle sequences of this length.

5.4 Raw speech classification

We also evaluate the method on the Speech Commands, a 35-way spoken-word classification task
using raw audio waveforms. Each input is a 1-second signal sampled at 16 kHz. While previous
studies typically extract spectral features such as MFCCs [30], state-space models like S4 have
demonstrated the ability to learn directly from time-domain inputs. As shown in Table 2] we quantify
the performance gains under a zero-shot resampling scenario, where each test waveform is uniformly
subsampled to 8 kHz without retraining. In the latter, we surpass the previous initializations by 2
points.

5.5 Ablations

In Fig. [6] we perfom an ablation study on the effect of upper bounds A4, and &q, used in
initialization and training for parameters A (in baselines) and £ (S4D-DFouT), respectively. In
particular, the results show that the S4D-DfouT initialization scheme is less sensitive to the
parameter compared to the baselines, especially on the dataset which present a strong frequential
component (Image and Pathfinder).

Next, we ablate several discrete-domain ini- Table 2: Accuracy on the ablation experiments, averaged
tialization variants. First, we assign each over three random seeds (std. in parentheses).
pole a random phase by sampling its imag-

) CIFAR S35
inary component as €,, ~ [0, 27), called °
S4D-RndImag. Next, we evaluate a token Method 16kHz 8KkHz
synchronization scheme, which aligns pole ~ S4-LegS 91.80(0.43)  96.08(0.15)  91.32(0.17)
angles to periodic intervals every k-tokens. gg'FOUT 919'321 (()0('_2)5 ) 959'2_7520('_2)0) 932_9550('_2)3)
Finally, we try a different S4D-DFouT syn-

hronizati ino batches (details in A S4D-LegS 89.92(1.69)  95.83(0.14)  91.08 (0.16)
chronization using batches (details in Ap-  gup oy 90.69 (0.06)  96.18 (0.27)  91.80 (0.24)
pendix [C.6). S4D-Lin 90.42 (0.03)  96.25(0.03)  91.58 (0.33)

S4D-DFouT 89.87 (0.07)  96.07 (0.19)  93.85 (0.27)

6 Conclusion and Limitations S4D-Token 8420 (0.14)  94.93(0.17)  92.92 (0.22)

) ) S4D-RndImag 85.68 (0.27) 9543 (0.26)  91.06 (0.47)
Although LRA tasks are considered hard in ~ S4D-Batched-DFouT ~ 88.67 (0.11) ~ 95.31(0.09)  0.07 (0.14)

the literature, especially tasks as PathX that
are designed to stress a model’s long-range reasoning, our analysis reveals that SSMs often succeed
in it by exploiting local biases rather than learning truly global kernels. As a result, even the hardest
LRA benchmarks can be solved with receptive fields much shorter than the input length as
long as the task’s contains principal frequency components that could be captured by the SSM’s
spectral modes. Prior initializations in the continuous domain hedge against unknown timescales by




sampling A over a wide range. In this work, we show that our initialization in the discrete domain
achieves uniform, alias-free spectral support, eliminating the need for A tuning. These insights
indicate that the intrinsic difficulty of LRA tasks may be overestimated, underscoring the need
for new benchmarks that cannot be circumvented through the presented learning biases and that
truly challenge models to capture long-range dependencies.

We note that S4D-DFouT initialization did not help in solving a more challenging problem of
permuted psCIFAR, achieving 65.7% accuracy (see Appendix[C.7). Furthermore, we did not explore
our proposed initialization in the context of textual data and LLMs, which we leave for a future study.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Yes, the main claim reflected in the abstract and introduction are reflected in
Sections 3|4 and ]

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are discussed in the Section[6]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The theoretical results in the main text Section [4] and 3} as well as in the
appendices provides full set of assumptions and proofs.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section [5]together with Appendix [C|provide full details on the experimental
setting for reproduction of the results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The data used in the paper are publicly available. The codebase upon which
the experimental part was built is also publicly available, while the custom part of our code
is added in the supplementary material.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The full details are available in the Experimental section[5]as well as in the
Appendix [C]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report standard statistics (mean and variance) where applicable.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: We provide general framework (GPUs used in the experiments) in Appendix [C]
but we do not report the running time and memory consumption during training.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We conform to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: The paper has limited societal impact.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: It does not apply.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Original S4 sourcecode from https://github.com/state-spaces/s4 is under
Apache-2.0 license.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

17



13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer:
Justification: We do not introduce new assets in the paper.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer:
Justification: No crowdsourcing and research with human subjects were conducted.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer:
Justification: We did not conduct research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer:
Justification: LLMs were not used in the core methods of this research.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Theoretical insights

A.1 Transfer Function and Stability Conditions
Consider a continuous time diagonal state-space system
d
%h(t) = Ah(t) + Bz(t), y(t)=CTh(t), t>0,

and its corresponding discretized model (for the sacke of simplicity, we do not enforce the real output

as in (1))
hll +1] = Ax[l] + Bz[l],

P (12)
yll] = Cz[l],
where
A = diag(Aq, ..., AN), K:diag(xl, JAN),
B=[B - BN]T B = [B, EN]Ta

C=[C; - Onl.

Focusing on the discretized model, the transfer function in the Z—domain, by definition, is given by

H(z) =Y(2)/U(z) = C (21 —A)"'B.
Because A is diagonal, this simplifies entry-wise to a sum of first-order terms
N = N =
C,, B, C,B,z"1
He = Y Gl GB

Z— A 11—an—1'

n=1

The poles of H(z) correspond to the eigenvalues of A, z = {\,}\_,. The discrete-time SSM is
stable if and only if all poles lie inside the unit circle:

Al <1, n=12,....,N

Direct pole training. It is possible for diagonal SSMs models whose poles correspond to trainable
parameters to control them to satisfy stability conditions directly. If the continuous diagonal system
is stable, i.e. R(\,) < 0, then under the zero-order hold discretization with step A € R*, the
magnitude of the poles become

Ral = [e] = A7O)

<1 (13)
Thus, the discretized SSM remains stable.

A.2 H Score

In robust control [31]], the H o score of a discrete-time LTI system, such as ¥ in (T2)), with the transfer
function matrix H, is defined as

Moo = Hoo () = |H|% = sup o(H()),
0e(0,27]

where o(-) denotes the maximum singular value of a matrix. This score captures the worst-case
amplification of disturbances across all frequencies. Crucially, it also provides an energy bound

Iyl < H ]l llz]13,
so that the total output energy can never exceed the input energy scaled by H .

For a diagonal discrete SSM in (12)), each scalar-state subsystem ¥; has transfer function

o = G
Z— Ap
hence a closed-form H . score
[Cnl? | Bnl?
Hoo Zn = T N\ o
Cn) =TT

highlighting how pole magnitudes limit worst-case gain. This score directly measures each state’s
worst-case contribution to output energy. This score underpins modal-truncation-style pruning [16].
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B Proofs

Proposition 1. Let the S4D-Lin convolutional kernel under ZOH discretization be K[l] =
2?}‘2(22/:_01 Ch Xi). If we choose A = 2, where T € Lo, and take C; = 1 for all i, then K
presents a “spike” at 1 = T, with | K[l]| < |K[r]| (Yl # 7). Moreover, if we take C' to be a trainable

. . ~y .. .
parameter in general, the Vandermonde matrix (Vi) = ()\,,) is well-conditioned and gradient
descent for C converges at a linear rate.

Proof. We proceed in five detailed steps:

1. Discrete poles via ZOH. For the sake of simplicity, let’s suppose poles of the continuous system
have no decay w,, = imn; then, ZOH gives

d,, = exp(2) = exp(w, A) = exp(imnA).

2. Fundamental discrete period. The first harmonic n = 1 has frequency 2; = 7A. A full 27
rotation requires 1 T' = 2@ = T = 2/A. Thus one cycle of n = 1 takes precisely T' = 2/A
steps.

3. Matching T to 7. Set T' = 7,i.e. A = 2/7. Then for any n,
d; = exp(inwAT) =exp(i2rn) =1,

so all modes align in phase at step [ = 7.

4. Kernel evaluation. The SSM kernel is

N—-1 l N—-1 l
K[l = m(z z::o Cp dn) = 8‘%(2 nz::o dn).

Atl = 7,since d], = 1 for all n,

N-1

Klr] = 2%(2 1) = 2N,

n=0

whereas for | # 7, the d!, are not all unity and partially cancel, yielding | K[l]| < K][7].

5. Conditioning and GD. Fix an integer delay 7 > N. Thenfor0 <! < 7and 0 <n < N — 1, the
Vandermonde matrix

2
Vim = dil = exp(z' o l)
T

is exactly a (7 4+ 1) x N partial Fourier matrix. Concretely, its Gram matrix is

*Y7 : T _ g 2r(n—m)l/T __ T+17 n=m,
VV_Edndlm]n,m_Ze ( " _{0 n#m ’
=0 1=0 ’

so V*V = (7 + 1) Iy, where the latter is the identity matrix. Hence, the eigenvalues of V*V are all
equal
)\min(v*v) = )\max(v*v) =T+ 17

and the condition number of V is exactly one.

Now consider fitting the target vector y € R7"! by minimizing £ = 3||VC — y||? over C' € C¥.
Since the Hessian is V2£(C) = V*V = (7 + 1)1, we have that every eigenvalue of it is exactly
(14+1),s0 L1is (7 + 1)-strongly convex. Furthermore, the largest eigenvalue (smoothness constant) is
7 + 1, thus the function is also (7 + 1)-smooth. Consequently, the optimal gradient-descent step-size

1 1

T Nae(VV) — 711
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reaches the exact solution in one step.

At each iteration ¢, gradient descent update C('+1) = C(®) — 5 VL£(C®), and for the least-squares
loss £L(C), the gradient is
01

VL(CO) = 55 5 (VO =y (VO —y) =V (VC —y).

Therefore, choosing n = and using V*V = (7 4 1)I, we have
T

+1
oM = o) _ nV*(VC(O) —y)
1
=c0 _ _— _y* 0 _
T+1 (ve y)
VY
N T+17V70

More generally any 0 < 7 < -2 still guarantees linear convergence at rate |[C®*) — C*|| <

+1
(1 =n(r + D) [C@ ~ .

This completes the proof. [J O

C Experimental details

In this section, we provide descriptions of the datasets, task formulations, model architectures, and
training protocols used throughout our evaluations.

C.1 Continuous Copying Task

The Continuous Copying (or Delay) task is posed as a sequence-to-sequence problem in which the
model must reproduce the input delayed by 7 = 1000 time steps. Specifically, we utilize white-noise
sequences of length 4000 samples, band-limited to 1000 Hz, and train a single linear state-space
model with state dimension N = 1024 end-to-end for 20 epochs.

C.2 Pixel-level image classification

The serialized CIFAR-10 (sCIFAR) dataset is constructed by flattening the 32 x 32 color images
into a one-dimensional sequence of length 1024. All sequences are then standardized to zero mean
and unit variance. In the permuted serialized (psCIFAR) variant, the same preprocessing is applied,
but with a single fixed random permutation of the 1024 pixel positions before flattening, thereby
removing any local spatial structure. The permutation vector utilized is included in the supplementary
code. Ablation results on psCIFAR are available in Table 3]

C.3 Long Range Arena

The Long Range Arena (LRA) [17] benchmark comprises seven diverse sequence-classification tasks
designed to test a model’s ability to capture long-range dependencies:

ListOps. The dataset consists of mathematical expressions formed by nested operators—such as
min and max—applied to integer numbers in the range 0-9, and written in prefix notation with
explicit brackets. Each character is represented as a one-hot vector over 17 possible tokens (with all
opening brackets and operators grouped into a single token). Because sequence lengths vary, shorter
sequences are padded with a special padding symbol up to a maximum length of 2048. The task is to
classify each expression into one of 10 classes, corresponding to its integer result.

Text. The IMDb sentiment classification task is as follows, given a movie review represented as a
sequence of character tokens, the goal is to predict whether the review is positive or negative. Each
character is one-hot encoded over 129 possible tokens. Because reviews vary in length, sequences are
padded to a maximum length of 4096.
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Table 3: Results on additional datasets. Accuracy for psCIFAR and RMSE for predicting respiratory rate (RR),
heart rate (HR), and blood oxygen (SpO2).

psCIFAR BIDMC-HR BIDMC-RR  BIDMC-SpO,
Method Acc. (1) RMSE () RMSE(]) RMSE(})
S4-LegS 64.96 0.332 0.247 0.090
S4-FouT 65.27 0.339 0.301 0.068
S4D-Leg$S - 0.367 0.248 0.102
S4D-Lin 64.51 0.379 0.226 0.114
S4D-Inv 64.88 0.373 0.254 0.110
S4D-DFouT 65.72 0.415 0.273 0.122
S4D-Token 60.25 0.490 0.440 0.126
S4D-RndImag 60.55 0.437 0.216 0.087
S4D-Batched-DFouT  63.61 0.456 0.344 0.118

Retrieval. The task is based on the ACL Anthology network corpus; given two textual citations
encoded as sequences of character tokens, predict whether they refer to the same publication. Each
character is one-hot encoded over 97 possible tokens. Sequences vary in length and are padded to a
maximum of 4000 tokens using a special padding symbol, and a reserved end-of-sequence token is
appended. The model outputs one of two classes: equivalent or non-equivalent.

Image. Considers the CIFAR-10 image classification task, but images are first converted to a single-
channel grayscale intensity map, and pixel values are normalized to zero mean and unit variance
across the entire dataset. The resulting 32 X 32 image is flattened into a sequence of length 1024.
All sequences are of equal length, and the model predicts one of ten classes corresponding to the 10
categories.

Pathfinder. In this task, the images contain two marked points (start and end) represented by small
circles, and a set of dashed line segments. The objective is to predict whether there exists a continuous
dashed-line path connecting the start and end points. Each input is a 32 x 32 grayscale image with
pixel values normalized to the range [—1, 1].

PathX. An “extreme” version of the Pathfinder challenge. Instead, the images are 128 x 128 pixels in
the PathX-128, or 256 x 256 in the PathX-256, resulting in much longer sequences. As denoted in
TabldI]by (}), we manage to successfully train S4D-Lin on PathX by increasing the range from (A,
Aaz) = (0.0001, 0.01) to (Apin, Amaz) = (0.0001, 0.1). This is done in order to accommodate
the fundamental harmonic within the model frequencies explored at initialization. This requires
A > 2/128 = 0.015, which was not covered in the initial range proposed in [12].

C.4 Speech Commands

We use the full 35-class Speech Commands dataset [29], which comprises 1 second of recorded
voice commands sampled at 16 kHz. Additionally, as introduced in [12]], we also test the zero-shot
performance when the signal is undersampled at 8kHz.

C.5 BIDMC Vital signs

The BIDMC dataset [32] consists of continuous physiological signals from raw EKG and PPG traces:
heart rate (HR), respiratory rate (RR), and blood oxygen levels (SpO,) over length-4000 signals
which are normalized per channel to zero mean/unit variance.

C.6 Ablations details

We compare three variants of discrete-domain initialization beyond the main S4D-DFouT scheme.
The ablation methods share the real part with DFouT, i.e. exp(—¢/2), while the imaginary part is
configured as follows:

* S4D-Token: Discrete frequencies are chosen to resonate at integer periodsn = 1,2,..., N,

i.e. 2, = 27 /n. This assigns one pole per token in the sequence, yielding a coarse-grained
coverage of the frequency spectrum biased towards low frequencies.
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Figure 7: Subplots (a)—(c) show the mean absolute value of the learned discrete kernel | K [I]| for each of the six
SSM layers on three LRA benchmarks—(a) ListOps, (b) Image, and (c) PathX-128—where only the first L’
coefficients are displayed on the x-axis to facilitate the visualization. Subplots (d)—(e) present the magnitude of
the discrete Fourier transform (in dB) for 10 000 randomly sampled sequences from the same datasets. These
visualizations demonstrate that datasets with strong local structure—such as the serialized image benchmarks
sCIFAR and PathX-128—exhibit clear frequency components corresponding to row-wise correlations. This
is reflected in the learned kernels to exploit a “local attention” profile. In sCIFAR, a pronounced peak in the
kernel occurs at multiples of 32-pixel (the row-stride), which corresponds to a clear frequency component
(Q = 27/32); whereas PathX-128 shows periodic modes at 128 pixels, i.e., frequencies of Q = 27/128
along with their higher-frequency harmonics. By contrast, the List0Ops benchmark exhibits no such localized
frequency peaks, reflecting its lack of inherent local structure.

* S4D-RndImag: Each imaginary component €2, is i.i.d. sampled from the uniform distribu-
tion U0, 27).

* S4D-Batched-DFouT: Synchronization across the H SSMs in each layer is achieved by
partitioning the spectrum into H contiguous blocks, each of size N. Therefore, the h-th
SSM is assigned with a batch of N adjacent frequencies shifted by a phase ¢, € [0, 27):

2mn

by 2 -1
Batched-DFouT: )\, ,, = exp (—ih +i(=m + ¢h)) where ¢, = M

7 (14)

NH

C.7 Extended Results

In Figure[7|we show the kernel visualization together with the discrete Fourier transform on three
representative LRA benchmarks. These visualizations demonstrate that datasets with strong local
structure—such as the serialized image benchmarks sCIFAR and PathX—exhibit clear frequency
components corresponding to row-wise correlations. SSM models exploit this fact to learn kernels
showing a “local attention” profile. The learned kernels “attends” primarily to its nearby inputs,
imposing an inductive bias toward locality. By contrast, the ListOps benchmark exhibits no such
localized frequency peaks, reflecting its lack of inherent local structure.

Figure [§] extends Figure [6] from the main manuscript to the remaining datasets LRA benchmarks.
Here, we perfom an ablation study on the effect of upper bounds A,,,4, and &, used in initialization
and training for parameters A (in baselines) and £ (S4D-DFouT), respectively. The results show that
the S4D-DfouT initialization scheme is less sensitive to the £ parameter compared to the baselines,
especially on the dataset which present a strong frequential component (Image and Pathfinder).
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Figure 8: Ablation experiment in LRA. Accuracy upon different initialization schemes for fixed Amin, Emin =
1072 and variable Amaz,Emaz- Datasets Image and Pathfinder presenting a strong frequential component
are highly sensitive to an initialization that captures that frequency.

Finally, an extended comparison on Long Range Arena is presented in Table[d] It spans across all
seven tasks, including the most challenging PathX-256 setting. While prior work denoted as “S4 +
Self-Pretrain” (marked 7) also succeed on it, it does relying on self-pretraining. Whereas our
S4D-DFouT achieves it training from scratch.
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Table 4: Extended comparison on LRA. (}) denotes the method requires self-pretraining.

Model ListOps Text Retrieval Image  Pathfinder PathX-128  PathX-256

(2,048) (4,096) (4,000) (1,024) (1,024) (16,384) (65,536)
Transformer [26] 36.37 64.27 57.46 42.44 71.40 X O
Reformer [33]) 37.27 56.10 53.40 38.07 68.50 X O
BigBird [34] 36.05 64.02 59.29 40.83 74.87 X O
Linear Trans. 16.13 65.90 53.09 42.34 75.30 X O
Performer 18.01 65.40 53.82 42.77 77.05 X O
MEGA 63.14 90.43 91.25 90.44 96.01 97.98 O
DSS 60.60 84.80 87.80 85.70 84.60 87.80 O
S4D-LegS [12] 60.47 (0.34) 86.18 (0.43) 89.46 (0.14) 88.19 (0.26) 93.06 (1.24) 91.95 O
S4D-Inv [12] 60.18 (0.35) 87.34 (0.20) 91.09 (0.01) 87.83 (0.37) 93.78 (0.25) 92.80 O
S4D-Lin [12] 60.52 (0.51) 86.97 (0.23) 90.96 (0.09) 87.93 (0.34) 93.96 (0.60) X O
S4-FouT [9] 57.88(1.90) 8634 (0.31)  89.66 (0.88)  89.07(0.19)  94.46 (0.24) X O
S4-LegS 59.60 (0.07)  86.82 (0.13)  90.90 (0.15) 88.65 (0.23) 94.20 (0.25) 96.35 O
Liquid-S4 [23] 62.75 (0.20) 89.02 (0.04) 91.20 (0.01) 89.50 (0.40) 94.80 (0.20) 96.66 (0.001) O
S5-Inv [14] 60.07 (0.26) 87.77 (0.29) 91.26 (0.12) 86.41 (0.17) 93.42 (0.42) 97.54 (0.74) O
S5-Lin [14] 59.98 (0.53) 88.15 (0.24) 91.31 (0.24) 86.05 (0.96) 94.31 (0.36) 65.60 (27.00) O
S5 [14) 62.15 (0.23) 89.31 (0.15) 91.40 (0.05) 88.00 (0.22) 95.33 (0.26) 98.58 (0.17) O
LRU [13] 60.2(0.8) 89.4(0.1) 89.9(0.1) 89.0(0.1) 95.1(0.1) 94.2(0.4) O
S4 + Self-Pretrain [28](1) 61.25 90.34 88.74 89.36 94.92 96.94 87.11
S4D-DFouT 61.89 87.41 90.95 88.48 94.30 94.17 87.89
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Figure 9: Polar plots of the learned complex poles on sCIFAR for three initialization schemes—S4D-Lin (top
row), S4D-Inv (middle row), and S4D-DFouT (bottom row). Poles are shaded by their Hoo-norm (warmer tones
indicate higher norms), emphasizing the modes that drive the system’s worst-case gain. The dashed unit circle
marks the stability boundary. S4D-Lin entanglement between decay and frequency can be observed, resulting in
spiral-like clustering of poles; S4D-Inv spreads poles more evenly around the circle; and S4D-DFouT maintains
the original half-plane distribution of poles throughout training.

C.8 Hyperparameters

The S4D-DFouT hyperparameter configuration we adopt in the experimentation is provided in
Table 3l

Table 5: Hyperparameters used for the S4D-DFouT reported results. L denotes the number of layers; H, the
embedding size; N, the hidden dimension; Dropout, the dropout rate; Lr, the global learning rate; Bs, the batch
size; Epochs, the maximum number of training epochs; WD, weight decay; and (Emin,Emax ), the range of decay
rate values.

Task L H N Norm Pre-norm Dropout Lr Bs Epoch Wwd (&min, Emax)
sCIFAR 6 128 64 LN False 0.1 0.01 64 100 0.05 (0.001, 0.1)
psCIFAR 6 128 64 LN False 0.1 0.01 64 100 0.05 (0.001, 0.1)
ListOps 6 256 64 BN False 0 0.01 50 40 0.05 (0.001, 0.1)
Text 6 256 64 BN True 0 0.01 16 32 0.05 (0.001, 0.1)
Retrieval 6 256 64 BN True 0 0.01 64 20 0.05 (0.001, 0.1)
Image 6 512 64 LN False 0.1 0.01 50 200 0.05 (0.001, 0.1)
Pathfinder 6 256 128 BN True 0 0.001 64 200 0.03 (0.001, 0.1)
PathX-128 6 256 128 BN True 0 0.0005 32 50 0.05 (0.0001, 0.1)
PathX-256 6 256 128 BN True 0 0.0001 16 20 0.05 (0.0001, 0.1)
SC35 6 128 64 BN True 0 0.001 16 40 0.05 (0.001, 0.1)
BIDMC 6 128 256 BN True 0 0.01 32 500 0.05 (0.001, 0.1)
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