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Abstract

Inverse propensity-score weighted (IPW) estimators are prevalent in causal inference for
estimating average treatment effects in observational studies. Under unconfoundedness, given
accurate propensity scores and n samples, the size of confidence intervals of IPW estimators
scales down with n, and, several of their variants improve the rate of scaling. However, neither
IPW estimators nor their variants are robust to inaccuracies: even if a single covariate has an
ε > 0 additive error in the propensity score, the size of confidence intervals of these estimators
can increase arbitrarily. Moreover, even without errors, the rate with which the confidence
intervals of these estimators go to zero with n can be arbitrarily slow in the presence of extreme
propensity scores (those close to 0 or 1).

We introduce a family of Coarse IPW (CIPW) estimators that captures existing IPW estimators
and their variants. Each CIPW estimator is an IPW estimator on a coarsened covariate space,
where certain covariates are merged. Under mild assumptions, e.g., Lipschitzness in expected
outcomes and sparsity of extreme propensity scores, we give an efficient algorithm to find a
robust estimator: given ε-inaccurate propensity scores and n samples, its confidence interval size
scales with ε + 1/

√
n. In contrast, under the same assumptions, existing estimators’ confidence

interval sizes are Ω(1) irrespective of ε and n. Crucially, our estimator is data-dependent and
we show that no data-independent CIPW estimator can be robust to inaccuracies.

1 Introduction

An observational study consists of several individuals who are described by a vector of covariates
x ∈ Rd. In the study, each individual x receives treatment with some fixed but unknown probability
e(x). We observe tuples of the form (x, y, t) of whether the treatment was assigned (t = 1) or not
(t = 0) and the corresponding treatment-dependent outcome y. Let X be the covariate random
variable and Y(t) be the random variable denoting the outcome when T = t (for t ∈ {0, 1} ), so that
y = TY(1) + (1− T)Y(0) (note that T, Y(1), Y(0) can depend on X). The key quantity of interest
is the average treatment effect τ, which is the average effect of the treatment on the population of
individuals, i.e., τ := E[Y(1)−Y(0)]. As an example the individuals can be patients with covariates
that include the details of their medical history, the treatment corresponds to whether they received
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some medication or not, and the outcome is the the extent of the patient’s symptoms. In another
example the individuals are customers, the covariates include price sensitivity and interests, the
treatment corresponds to whether they receive some discount, and the outcome is their satisfaction.

The difficulty in estimating the average treatment effect τ is that, for each individual, we only
observe their outcome either with or without treatment but not both, i.e., the data is censored. To
estimate τ from censored data, we need to account for the probabilities e(x) with which each
individual is assigned treatment. These probabilities are known as propensity scores.

Inverse propensity-score weighted (IPW) estimators are a family of estimators that use the propen-
sity scores e(x) for each x and a censored dataset C as input, and output a value τIPW(C ; e). This
value is an unbiased estimate of τ if C is drawn from an underlying distribution D that satisfies
a standard assumption–namely unconfoundedness–which we formally define in Section 2. IPW
estimators are widely used in a variety of fields from Economics [DW98; DW02; GGS05; AI06;
AI16], to Statistics [Ros02b; Rub06], to Medicine [Rub97; CI03; Aus08], to Political Science [BD04;
Sek04; HIKS07], to Sociology [MH06; LV09; OK17]. There are several reasons for their popularity
including that τIPW is: (1) easy to describe, (2) efficiently computable, (3) unbiased given accurate
propensity scores e(x), and (4) asymptotically normal. Nevertheless, these vanilla IPW estimators
suffer from some stability issues that we explore below.

Issue I: Inaccuracies. IPW estimators enjoy the aforementioned good statistical properties when
provided with accurate propensity scores. Unfortunately, the IPW estimator τIPW(C ; ê) can be
arbitrarily far from τ, when the propensity score estimates ê slightly differ from the true propensity
scores e even on one covariate by an additive amount ε > 0. This leads us to the following question.

Q1. Given inaccurate propensity scores ê, s.t., ∥ê− e∥∞ ≤ ε, can we estimate τ to O(ε) error?

In the special case of ε = 0, practitioners and researchers have devoted significant effort to
reducing the size of the confidence intervals arising from IPW estimators, e.g., [HIR03; LTL18].
This includes several doubly-robust estimators that utilize predictions of covariate-level outcomes
(i.e., predictions of µt(x) := E[Y(t) | X=x] for t = 0 and t = 1) to achieve smaller confidence
intervals [BR05; Che+18; CNS22; FS23]. However, the understanding of the ε > 0 case is limited
(see Section 1.3 for some prior work on inaccurate propensity scores).

Issue II: Outliers. Root-mean-squared-error (RMSE) is the main quantity of interest of an estimator
of the average treatment effect τ; not only because it checks the consistency of the estimator but also
because it controls the size of the resulting confidence interval at a fixed confidence level. It is well
known that given n samples, the RMSE of both IPW and doubly-robust estimators is proportional

to
√

1
n ED

[
1

e(X)(1−e(X))

]
[Far15; IR15; CNS22; FS23].

An outlier in this context is defined as a covariate x whose propensity score e(x) is close to 0
or 1. To be more concrete, let covariate x be a β-outlier if e(x)(1− e(x)) < β. One important issue
with the aforementioned expression of RMSE is that it goes to ∞ if there exists an outlier with
positive mass. Therefore, even a single β-outlier, with small β, can significantly affect the size of the
confidence interval of τ.

A popular heuristic to increase robustness to such outliers is to remove or trim all β-outliers
from the data for some β = Ω(1) [CHIM09]. While this ensures that the standard deviation is at
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most O(1/
√

βn), it can increase the bias of the estimation to ρ, where ρ is the probability mass of
the β-outliers [LTL18]. Hence, this would result in an RMSE and, hence, confidence interval of
size proportional to ρ + O

(
1/
√

βn
)

which is finite, as opposed to the RMSE of IPW which is ∞ in
this case, but still it does not converge to zero. Unfortunately, without further assumptions, it is
information-theoretically impossible to find an estimator with RMSE that goes to zero as n goes to
infinity (for more details see Theorem D.1). This leads us to the following question.

Q2. If ρ-fraction of covariates are β-outliers, then are there natural assumptions on outliers
that enable estimation of τ with an RMSE much smaller than ρ + O(1/

√
nβ)?

In this work, we study both questions Q1 and Q2. When ε > 0, in the regime of Q1, none of the afore-
mentioned estimators (i.e., IPW, doubly-robust, and trimmed-IPW estimators) guarantee RMSE
that decays with n; unless there are no β-outliers for β≫ ε. When ρ = ω(1/

√
n), in the regime of

Q2, then none of the aforementioned estimators guarantee RMSE smaller than ρ + O(1/
√

nβ).

1.1 Our Main Result: Estimation Robust to Inaccuracies and Outliers

Our goal is to efficiently find an estimator whose confidence intervals satisfy the properties desired
in Q1 and Q2. We make the following natural assumption on the outcomes.

Assumption 1 (Lipschitzness). The expected outcome with treatment t conditioned on covariate
x, i.e., µt(x) := E[Y(t) | X=x], is L-Lipschitz in x (for some ℓp-norm), i.e., |µt(x1)− µt(x2)| ≤
L · ∥x1 − x2∥p for all x1 and x2.

We expect Lipschitzness to hold in many settings such as when µt(x) belongs to a parametric
family (e.g., see Wager and Athey [WA18] who require Lipschitzness). For instance, a common
assumption in the literature is that µt has a linear parametric form, say, µt(x) = w⊤t x + ε [IR15;
HR23]. This implies that µt is ∥wt∥1-Lipschitz and satisfies Assumption 1 when wt has a bounded
norm. Lipschitzness of µ(x) alone, however, does not address any of the issues that we mentioned
before: all aforementioned estimators are independent of the geometry of the covariates, hence, we
can always rearrange the covariates to satisfy Lipschitzness. Our estimators, on the other hand,
will make use of the geometry of covariates.

Apart from the Lipschitzness of outcomes, we also need assumptions to exclude certain edge
cases where it seems hard (if not impossible) to achieve a small RMSE. For some small parameter
α > 0, a number k = O(1), we assume that β-outliers satisfy the following assumptions.

Assumption 2 (Sparsity). There is no ℓp-ball of diameter larger than α such that (1− o(1))-fraction
the covariates within the ball are β-outliers. (Where norm is the same as in Assumption 1.)

Assumption 3 (Isolation). There are k ℓp-balls of diameter α > 0 whose centers are, pairwise, 3α far
in ℓp-norm and that partition all β-outliers. (Where norm is the same as in Assumption 1.)

If sparsity does not hold then, under mild conditions, there is a large ball B most of whose mass is
β-outliers (see Figure 1(b)). Since B has a large radius, covariates well inside B are far from any
non-outlier and, hence, we cannot use Lipschitzness to estimate the expected outcomes (with and
without treatment) at these covariates. Further, estimating these expected outcomes directly may
require arbitrarily large samples as their propensity scores can be arbitrarily close to 0 or 1.

3



If isolation does not hold, then either (i) we need a large number of (small) balls to cover the
covariates (see Figure 1(c)) or (ii) any cover with O(1) balls has two close balls. In case (i), we
need a huge number of samples to identify the good partition S . Intuitively, this is because the
VC-dimension of unions of k balls is at least Ω(k), leading to a need for Ω(k) samples, which goes
to ∞ as k → ∞ (see Lemma 6.3). In case (ii), the cover can be identified from finite samples, but
how to identify it computationally efficiently is unclear. Under the assumptions above, we can find
estimators with better guarantees than existing estimators.

(a) Sparse and Isolated Instance (b) Non-Sparse Instance (c) Non-Isolated Instance

Figure 1: Illustrations of Assumptions 2 and 3. Outlier covariates are in red. Inliers are hidden.

Informal Theorem 1.1. Suppose Assumptions 1 to 3 hold with α, β > 0 and k, L = O(1) and assume
that we are given estimated propensity scores ê with ∥ê− e∥∞ ≤ ε and n = Ω(d/(ρε)2) i.i.d. samples from
an unconfounded distribution. There is an algorithm that outputs a value τA in poly(n) time such that
E[|τ − τA|2]1/2 = O(ε + αρ + 1/

√
nβ), where ρ is the fraction of β-outliers.

This algorithm gives a unified approach for handling inaccuracies in propensity scores and outliers.
Concretely, the algorithm, namely, Algorithm 1, answers both questions Q1 and Q2 in the affirma-
tive: at one extreme, where there are no β-outliers (i.e., ρ = 0) but the provided propensity scores
have ε-error, the algorithm achieves an RMSE O(ε) for β ≥ ρ/d and O(ε + 1/

√
nβ) otherwise. At

the other extreme, where accurate propensity scores are known, but ρ-fraction of the points are
outliers, the algorithm achieves an RMSE O(αρ + 1/

√
nβ). This quantity is Ω (1/α)-times smaller

than ρ + O(1/
√

nβ) in the regime ρ = ω(1/
√

nβ) where trimmed-IPW performs poorly, and
matches the guarantee of trimmed-IPW otherwise (when ρ = O(1/

√
nβ)).

To put our algorithmic contribution in context, we verify that existing estimators have large
confidence intervals under the same assumptions (see also Table 1).

Informal Theorem 1.2. For any η, ε > 0 and n ≥ 1, there is an unconfounded distribution D satisfying
Assumptions 1 to 3 with parameters (α, β, k, L) = (η, 1/9, 3, 3) such that given inaccurate propensity
scores ê with ∥ê− e∥∞ ≤ ε and n = Ω(d/(ρε)2) samples

▷ The RMSE of IPW and doubly robust estimators is Ω (1/η);
▷ The RMSE of ε-Trimmed IPW estimator (which removes all ε-outliers) is Ω(1);
▷ The RMSE of the Estimator in Informal Theorem 1.1 is O(ε + 1/

√
n).

1.2 Other Contributions

In this section, we highlight some other important contributions of our work. In particular, in
Section 1.2.1, we explore the robustness of a natural extension of IPW estimators which we call
coarse IPW estimators (CIPW), and, in Section 1.2.2, we justify the need for data-dependent clustering.

1Algorithm 1 does not take L as input. If L is provided, then αL in the RMSE can be improved to min {1, αL}: one can
simply check if αL ≤ 1 and, if so, output the CIPW estimate, and, otherwise, use the β-Trimmed IPW estimate.
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Table 1: ε-Robust RMSE of different estimators where (α, β, L, k = O(1)) are parameters of
Assumptions 1 to 3, ρ is the mass of β-outliers, and unconfoundedness holds for some unknown
propensity scores.

Estimator No Assumptions Assumptions 1 to 3

IPW or Doubly-Robust Estimator ∞ ∞

η-IPW Estimator (see Table 2) O
(

ρ + 1√
nβ

)
O
(

ε
η + ρ + 1√

nβ

)
Our Informal Theorem 1.1 — O

(
ε + ραL + 1√

nβ

)
1

Information-Theoretic Lower Bounds Ω(ρ) (Corollary D.2) Ω(ρ ·min {1, αL}) (Theorem D.1)

1.2.1 Properties of CIPW Estimators

We introduce a family of Coarse IPW (CIPW) estimators that captures almost all the existing IPW
estimators in the literature and we explore their performance with respect to Q1 and Q2.

CIPW Estimators. Each estimator τS,N in this family is specified by a partitioning of the covariate
space into sets S = {S1, S2, . . . } and an additional null set N. Given (S, N), the corresponding
CIPW estimator τS,N is defined as the IPW estimator over the coarse domain–where all covariates
belonging to any one set S ∈ S are merged into a single covariate and all covariates in the null
set N are ignored (see Section 3 for a formal definition). This family captures the IPW estimators
as well as the aforementioned variants (see Table 2 below). (The only exception is doubly-robust
estimators, which are captured by using doubly-robust estimators instead of IPW on the coarse
domain.)

Table 2: CIPW estimators capture existing IPW estimators (see Appendix B for their definitions).

Estimator Choice of (S, N)

IPW (aka Horvitz-Thompson) S = {{x} : x ∈ Rd} and N = ∅
η-Trimmed IPW N = {x ∈ Rd : e(x) ̸∈ [η, 1− η]} and S = {{x} : x ̸∈ N}
Neyman Estimator S = Rd and N = ∅
Balancing Score Estimator S = {{x : b(x)=z} : z ∈ R} and N = ∅, where b is the balancing score
Blocking Estimator S is the partition formed by the blocks and N = ∅

Robust Root Mean Squared Error. Since all estimators E we consider, even the ones in Section 1.1,
are asymptotically normal, their confidence intervals scale with their root-mean-squared-error
(RMSE), defined as

√
EC∼D[|E(C ; e)− τ|2], where C is the dataset of size n and e is the propensity

scores. Our interest is in the worse-case RMSE under additive perturbations of propensity scores:
for any ε > 0, let B(e, ε) be the ℓ∞-ball of radius ε around e and define

RMSED,ε (E) := max
ê∈B(e,ε)

√
EC∼D [|E (C ; ê)− τ|2] . (ε-Robust RMSE) (1)

As mentioned in Section 1, for any ε > 0, the ε-Robust RMSE of IPW and doubly-robust estimators
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can be arbitrarily larger than their respective non-robust RMSE (Proposition 9.2). When ε = 0, we
simplify the above notation and use RMSED (E).

Computational Complexity. Since we care about a data-dependent way to design the CIPW
estimator, a natural question that arises is to find the best CIPW estimator given a censored dataset
C of size n from D and ε > 0. In particular, we have to find a partition (S, N) such that τS,N has
the minimum ε-Robust RMSE among all CIPW estimators.

In other words, we want to solve the optimization problem: arg minS,N RMSED,ε (τS,N). We
begin with the special case of this problem with ε = 0 and consider its decision version: given
number U, verify whether minS,N RMSED (τS,N) ≤ U. We call this problem Min-RMSE, whose
inputs are U and (all relevant parameters of) D.

Since our focus is on computational complexity, we further assume that for any fixed partition
(S, N), RMSED (τS,N) is efficiently computable. We show that even in this special case, the problem
is NP-hard. In fact, not only is it NP-hard, but also notoriously hard to approximate.

Theorem 1.3 (Hardness of Approximation). If P ̸= NP, then there is no exponential-factor approximation
algorithm for Min-RMSE, i.e., there is no algorithm that, given an instance of Min-RMSE with bit-
complexity b,2 checks if there is a partition (S, N) such that RMSED (τS,N) ≤ eO(b) ·U.

In the proof of Theorem 1.3 we construct an exponential-gap-inducing partition from Subset-Sum
to Min-RMSE. We overview key ideas and present the complete proof in Section 6.1.

A Criterion Guaranteeing Small Robust RMSE. Given the computational hardness of finding
the CIPW estimator with the minimum RMSE (even approximately), we focus on finding a good
CIPW estimator that is robust to inaccuracies in propensity scores and outliers. Toward this,
we will analyze an upper bound on RMSED(τS,N) focusing, for now, on the ε = 0 case. The
standard bias-variance decomposition implies that RMSED(τS,N) = BiasD(τS,N) + VarD(τS,N)

1/2.
After algebraic manipulation, we derive explicit expressions for both quantities (Theorem 5.1).
While these expressions are complicated, the key takeaway is that with bounded outcomes and
L-Lipschitzness, the bias and variance are upper bounded as follows

BiasD (τS,N) ≤ O(D(N)) +
1

1−D(N) ∑
S∈S

O(L) · diam (S) · D(S) ,

VarD(τS,N) ≤
1
n
· 1

1−D(N) ∑
S∈S

D(S)
e(S) (1− e(S))

, (2)

where e(S) is the average propensity score over S, i.e., e(S) = 1
vol(S))

∫
S e(x)dx and diam(S) :=

maxx,x′∈R ∥x− x′∥p with the same p as in Assumption 1 (Lipschitzness). While these formulas are
still not very simple, they are at least independent of the distribution of the outcomes. Moreover,
observe the following from Equation (2):

1. If the coarse propensity score of each set S ∈ S is Ω(1), i.e., e(S)(1− e(S)) = Ω(1), and the
mass of N is bounded away from 1, e.g., D(N) ≤ 1−Ω(1), then the variance is O (1/n).

2The bit complexity of A is the number of bits required to encode A using the standard binary encoding (which, e.g.,
maps integers to their binary representation, rational numbers as pair of integers, and vectors/matrices as a tuple of
their entries) [GLS12, Section 1.3].
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2. If the mass of N is small D(N) ≤ γ, then bias is at most O(L) ·maxS∈S diam (S) + γ. Hence,
ensuring that the diameter of all (non-null) sets is small and D(N) is small ensures that the
bias is small.

These arguments lead to the following simple criterion for a good partition for a CIPW estimator.

Definition 1 (Good-Local Partition). Given constants α, β, γ > 0, a partition (S, N) is said to be an
(α, β, γ)-good-local partition if (1) D (N) ≤ γ, (2) each S ∈ S has diameter diam (S) ≤ α, and (3)
each S ∈ S has coarse propensity score e(S)(1− e(S)) ≥ β.

The aforementioned upper bounds (Equation (2)) imply that any CIPW estimator constructed
from an (α, β, γ)-good-local partition with γ ≤ 1/2 has a RMSE of at most O

(
αL + γ + 1/

√
nβ
)
.

Crucially, the criteria in Definition 1 are independent of the distribution of the outcomes which
may not be known. Nevertheless, Lipschitzness is crucial to obtain such a criterion: for instance,
without Lipschitzness, for any α, β, γ > 0 and any (α, β, γ)-good-local partition different from
IPW, Lemma 1.6 constructs a distribution D where RMSED (τS,N(C)) ≥ 1/3. Apart from a small
non-robust RMSE, importantly, we show that a good-local partition also implies a small robust
RMSE.

Lemma 1.4 (Robust RMSE of Good-Local Partition). Suppose Assumption 1 holds with parameter
L > 0. An (α, β, γ)-good-local partition for any α, β > 0 and γ ∈ [0, 1/2] satisfies RMSED,ε (τS,N) ≤
O(αL + (ε/β) + γ + 1/

√
nβ) for any ε ∈ [0, β/2].

Hence, not only does a good-local partition have a small RMSE but, if the inaccuracy in the
propensity scores ε is much smaller compared to the coarse propensity scores, then it also has a
small ε-Robust RMSE. Contrast this with existing estimators: while ε-Robust RMSE of IPW and
doubly-robust estimators can be arbitrarily larger than their RMSE, the ε-Robust RMSE and RMSE
of a CIPW estimator based on a good-local partition are (ε/β)-close. Intuitively, this is because in
any (α, β, γ)-good-local partition (S, N), for all S ∈ S, the coarse propensity score e(S) is bounded
away from 0 and 1. This is useful as, when propensity scores are bounded away from 0 and 1,
then ε-additive errors in propensity scores also imply (1±O(ε))-multiplicative errors—which are
significantly easier to handle. Finally, we note that CIPW estimators arising from any good-local
partition are asymptotically normal (Section 7), allowing us to obtain corresponding confidence
intervals.

Learning a Good-Local Partition. We note that Lemma 1.4 requires the partition to be independent
of the dataset on which the estimator is evaluated. Hence, one must first learn a good-local partition
(S, N) using the dataset C and then evaluate the learned τS,N on a fresh dataset C ′. However,
finding a good-local partition seems challenging even from a statistical perspective. For instance,
to even test whether a given partition (S, N) is good, we, at least, require a uniform convergence
bound over all the possible sets that we might use, e.g., this is needed to even check whether
D(N) ≤ γ or not. Our next result shows that, even assuming that the sets in the partition belong to
a VC class, it is not possible to learn a good-local partition without further assumptions.

Lemma 1.5 (Informal; see Section 6.2). Suppose Assumption 1 holds with L = O(1) and there exists
an (α, β, γ)-good-local partition with all sets in a class with O(1) VC dimension. For any n ≥ 1, there
is an unconfounded distribution D such that given a censored dataset C ∼ D of size n, it is information-
theoretically impossible to find an (α, β, γ)-good-local partition with probability > 1/8.
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This lemma excludes the existence of any finite-sample algorithm that finds a good-local partition
without further assumptions. Briefly, the proof uses that S may contain a large number of subsets
and reduces PAC-learning of a union of |S| intervals (of width at most α) up to γ-error in the
agnostic setting to finding an (α, β, γ)-good-local partition. The result then follows by verifying
that the VC dimension of this class is at least |S| and using lower bounds on the sample complexity
of PAC learning in the agnostic setting [SB14].

This brings us to Assumptions 2 and 3 (Sparsity and Isolation). These assumptions guarantee
the existence of an (α, Ω(β), 0)-good-local partition (S⋆, N⋆) where |S⋆| = k = O(1) and all sets of
the partition belong to a family with VC-dimension O(d). This allows us to build the algorithm
promised in Informal Theorem 1.1, although the resulting estimator is a generalized version of
CIPW. We refer to Sections 3 and 4 for the technical details.

1.2.2 Need for Data Dependence

In this section we ask whether there exists some CIPW, different from IPW, that has better RMSE
uniformly over all unconfounded distributions D.

Lemma 1.6 (Impossible to Weakly Beat IPW). For any n ≥ 1 and τS,N distinct from IPW, there is an
unconfounded distribution D, such that RMSED(τS,N) ≥ 1/3 and RMSED(τIPW) = O(1/

√
n).

Therefore, not only is it impossible to weakly beat the RMSE of the IPW estimator, but any CIPW
estimator different from IPW has at least a constant RMSE for some distribution D irrespective of
the number of samples n. This negative result demonstrates that the true power of CIPW estimators
can only be realized by designing the estimator in a data-dependent way (see Appendix C for further
discussion).

1.3 Related Work

Sensitivity Analysis in Causal Inference includes a large body of work studying the performance
of estimators with inaccurate propensity scores [Ros02a]. The literature on sensitivity analysis
studies several error models, including pointwise multiplicative errors in propensity scores (which
are implied by bounding the odds ratio, i.e., maxx (e(x)/ê(x)) · ((1−ê(x)/(1−e(x)))) [Tan06; KMZ19;
KZ21], errors with bounded expected value of the odds-ratio [HP24], and fixed interval bounds
on propensity scores [AL12]. However, almost all of the works operate under the assumption that
there are no β-outliers for some β = Ω(1). In contrast, we allow the existence of outliers and design
new estimators that, under mild assumptions (Assumptions 1 to 3), have a smaller RMSE than
existing estimators (Informal Theorem 1.2).

Robust Statistics includes a growing number of works that, broadly speaking, solve estimation
tasks amidst data inaccuracies (ranging from adversarial corruption [Hub04] to interval censoring
[Coh91])–with a growing focus on computational efficiency [DK23]. The simplest task is perhaps
estimating the mean of a Gaussian distribution when a ρ-fraction of samples is adversarially
corrupted. Here, common estimators (e.g., the empirical mean) fail, but robust alternatives can
estimate the true mean within an additive factor O(ρ). Moreover, without additional assumptions, it
is information-theoretically impossible to achieve a better estimation of the mean. Such information-
theoretic lower bounds also arise in our work. For instance, given a distribution D with a mass ρ of
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outliers, any estimator must have an RMSE of at least Ω(ρ) (Appendix D). Under Assumptions 1
to 3, however, one can find more robust estimators (e.g., Informal Theorem 1.1).

Learning propensity scores from data is necessary as propensity scores are unknown in an observa-
tional study. A number of Machine Learning methods are used for estimating propensity scores:
from simple methods such as logistic regression (see Westreich, Lessler, and Funk [WLF10]), to
more sophisticated methods such as regression trees, random forests, and boosted variates of these
methods [MRM04], to neural networks [WLF10]. These methods, however, are susceptible to errors
in the estimated propensity scores. In this work, we show that they can be combined with CIPW
estimators to increase the robustness of the resulting estimators to these errors.

Non-propensity-score-based estimators of the average treatment effect predict the expected (potential)
outcomes conditional on the covariates, i.e., they predict µt(x) := E[Y(t) | X=x] for each covariate
x and t ∈ {0, 1} [Che+24]. While this quantity is identifiable under unconfoundedness, 3 the
estimations error scale with inverse propensity scores (concretely, with 1

e(x)(1−e(x)) ) and, hence,
can be large in the presence of outliers x whose propensity scores e(x) are close to 0 or 1 [WA18].
It would be interesting to see if a similar approach as CIPW estimators can reduce the errors of
estimators predicting the conditional expected outcomes µt(x) in the presence of outliers.

2 Preliminaries

Causal Inference Setup. An observational study involves several individuals or units (e.g.,
patients); each described by a vector of covariates X ∈ Rd (encoding, e.g., medical history). In the
study, each unit x is assigned a treatment T (e.g., medication) with some fixed but known probability
e(x) ∈ (0, 1) independent of all other units and we observe a treatment-dependent outcome Y(T)
(e.g., the extent of the patient’s symptoms). We focus bounded outcomes Y(T) ∈ [−1, 1] and binary
treatments T ∈ {0, 1}.4 The tuple (X, Y(0), Y(1), T) has an unknown joint distribution D. The
following parameters of D are of interest: for each x and t ∈ {0, 1}:

D(x) := PrD [X=x] , µt(x) := ED [Y(t) | X=x] , vt(x) := VarD [Y(t) | X=x] .

which denote the probability mass, conditional means, and conditional variances at x respectively.
Of specific interest will be outlier covariates: for any β > 0 and (possibly inaccurate) propensity
scores e : Rd → (0, 1), covariate x ∈ Rd is said to be a β-outlier with respect to e if e(x)(1− e(x)) < β.
We denote the set of β-outliers with respect to e by

. O(β; e) :=
{

x ∈ Rd : e(x)(1− e(x)) < β
}

. (β-outliers w.r.t. e)

Average Treatment Effect. An important goal in causal inference is to estimate the effect of
treatment on the average outcomes, which is known as the average treatment effect [IR15; HR23].

3To see why the quantity is identifiable, observe that, under unconfoundedness, E[Y(t) | X=x] = E[Y(t) | X=x, T=t]
and Y(t) is observed when T = t.

4Our results extend to categorical treatments paying the standard degradation with the number of categories and to
outcomes in [−B, B] (for any B > 0) with linear degradation in the RMSE with B.
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Concretely, the average treatment effect is defined as

. τ := ED [Y(1)−Y(0)] . (Average Treatment Effect)

If one had access to independent samples from D, then we could estimate the above expectation
using empirical averages. The main difficulty is that the samples are censored: instead of observing
sample s = (X, Y(0), Y(1), T), only the censored sample c = (X, Y(T), T) is observed. That is if
the unit was assigned treatment, then Y(0) is censored, and Y(0) is censored otherwise. Due to
this censoring, τ is unidentifiable without additional assumptions on D.5 Unconfoundedness is a
standard assumption that enables identifiability. It requires that conditional on the covariates the
outcomes are independent of the treatment, i.e.,

. Y(0), Y(1) ⊥ T | X . (Unconfoundedness) (3)

Unconfoundedness is known by many other names: ignorability, conditional exogeneity, condi-
tional independence, and selection on observables [IR15; HR23].

Estimators. An estimator E of τ is a function that takes a censored dataset C = {(xi, yi, ti) : 1 ≤ i ≤ n}
as input and outputs a scaler value E(C ). Apart from C , E may also get some additional or nuisance
parameters η, such as the propensity scores, in which case, we overload the notation to E(C ; η). (See
Appendix B for several examples.) Ideally, we want E(C ; η) to be equal to τ. Since this is almost
never possible, we settle for confidence intervals on τ. To obtain confidence interval E(C ; η) must
have a known distribution, e.g., a standard normal distribution. This is guaranteed by asymptotic
normality (which requires that E(C ; η) approaches a normal distribution as |C | → ∞). We show
that CIPW estimators constructed from good-local partitions are asymptotically normal in Section 7.

3 Coarse Inverse Propensity-Score Weighted Estimators

In this section, we formally define CIPW estimators, which are inspired by the success of tree-
methods in estimating treatment effects [MRM04; WA18].

Definition 2 (CIPW Estimators). Given a partition (S = {S1, S2, . . . } , N) of Rd, where both (Si)i

and N are subsets of Rd, the corresponding CIPW estimator with input a censored dataset C =

{(xi, yi, ti) : 1 ≤ i ≤ n} and (possibly inaccurate) propensity scores e : Rd → (0, 1) is

τS,N(C ; e) :=
1

|{i ∈ [n] : xi ̸∈ N}| · ∑S∈S ∑
i : xi∈S

(
tiyi

e(S)
− (1− ti)yi

1− e(S)

)
, (4)

where e(S) is the coarse propensity score over S, i.e., e(S) := PrD [T = 1 | x ∈ S] .

As mentioned in Section 1, the above definition is quite general and captures several existing
propensity score-based estimators (see Table 2). The motivation of CIPW estimators comes from
the use of decision trees and random forests for learning propensity scores [MRM04; WA18]:

5One simple example demonstrating this is as follows: let Y(0) be deterministically 0 and Y(1) = T · A + (1− T)B for
some random variables A and B independent of T. Here, τ = ED [Y(1)−Y(0)] = E[T]E[A] + E[1− T]E[B]. However,
since Y(1) is only observed if T = 1, one does not gain any information about E[B] and, hence, E[B] is non-identifiable
from the censored data implying that τ is also non-identifable.
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these methods also partition the covariate domain and learn a “common” propensity score for
all covariates in the domain. We present expressions for the bias, variance, and RMSE of CIPW
estimators in Section 5. We show that τS,N is asymptotically normal whenever minS∈S e(S)(1−
e(S)) is bounded away from 0 (as for good-local partitions) in Section 7.

Fractional CIPW Estimators. If we restrict to the CIPW estimators defined above, then RMSE
guarantee in Informal Theorem 1.1 deteriorates to ε + αL + 1/

√
nβ. To achieve the improved

guarantee of ε + ρ · αL + 1/
√

nβ, we need to consider fractional CIPW estimators: each fractional
CIPW estimator is defined by a fractional partition (S, N, w), where, for each T ∈ S ∪ {N} and
covariate x, there is a weight wT(x) ∈ [0, 1]. The weights satisfy the natural condition that they
sum to 1 for any covariate x, i.e., ∑T wT(x) = 1.

Before defining τS,N,w, we explain the connection between a fractional partition (S, N, w) and
a usual partition; they have many similarities. Concretely, (S, N, w) is a (usual) partition of an
extension XS,N,w of the original covariate-domain X = Rd: in the extended covariate-domain,
each covariate x ∈X (with mass D(x)), is split into multiple covariates {xT : T ∈ S ∪ {N}} which
have probability masses {D(x) · wT(x) : T ∈ S ∪ {N}} respectively. For any (S, N, w), τS,N,w is
defined as the CIPW estimator on the new domain XS,N,w × [−1, 1]× {0, 1}. One issue is that the
dataset C we receive lies in the original domain and we would like to have samples in the extended
domain, where the fractional CIPW operates. To address this issue we proceed as follows: for each
(xi, yi, ti) ∈ C , we replace it with ((xi)T, yi, ti) with probability ∝ wT(xi) for each T ∈ S ∪ {N}.
Note that such a re-sampling process is necessary, since if one naïvely added weights to Equation (4),
then the terms will no longer be independent.

To summarize, fractional CIPW estimators are defined on a fractional partition (S, N, w), they
are CIPW estimators on an extension of the domain, and given C , we can generate samples from
the extended domain and, hence, compute τS,N,w. Further, we can compute the RMSE of fractional
CIPW estimators by using the expression of RMSE of a CIPW estimator on the extended domain.
Finally, a fractional partition is said to be (α, β, γ)-good-local partition if the corresponding CIPW
estimator on the extended domain is (α, β, γ)-good-local partition.

Computing Coarse Propensity Scores. The expression of τS,N involves coarse propensity scores
{e(S) : S ∈ S} (Equation (4)). These coarse propensity scores can be estimated from data, akin to
the usual propensity scores. For instance, under standard assumptions on (i) propensity scores
(e.g., finite fat shattering dimension [ABCH97]; as implied by common smoothness assumptions
[HIR03]) and (ii) sets in S (e.g., finite VC dimension [BEHW89] and lower bounds on probability
mass), coarse propensity scores can be estimated from data: for instance, given ê : Rd → (0, 1)
and C of size n = Ω

(
ε−2), for any S ∈ S, the empirical average (∑i ê(xi)I[xi ∈ S]) / (∑i I[xi ∈ S])

is additively ε close to e(S) with high probability. For simplicity of exposition, we henceforth
assume access to an oracle that given a set S (from a class of finite VC dimension), outputs a value
v ∈ e(S)± ε.

4 Algorithmic Result and Overview of Our Algorithm

In this section, we present our main algorithmic result: an efficient algorithm that, given ε-accurate
propensity scores, outputs a prediction of τ that has a small ε-Robust RMSE.
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Theorem 4.1 (Main Algorithmic Result). Suppose Assumptions 1 to 3 hold with parameters α, β, k, L and
fix any 0 ≤ ε ≤ β/10 and any δ > 0. There is an algorithm (Algorithm 1) that, given an estimate of propen-
sity scores ê ∈ B(e, ε), constants α, β, ε, and a censored dataset C of size n = Ω̃

(
1

ρ2ε2 ·
(
k3d + log (1/δ)

))
,

outputs a value τA in O(n3) time such that, with probability at least 1− δ,

E
[
|τ − τA|2

]1/2
≤ O

(
ε + ραL +

1√
nβ

)
and

τA −E[τA]√
Var[τA]

n→∞−−−→ N (0, 1) .

In particular, the estimator’s RMSE only increases by a small additive amount due to inaccuracies in
propensity scores and outliers. As shown by Informal Theorem 1.2, this is significantly better than
existing estimators which, under the same assumptions, can have Ω(1) RMSE. Moreover, the RMSE
is close to the information-theoretic lower bound of Ω (ρ min {1, αL}). The algorithm does not use
L or k. If it is given L as input, then we can bring the RMSE closer to the lower bound by using
Theorem 4.1 if αL < 1 and otherwise using β-Trimmed IPW Estimator. Finally, the estimator in The-
orem 4.1 is asymptotically normal and, hence, enables one to generate confidence intervals on τ.

The pseudocode of the algorithm is in Algorithm 1 and the proof of Theorem 4.1 appears in
Section 8.

4.1 Technical Overview of Algorithm 1

Algorithm 1 splits C into two equal parts C1 and C2; C1 is used to learn a (fractional) good-local
partition (S, N, w) and C2 is used to evaluate τS,N,w. Our algorithm contains multiple components
that handle different challenges. For this reason, we divide the description of the algorithm into
three stages, where each stage handles a more general setting. Algorithm 1 presents the final
algorithm.

Stage 1 - Accurate Propensity Scores (ε = 0). In this case, the algorithm then constructs an
(2α, Ω(β), 0)-good-local partition of covariates in C1 in O(n3) time. To do this, the algorithm covers
all β-outliers in C1 by balls of diameter 2α; the outliers are identifiable as ε = 0. To do this efficiently,
the algorithm utilizes that the k-balls in the cover of β-outliers are far (due to Assumption 3).

Let this partition be (S, N). We want (S, N) to also generalize to C2. Toward this, one can
use standard uniform convergence bounds to show that all sets in S ∪ {N} satisfy the conditions
required by a good-local partition (this is where we use |S| = k = O(1)). The difficulty is that
there can be many covariates in C2 that are not in C1 and, hence, may not be covered by (S, N). In
fact, there may be a large mass of them since we consider a continuous domain and, hence, have
a 0 probability of sampling the same covariate twice. We show that Assumption 3 implies that
the set of β-outliers not covered by (S, N) (whether in C2 or not) have a mass of at most O (1/n)
(Lemma 8.5). This enables us to extend (S, N) to a (2α, Ω(β), O(1/n))-good-local partition of the
whole domain (S′, N′) (where we add all uncovered outliers to N′).

Stage 2 (0 ≤ ε ≤ β/10): Stage 1 used propensity scores to (i) identify β-outliers and (ii) evaluate
τS′,N′(C2; e). Implementing (ii) with inaccurate propensity scores is not an issue as the ε-Robust
MSE of good-local partitions is well-behaved (Lemma 1.4). To implement (i), we show the following
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Input: A censored dataset C , propensity scores ê ∈ B(e, ε), and constants α, β > 0
Output: An estimate τS,N of τ
Function FindGoodPartition(C , ê, α, β):

Split C into two datasets of equal size C1 and C2
Initialize S = ∅, N = ∅, and, w = null
for (x, y, t) ∈ C1 such that ê(x)(1− ê(x)) < β/3 do

if (the outlier) x has not already been covered then
Define an ℓ∞-ball around x : S =

{
z ∈ Rd : ∥x− z∥∞ ≤ α

}
Collect the non-outliers of S in C1: T = {{z} : z ∈ S∩C1 and ê(z)(1− ê(z)) ≥ β/3}
Update the weight w based on: UpdateWeight(S,T, C1, ê, w, β)
Update the partition by adding S and T : S = S ∪ {S} ∪T

Mark all covariates in the following set as covered {z : (z, y, t) ∈ C1 and z ∈ S}
end

end
for all (x, y, t) ∈ C2 where x has not been covered do

if ê(x)(1− ê(x)) ≥ β/3 then add (the non-outlier) {x} to S

else add (the outlier) x to N
end
return τS,N,w(C2; ê)

Function UpdateWeight(S,T, C , ê, w, β):
# The set S is an ℓ∞-ball around some outlier in C
# The set T contains all singleton sets each corresponding to a non-outlier inside S
Compute the fraction of outliers in C : η = 1

|C | ∑(x,y,t)∈C I [ê(x)(1− ê(x)) < β/3]

Compute the fraction of outliers in S ∩ C : ηS = 1
|S∩C | ∑(x,y,t)∈S∩C I [ê(x)(1− ê(x)) < β/3]

for all (x, y, t) ∈ C such that x ∈ S do
if ê(x)(1− ê(x)) < β/3 then

Set wS(x) = 1, and, wT(x) = 0 for each T ∈ T

else

Set wS(x) = min
{

ηS+k−1η

1−ηS+k−1η
, 1
}

, 6 and, wT(x) = 1−wS(x) for the only set T ∈ T containing x

end
end
# Each T ∈ T has zero weighted-mass of outliers
# The set S has a near-equal weighted mass of outliers and non-outliers.
return w

Algorithm 1: Algorithm From Theorem 4.1 (and Informal Theorem 1.1)

(Fact 8.1): for any ε ≤ β/10,

∀ ê ∈ B(e, ε) ,
β

9
-outliers ⊆

{
x ∈ Rd : ê(x)(1− ê(x)) ≤ β

3

}
⊆ β-outliers .

Hence, given any ε-inaccurate propensity score ê, one can approximately identify the outliers,
which we show is sufficient to ensure guarantees of Stage 1 up to constant factors (Lemma 8.6).

Stage 3 (Improving Guarantee on Bias from αL to ραL): Since D(N′) = O(1/n) and the diameter

6We shortly mention that the number of ℓ∞-balls k used in our cover is not given to the algorithm, but our
UpdateWeight routine uses it. However, there is an easy adaptation of this algorithm that finds k which can be run as a
pre-processing step: we run FindGoodPartition by omitting the calls to UpdateWeight and then k will correspond to the
number of iterations of the (first) outer for loop. Then we execute our algorithm with k as input.
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of all sets in S′ is 2α, an upper bound on the bias is as follows (see Equation (2))

BiasD(τS′,N′) ≤ O
(

1
n

)
+ O(αL) · ∑

S∈S′ : diam(S)>0
D(S) .

To get an upper bound of O(ραL + (1/n)), we need to ensure that the total mass of sets S for which
diam (S) > 0 is at most ρ. However, even under Assumptions 1 to 3, there may be no partition
satisfying this guarantee. To see this suppose there is a single β-outlier, xout, with mass D(xout) = ρ.
Let xin be a non-outlier close to xout with massD(xin)≫ ρ. Since xin is a point-mass, any S covering
xout either covers xin or does not cover xin. In the former case, then D(S) = D(xin) +D(xout)≫ ρ,
and, hence, we do not satisfyD(S) ≤ ρ. In the latter case, e(S)(1− e(S)) ≤ β and, hence it cannot be
a part of a good-local partition. We side-step the issue by considering weighted partitions. Intuitively,
in this case, one can construct two sets S, S′ and set wS(xout) = 1 and wS(xin) = ρ/D(xin). This
corresponds to the UpdateWeight routine in Algorithm 1.

Additional Remarks

Next, we present some additional remarks on Assumptions 1 to 3.
Our algorithm for estimating τ requires the knowledge of parameters in Assumptions 1 to 3.

Some of these parameters (those in Assumptions 2 and 3) can be estimated from data: given ε

accurate propensity scores ê, one can check if Assumptions 2 and 3 hold for all x with ê(x)(1−
ê(x)) < 2β + ε. This is sufficient as Fact 8.3 implies that any β-outlier must satisfy ê(x)(1− ê(x)) <
2β + ε. Estimating the Lipschitzness constant (i.e., testing Assumption 1) requires access to µt(x)
which may be unavailable in practice. However, if µt(x) is a parametric function of x (a common
assumption in practice [IR15; HR23]), then Assumption 1 holds under mild assumptions on the
underlying parameter; see discussion after Assumption 1.

Assumption 1 is required to ensure that CIPW estimators defined by good-local partitions
have a small robust RMSE. Assumption 2 is a necessary condition to ensure the existence of a
good-local partition. Given Assumption 2 holds, Assumption 3 ensures (i) the existence of a
fractional good-local partition with (possibly) overlapping partitions and (ii) an efficient algorithm
to find it. While Assumption 3 is not necessary to ensure the existence of a (fractional) good-local
partition, to be able to identify the good-local partition from finite samples, some assumption in
addition to Assumption 2 is necessary (see Lemma 1.5). That said, alternatives to Assumption 3
may also be able to ensure (i) and (ii). For instance, if the outliers lie in known affine subspaces and
non-outliers have a “sufficient” mass close to these subspaces, then any covering of these subspaces
by ℓp-balls of diameter α is a good-local partition, and the corresponding CIPW estimator satisfies
Theorem 4.1’s guarantee.

5 Expressions of Bias and Variance of CIPW Estimators

In this section, compute the expressions of the bias and variance of CIPW estimators. These, in
turn, imply expressions for the RMSE and MSE of CIPW estimators.

Theorem 5.1 (Bias and Variance of CIPW Estimators). Fix any n ≥ 1 and assume that Equation (3)
holds (unconfoundedness). For any partition (S, N) of Rd, censored dataset C of size n generated from
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D with feature marginal DX, propensity scores e = {e(x)}x∈Rd and conditional means/variances µ, v =

{µ0(x), µ1(x), v0(x), v1(x)}x∈Rd it holds that

EC [τS,N(C ; (e, µ))] = ∑
x
DX(x)

(
e(x)µ1(x)

e(Sx)
− (1− e(x)) µ0(x)

1− e(Sx)

)
,

where Sx is the unique S ∈ S containing x. Moreover, it holds that the bias term Bias(τS,N(C ; (e, µ))) is
equal to

|τ −EC [τS,N(C ; (e, µ))]| ,

and the variance term Var(τS,N(C ; (e, µ, v))) is equal to

1
n ∑

x
DX(x)

(
e(x)

(
v1(x) + µ1(x)2)

e(Sx)2 +
(1− e(x))

(
v0(x) + µ0(x)2)

(1− e(Sx))
2

)
−E [τS,N(C ; (e, µ))]2 .

Let us comment on the above expressions. The propensity scores e(x) and e(S) are observed
quantities. While µ0(x), µ1(x), v0(x), and v1(x) are not observed due to censoring, under uncon-
foundedness, given a sufficiently large dataset, they can be computed to arbitrary accuracy ( e.g.,
by using that µ1(x) = E [Y(1)] = E[Y(1) | T = 1]). Hence, under unconfoundedness, Theorem 5.1
gives us expressions for bias, variance, and MSE in terms of quantities that can be estimated from
a censored dataset. Furthermore, using the Central Limit Theorem, whenever e(S)(1− e(S)) is
bounded away from 0, one can also obtain confidence intervals for the bias and variance and, hence,
RMSE. (This analysis is analogous to that in Section 7 which establishes asymptotic normality of
τS,N when the coarse propensity scores e(S) for each S ∈ S are bounded away from 0.)

In the remainder of this section, we prove Theorem 5.1.

Proof of Theorem 5.1. Recall that, given n samples C := {(xi, yi, ti)}i and a partition P = (S, N)

τP =
1
n

n

∑
i=1

ϕ(xi, yi, ti) , where ϕ(x, y, t) =
ty

e(X;P) −
(1− t)y

1− e(X;P) .

Since Var(X) = E[X2]−E[X]2 for a random variable X, simple algebraic manipulation gives that

EC←(D,A)n

[
(τP − τ)2

]
=
(

τ −EC←(D,A)n [τP ]
)2

+ VarC←(D,A)n [τP ] .

Since (D, A) is individualistic

EC←(D,A)n [τP ] = E(X,Y,T)←(D,A) [ϕ(X, Y, T)] and VarC←(D,A)n [τP ] =
1
n

Var(X,Y,T)←(D,A) [ϕ(X, Y, T)] .

Moreover, due to unconfoundedness, for any z in the feature domain,

E(X,Y,T)←(D,A) [ϕ(X, Y, T) | X = z] = ψ(z) :=
e(z)µ1(z)

e(z;P) −
(1− e(z))µ0(z)

1− e(z;P) . (5)

Recall that, in the above, we take µ1(z) = E [YT | X = z] = E
[
Y1 | X = z

]
and µ0(z) = E[Y(1−
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T) | X = z] = E
[
Y0 | X = z

]
, where the equalities are due to unconfoundedness.

Henceforth, we omit the subscript (X, Y, T)← (D, A) when it is clear from context.
Given the above expressions, we can now compute Var [ϕ(X, Y, T)] as follows. First, via the law

of total variance, i.e., using that Var(B) = Var[E(B | A)] + E[Var(B | A)], we have that

Var [ϕ(X, Y, T)] = VarX [EY,T (ϕ(X, Y, T) | X)] + EX [VarY,T (ϕ(X, Y, T) | X)] .

We next consider the second term. Using that Var(A + B) = Var(A) + Var(B) + 2 Cov(A, B) with
A = TY/e(X;P) and B = (T− 1)Y/(1− e(X;P)), we get that EX [VarY,T (ϕ(X, Y, T) | X)] is equal to

EX

[
VarY,T

(
TY

e(X;P) | X
)
+ VarY,T

(
−(1− T)Y
1− e(X;P) | X

)
+ 2 CovY,T

(
TY

e(X;P) ,
−(1− T)Y
1− e(X;P) | X

)]
.

Now by definition, it holds that Cov(A, B) = E[AB]−E[A]E[B] and since T(1− T) = 0, we can
simplify the covariance expression as

CovY,T

(
TY

e(X;P) ,
−(1− T)Y
1− e(X;P) | X

)
= EY,T

(
TY

e(X;P) | X
)

EY,T

(
(1− T)Y

1− e(X;P) | X
)

.

Hence, in total, we have that Var [ϕ(X, Y, T)] = VarX [EY,T (ϕ(X, Y, T) | X)] + F, where

F = EX

[
VarY,T

(
TY

e(X;P) | X
)
+ VarY,T

(
(1− T)Y

1− e(X;P) | X
)
+2 EY,T

(
TY

e(X;P) | X
)

EY,T

(
(1− T)Y

1− e(X;P) | X
)]

.

We are now ready to compute the three terms of F. For this, we will make use of the fact that
T ∈ {0, 1} and unconfoundedness. Note that for W ∈ {0, 1}, Var[WB] = E[WB2]− (E[WB])2 and
this means that, since e(X) = Pr[T = 1|X] and, e.g., E[(Y1)2|X] = v1(X) + µ1(X)2, we get

EX

[
VarY,T

(
TY

e(X;P) | X
)]

= EX

[
e(X)(v1(X) + µ1(X)2)− e(X)2µ1(X)2

e(X;P)2

]
,

EX

[
VarY,T

(
(1− T)Y

1− e(X;P) | X
)]

= EX

[
(1− e(X))(v0(X) + µ0(X)2)− (1− e(X))2µ0(X)2

(1− e(X;P))2

]
, and,

EX

[
EY,T

(
TY

e(X;P) | X
)

EY,T

(
(1− T)Y

1− e(X;P) | X
)]

= EX

[
e(X)µ1(X)

e(X;P)
(1− e(X))µ0(X)

1− e(X;P)

]
.

We now aggregate the above terms and have that F reads as

F = EX

[
e(X)(v1(X) + µ1(X)2)

(e(X;P))2

]
+ EX

[
(1− e(X))(v0(X) + µ0(X)2)

(1− e(X;P))2

]
−EX

[(
e(X)µ1(X)

e(X;P) − (1− e(X))µ0(X)

1− e(X;P)

)2
]

. (6)

Recall that Var [ϕ(X, Y, T)] = VarX [EY,T (ϕ(X, Y, T) | X)] + F and ψ(z) = EY,T [ϕ(X, Y, T) | X = z]
for all z in the feature domain and, hence, Var [ϕ(X, Y, T)] = VarX [ψ(X)] + F. Subsequently,
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observing that the first term of F in Equation (6) is −EX
[
ψ(X)2] it follows that

Var [ϕ(X, Y, T)] = VarX [ψ(X)] + EX

[
e(X)(v1(X) + µ1(X)2)

(e(X;P))2

]
+ EX

[
(1− e(X))(v0(X) + µ0(X)2)

(1− e(X;P))2

]
−EX

[
ψ(X)2

]
.

Now, since Var[A] = E[A2]− (E[A])2, we can simplify the above as

Var [ϕ(X, Y, T)] = EX

[
e(X)(v1(X) + µ1(X)2)

(e(X;P))2

]
+ EX

[
(1− e(X))(v0(X) + µ0(X)2)

(1− e(X;P))2

]
− (EX [ψ(X)])2 .

This completes the computation.

Remark 5.2 (Recovering the Standard IPW Estimator). As a sanity check, by picking f to be 1-1, we
can recover the variance of the IPW estimator. For simplicity, we will work under the assumption
that, for all z in the feature domain, v1(z) = v0(z). Under this assumption, [Wag20] claims that the
variance of the IPW estimator is

Var [τIPW] = VarX [τ(X)] + EX

[
v0(X)

e(X)(1− e(X))

]
+ EX

[
(µ1(X)− e(X) (µ1(X)− µ0(X)))2

e(X)(1− e(X))

]
.

To simplify the above expression, observe that µ1(z)− e(z) (µ1(z)− µ0(z)) = µ1(z)(1− e(z)) +
µ0(z)e(z), and, hence, for all z in the feature domain

(µ1(z)− e(z) (µ1(z)− µ0(z)))
2

e(z)(1− e(z))
=

µ1(z)2(1− e(z))
e(z)

+
µ0(z)2e(z)

1− e(z)
+ 2µ1(z)µ0(z)

=
µ1(z)2

e(z)
+

µ0(z)2

1− e(z)
− (µ1(z)− µ0(z))

2 .

Therefore, it follows that

Var [τIPW] = VarX [τ(X)]+EX

[
v0(X)

e(X)(1− e(X))

]
+EX

[
µ1(X)2

e(X)
+

µ0(X)2

1− e(X)

]
−EX

[
(µ1(X)− µ0(X))2

]
.

Under the above assumption, we should get the same value for Var [ϕ(X, Y, T)] when f is 1-1. Note
that in this case e(z;P) = e(z) and v0(z) = v1(z) for all z in the feature domain. Moreover, these
imply that ψ(z) = τ(z) for all z in the feature domain. Therefore

Var [ϕ(X, Y, T)] = EX

[
v0(X)

e(X)(1− e(X))

]
+ EX

[
µ1(X)2

e(X)
+

µ0(X)2

1− e(X)

]
− (EX [τ(X)])2 .

It follows that

Var [ϕ(X, Y, T)]−Var [τIPW] = − (EX [τ(X)])2 −VarX [τ(X)] + EX

[
(µ1(X)− µ0(X))2

]
.

This is zero as µ1(z)− µ0(z) = τ(z) and Var[W] = E[W2]− (E[W])2.
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6 Formal Statements and Proofs of Hardness Results

6.1 Computational Hardness of Finding Minimum-RMSE CIPW Estimator

In this section, we consider the computational complexity of solving arg minS,N RMSED (τS,N).
Concretely, we consider the following decision version of it which considers distributions D
supported over m covariates x1, x2, . . . , xm.

Min-RMSE(U, n, e,D, µ, v).

• Input: Threshold U ≥ Q+, Integers n, m ≥ 1, and for each i ∈ [m], rationals e(xi),D(xi) ∈
Q+ (s.t., ∑m

i=1D(xi) = 1), µ0(xi), µ1(xi) ∈ [−1, 1] ∩Q, and v0(xi), v1(xi) ∈ [0, 1] ∩Q.

• Output: Yes if minS,N RMSED (τS,N)
2 = minS,N MSED (τS,N) ≤ U and No otherwise.

Since it is more convenient to work with the MSE instead of the RMSE, above we phrase the
condition on the square of the RMSE. Under unconfoundedness all of the inputs to Min-RMSE are
identifiable and, hence, can be estimated to arbitrary precision given sufficiently many samples.
Since we are interested in the computational complexity, we assume all inputs are known exactly
for now. Our main hardness result is as follows.

Theorem 1.3 (Hardness of Approximation). If P ̸= NP, then there is no exponential-factor approximation
algorithm for Min-RMSE, i.e., there is no algorithm that, given an instance of Min-RMSE with bit-
complexity b,7 checks if there is a partition (S, N) such that RMSED (τS,N) ≤ eO(b) ·U.

The proof of Theorem 1.3 appears in Section 6.1.2. We continue with a technical overview below.

6.1.1 Technical Overview

The hardness result follows from a reduction of Subset-Sum to the special case of Min-RMSE
where µ0(x) = v0(x) = 0 and v1(x) + µ1(x)2 = C > 0 for all x and some large constant C.

Consider an instance a1, a2, . . . , am and V of Subset-Sum. The first idea in the hardness result is
to select n and U such that such that any solution (S, N) of Min-RMSE must ensure that τS,N is
unbiased and N = ∅. To see why this is relevant, consider the following equality, which follows
from the expression of CIPW estimators bias (see Theorem 5.1)

EC [τS,N(C ; e)] = ∑
x

DX(x)
1−D(N)

(
e(x)µ1(x)

e(Sx)
− (1− e(x)) µ0(x)

1− e(Sx)

)
,

where Sx is the unique S ∈ S containing x. This implies that τS,N is unbiased if and only if

τ · (1−D(N)) = ∑
x ̸∈N
DX(x)τS,N(x; (e, µ)) ,

7The bit complexity of A is the number of bits required to encode A using the standard binary encoding (which, e.g.,
maps integers to their binary representation, rational numbers as pair of integers, and vectors/matrices as a tuple of
their entries) [GLS12, Section 1.3].
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where τS,N(x; (e, µ)) = e(x)µ1(x)
e(Sx)

− (1−e(x))µ0(x)
1−e(Sx)

. If we can ensure N = ∅, then this simplifies to

τ = ∑
x
DX(x) · τS,N(x; (e, µ)) .

Hence, selecting τ ∝ V and DX(xi)τS,N(xi; (e, µ)) ∝ ai for all 1 ≤ i ≤ m, implies that τS,N is
unbiased if and only if ∑x∈[m]\N ai = V.

The difficulty is that τ is dependent on the values of DX(x) and τS,N(x; (e, µ)) and, hence,
cannot take an arbitrary value. To avoid this, one idea is to introduce a dummy element xm+1 which
must be included in N (the null set) in any solution of Min-RMSE: this is useful as (1) we can
set τ to be an arbitrary value by selecting an appropriate DX(xm+1)τS,N(xm+1; (ε, µ)) and (2) since
xm+1 ∈ N, it is irrelevant for the sum ∑x ̸∈N DX(x)τS,N(x; (ε, µ)) which shows up in the bias. To be
more precise, since N ̸= ∅, we need to account for the factor (1−D(N)). We can side-step this by
ensuring 1−D(N) ≈ 1−DX(xm+1) ≈ 1.

One idea to ensure that in any feasible solution satisfies xm+1 ∈ N is to set a very propensity
score for xm+1, say, e(xm+1) = ε≪ 1. This ensures that if xm+1 ̸∈ N and if xm+1 is also not merged
with any other point, then the variance is at least Ω (1/ε). However, it allows for xm+1 ̸∈ N, if xm+1

is merged with other points. We ensure that merging xm+1 with other points is not desirable by
adding another dummy element xm+2. We construct xm+2 so that:

1. µ1(xm+2)− µ2(xm+1) is large (hence, merging xm+1 and xm+2 leads to large bias); and

2. DX(xm+2) ≫ DX(xm+1) ≫ DX(x) for any other x (this ensures that if xm+1 is not merged
with xm+2, then the variance remains Ω(poly(1/ε))).

Finally, to prove the hardness of approximation, we extend the above reduction. Given any instance
ISS of Subset-Sum with bit-complexity b and a number η > 0, we construct an instance IMSE of
Min-RMSE such that:

1. IMSE’s bit complexity at most b + O(log (1/η)) (i.e., polynomial in the input ⟨ISS, η⟩); and

2. The MSE of the optimal and non-optimal solutions are separated by a multiplicative factor of
1/η: concretely, let (S⋆, N⋆) be any minimizer of MSE and let (S′, N′) by any non-optimal
solution, then we show that MSE (τS⋆,N⋆) ≤ O(η) ·MSE (τS′,N′).

6.1.2 Proof of Theorem 1.3

In this section, we prove Theorem 1.3.

Reduction

To prove Theorem 1.3, we construct a gap-inducing reduction from Subset-Sum to the special case
of Min-RMSE where

µ0(x) = v0(x) = 0 for all x .
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In this special case of Min-RMSE, the expression of the MSE (see Theorem 5.1) simplifies to:

MSE (τS,N) =

(
∑

S∈S

∑x∈S e(x)D(x)µ1(x)
e(S) (1−D(N))

−∑
x
D(x)µ1(x)

)2

+
1
n ∑

S∈S

∑x∈S e(x)D(x)
(
v1(x) + µ1(x)2)

e(S)2 (1−D(N))
− 1

n

(
∑

S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

.

Where e(S) is the average propensity score on S and D(S) is the total probability mass on S:

e(S) := ∑x∈S e(x)D(x)
D(S) and D(S) := ∑

x∈S
D(x) .

Thus, minS,N MSED(τS,N) is equivalent to the following program

min
1≤k≤m

min
N⊆[m],

S={S1,...,Sk} partitions
[m]\N into k non-empty sets


(

∑
S∈S

∑x∈S e(x)D(x)µ1(x)
e(S) (1−D(N))

−∑
x
D(x)µ1(x)

)2

+
1
n ∑

S∈S

∑x∈S e(x)D(x)
(
v1(x) + µ1(x)2)

e(S)2 (1−D(N))
− 1

n

(
∑

S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

 .

Reduction. Recall that Subset-Sum is defined as follows and is known to be NP-hard [GJ90].

Subset-Sum.

• Input: Positive integers a1, a2, . . . , ak and T

• Output: Yes if there exists S ⊆ [k] such that ∑i∈S ai = T and No otherwise.

Given an instance ISS(a, T) of Subset-Sum, define constants

A := ∑
i

ai , ε≪ 1
(Am)4 , α = ε3 , β = ε5 , and ∆ =

1
1 + ε + kε3 .

We construct an instance IMSE(m, n, e, µ, v,D, U) of Min-RMSE with

m = k + 2 , n = ε−7 , and U = 8A2ε7 .

The first k out of k + 2 points are defined as follows: for each 1 ≤ i ≤ k

D(xi) = ∆α , e(xi) = 1 , µ1(xi) = ai , and v1(xi) = 4A2 − µ1(xi)
2 . (7)

The last two points are defined as follows:

D(xm−1) = ∆ , e(xm−1) = 1 , µ1(xm−1) = 2Aα , and v1(xm−1) = 4A2 − µ1(xm−1)
2 ; (8)

D(xm) = ∆ε , e(xm) = β , µ1(xm) =

(
T + 2A

∆
− 3A

)
α

ε
, and v1(xm) = 4A2 − µ1(xm)

2 . (9)

Recall that for all points x, we set µ0(x) = v0(x) = 0. This completes the construction of IMSE.
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Clearly, IMSE can be constructed in time polynomial in the bit complexity of ISS. For IMSE to be a
valid instance of Min-RMSE, we need to ensure that µ1, v1 ∈ [−1, 1], which can be done by dividing
µ1 by A and v1 and U by A2. (Intuitively, this does not change the proof because MSE (τS,N)/U is
invariant to scaling of the outcomes and

√
U.)

Soundness

Next, we prove that the reduction is sound.

Lemma 6.1 (Soundness). Consider any instance ISS(a, T) of Subset-Sum and the corresponding instance
IMSE(m, n, e, µ, v,D, U) of Min-RMSE. For any partition (S, N), the following holds

1. If there is 1 ≤ i ≤ k such that Si = {xm}, then MSE (τS,N) >
U
ε ;

2. If there is 1 ≤ i ≤ k such that xm ∈ Si, |Si| ≥ 2, and MSE (τS,N) ≤ U√
ε
, then ISS is a Yes instance;

3. If there is 1 ≤ i ≤ k such that xm ∈ N and MSE (τS,N) ≤ U√
ε
, then ISS is a Yes instance.

To see how this implies soundness, observe that due to the first part of the above lemma, if IMSE

is a Yes instance with certificate (S, N), then a special element xm satisfies: xm ∈ N or xm ∈ Si

with |Si| ≥ 2. The second and third parts imply that if xm satisfies either of these conditions, then
soundness holds. Therefore

IMSE is a Yes instance =⇒ ISS is a Yes instance .

Proof of Lemma 6.1. The proof is divided into three cases, corresponding to the three parts of the
statement.

Part 1 (Si = {xm}): Recall that MSE (τS,N) ≥ Var (τS,N). Our goal is to lower bound Var (τS,N) . We
begin with the following equality:

Var (τS,N) =
1
n

∑x∈Si
e(x)D(x)

(
v1(x) + µ1(x)2)

e(Si)2 (1−D(N))
− 1

n

(
∑

S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

. (10)

Since e(x) = 1 for all x ̸∈ Si and Si = {xm}, the first term satisfies the following:(
∑

S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

=
1

(1−D(N))2

(
∆εµ1(xm) + ∑

S ̸=Si

∑
x∈S

µ1(x)D(x)

)2

.

Further as D(N) ≤ 1−D(xm) ≤ 1− ∆ε and α = ε3

(
∑

S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

≤ 81A2ε4 .

Next, we lower-bound the first term in Equation (10) as follows

1
n

∑x∈Si
e(x)D(x)

(
v1(x) + µ1(x)2)

e(Si)2 (1−D(N))

(Si={xm})
=

1
n
D(xm)

(
v1(xm) + µ1(xm)2)

e(xm) (1−D(N))
≥ 4A2∆ε

nβ
.
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Since β = ε5 and n = ε−7, it follows that

MSE (τS,N) ≥ Var (τS,N) ≥ Ω
(

A2ε3) .

This is a contradiction to MSE (τS,N) ≤ U/
√

ε = 8A2ε6.5.

Part 2 (xm ∈ Si and |Si| ≥ 2): Without loss of generality let i = 1. Since xm ̸∈ S2 ∪ S3 ∪
· · · ∪ Sk, all items in S2 ∪ S3 ∪ · · · ∪ Sk have the same propensity score and hence, the partition
(T := {S1, S2 ∪ S3 ∪ · · · ∪ Sk} , N) has the same MSE as (S, N):

MSE (S, N) = MSE (τT,N) .

Consider two cases.

• Case A (xm−1 ∈ S1): Observe thatD(S1) ∈ ∆ (1 + ε)± k∆α and ∑i∈S1
e(x)D(x) ∈ ∆ (1 + εβ)±

k∆α, and, hence,
e(S1) ∈ 1±O(ε) .

Where we also use that kα = O(ε) and β ≤ 1. Moreover, we have that

D(N) ≤ k∆α = O(ε) .

Substituting the above in the expression of Bias (τT,N) implies that

Bias (τT,N) =

(
∑x∈S1

e(x)D(x)µ1(x)
(1±O(ε)) (1−O(ε))

+
∑x∈S2∪···∪Sk

e(x)D(x)µ1(x)
e(S2 ∪ · · · ∪ Sk) (1−O(ε))

−∑
x
D(x)µ1(x)

)2

.

Further, as e(x) = 1 for all x ∈ S2 ∪ · · · ∪ Sk, we get that

Bias (τT,N) =

(
∑x∈S1

e(x)D(x)µ1(x)
(1±O(ε)) (1−O(ε))

+
∑x∈S2∪···∪Sk

e(x)D(x)µ1(x)
(1−O(ε))

−∑
x
D(x)µ1(x)

)2

.

Define
R = (S1 ∪ S2 ∪ . . . Sk) ∩ [k] .

Observe that

Bias (τT,N) =

(
2A∆α + (−3A + (T+2A)/∆)∆εβ + ∑x∈R e(x)D(x)µ1(x)

1±O(ε)
−∑

x
D(x)µ1(x)

)2

=

(
2A∆α + (−3A + (T+2A)/∆)∆εβ + ∑x∈R e(x)D(x)µ1(x)

1±O(ε)
− (T + 2A)α

)2

.

Since ∆ ≤ 1 and ∆ ∈ 1±O(ε), the above expression simplifies to:

Bias (τT,N) =

(
∑x∈R e(x)D(x)µ1(x)

1±O(ε)
− Tα±O(Aε(α + β))

)2

.
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Substituting the values of e(x), D(x), and µ1(x), we get

Bias (τT,N) =

(
∆α ∑x∈R ai

1±O(ε)
− Tα±O(Aε(α + β))

)2

.

Using β ≤ α and simplifying we get that

Bias (τT,N) = α2

(
∑
x∈R

ai − T ±O (Aε)

)2

. (11)

Recall that Bias (T, N) ≤ MSE (T, N) ≤ O(α2√ε). This combined with Equation (11) implies
that ∑x∈R ai = T as if not, then |∑x∈R ai − T|2 ≥ 1 and, hence, Bias (T, N) ≥ α2. Therefore, R
is a certificate that ISS is a Yes instance.

• Case B (xm−1 ̸∈ S1): Observe that ∑x∈S1
e(x)D(x) ≤ ∆α (β + k) and ∑x∈S1

D(x) ≥ ∆ (ε− kα),
and, hence

e(S1) ≤
kα + αβ

ε− kα
≤ kα

ε

(
1 + O

(
kα

ε

)
+ O

(
β

k

))
≤ 3kα

ε
. (12)

Where the last inequality holds because kα ≤ 2ε and β ≤ k. Recall that

n ·MSE (τS,N) ≥ Var (τS,N) =
∑x∈Si

e(x)D(x)
(
v1(x) + µ1(x)2)

e(Si)2 (1−D(N))
−
(

∑
S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

.

Since 1−D(N) ≤ 1 and each term in the sum is non-negative, the first term satisfies:

1
n

∑x∈S1
e(x)D(x)

(
v1(x) + µ1(x)2)

e(S1)2 (1−D(N))
≥ 1

n
∑x∈S1\{xm} e(x)D(x)

(
v1(x) + µ1(x)2)

e(S1)2 .

Further, Equation (12) and ∑x∈S1\{xm} e(x)D(x)
(
v1(x) + µ1(x)2) ≤ 4A2∆αk imply that

1
n

∑x∈S1
e(x)D(x)

(
v1(x) + µ1(x)2)

e(S1)2 (1−D(N))
≥ 1

n
4εA2∆k

9k2α

(∆≥ 1
2 , n=ε−7)

≥ A2ε9

2k2α
. (13)

Further, as e(x) = 1 for all x ̸∈ S1, second term satisfies

1
n

(
∑

S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

=
1
n

(
∑x∈S1

e(x)µ1(x)D(x)
e(S1)(1−D(N))

+ ∑
S ̸=S1

∑x∈S µ1(x)D(x)
1−D(N)

)2

.

To simplify this, observe that: First, ∑S1
e(x)D(x) = ∆εβ + (|S1| − 1)∆α and ∑S1

D(x) =

∆ε + (|S1| − 1)∆α and, hence, e(S1) = εβ+α(|S1|−1)
ε+α(|S1|−1) . Second, D(N) ≤ 1−D(xm) = 1− ∆ε.

Combining these two implies that

1
n

(
∑

S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

≤ 1
n∆2ε2

(
∑x∈S1

e(x)µ1(x)D(x) · ε+α(|S1|−1)
εβ+α(|S1|−1)

+∑S ̸=S1 ∑x∈S µ1(x)D(x)

)2

23



Substituting the values for different quantities implies that

1
n

(
∑

S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

≤ 9A2α2

nε2

(
(2β + |S1| − 1) (ε + α (|S1| − 1))

εβ + α (|S1| − 1)
+ 1
)2

≤ 9A2α2

nε2

(
(ε + αk) (2β + |S1| − 1)

εβ + α (|S1| − 1)
+ 1
)2

.

(as |S1| ≤ k + 1)

Since z+x
y+x is an increasing function of x for y > z on x > −y and |S1| ≤ k + 1

1
n

(
∑

S∈S

∑x∈S e(x)µ1(x)D(x)
e(S)(1−D(N))

)2

≤ 9A2α2

nε2

(
(ε + αk) (2β + k)

εβ + αk
+ 1
)2

≤ 225A2ε9 . (since α ≤ ε and n = ε−7) (14)

Combining Equations (13) and (14), and using that α = ε3 and ε≪ 1/(Ak)2, implies that

MSE (τS,N) ≥
A2ε9

2k2α
− 225A2ε9 ≥ A2ε6

3k2 .

Which is a contradiction since on the one hand MSE (τS,N) ≤ U/
√

ε = 8A2α2√ε and on the
other hand MSE (τS,N) ≥ A2ε6/(3k2). (To see the contradiction, observe that as α = ε3 and
ε≪ k−4, 8A2α2√ε < A2ε6/(3k2).)

Part 3 (xm ∈ N) We consider two cases.

• Case A (xm−1 ̸∈ N): Since xm ∈ N, all elements in S1 ∪ · · · ∪ Sk have the same propensity
score and, hence,

Bias (τS,N) =

(
∑x ̸∈N µ1(x)D(x)

1−D(N)
−∑

x
µ1(x)D(x)

)2

=

(
∑x ̸∈N µ1(x)D(x)

1−D(N)
− (T + 2A)α

)2

.

Moreover, 1−D(N) ∈ 1± (ε + kα). Therefore

Bias (τS,N) =

(
∑x ̸∈N µ1(x)D(x)

1± (ε + kα)
− (T + 2A)α

)2

.

Define
R := (S1 ∪ S2 ∪ · · · ∪ Sk) ∩ [k] .

It follows that

Bias (τS,N) =

(
2A∆α + ∑i∈R µ1(xi)D(xi)

1± (ε + kα)
− (T + 2A)α

)2

= α2

(
∑
i∈R

ai − T ±O(A (ε + kα))

)2

.

Since Bias (τS,N) = O(α2√ε) and if ∑i∈R ai ̸= T then |∑i∈R ai − T| ≥ 1, it must be that
∑i∈R ai = T. Therefore, R is a certificate that ISS is a Yes instance.
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• Case B (xm−1 ∈ N): Define
R := S1 ∪ S2 ∪ · · · ∪ Sk .

Since xm ∈ N all elements in R = S1 ∪ S2 ∪ · · · ∪ Sk have the same propensity score

MSE (τS,N) =

(
∑x∈RD(x)µ1(x)

1−D(N)
−∑

x
D(x)µ1(x)

)2

.

Moreover 1−D(N) = D(R) = |R|∆α and ∑x∈RD(x)µ1(x) = ∆α ∑i∈R ai. Therefore

MSE (τS,N) =

(
∑i∈R ai

|R| −∑
x
D(x)µ1(x)

)2

=

(
∑i∈R ai

|R| −O(Aα)

)2

.

Since |R| ≤ m, R is non-empty and a ≥ 1, it follows that

MSE (τS,N) = Ω
(

1
m2

)
.

This is a contradiction since MSE (τS,N) ≤ U/
√

ε = O(α2√ε) = ε6.5 and Ω
(
m−2)≫ ε.

Completeness

Finally, we prove completeness.

Lemma 6.2 (Completeness). Consider any instance ISS(a, T) of Subset-Sum and the corresponding
instance IMSE(m, n, e, µ, v,D, U). If there is a subset R ⊆ [k] such that ∑i∈R ai = T, then MSE (τS,N) ≤
U where S = {R ∪ {xm−1}} and N = {xm} ∪ [k]\R.

Proof of Lemma 6.2. Given a certificate R that ISS is a Yes instance, define

S = {S = R ∪ {xm−1}} and N = {xm} ∪ [k]\R .

Since xm ∈ N, all elements in S have the same propensity score and, hence,

Bias (τS,N) =

(
∑x∈S µ1(x)D(x)

1−D(N)
−∑

x
µ1(x)D(x)

)2

.

Moreover 1−D(N) = D(R) +D (xm−1) ∈ ∆± k∆α. Therefore

Bias (τS,N) =

(
∆α ∑i∈R ai + 2A∆α

∆± k∆α
− (T + 2A)α

)2

= O(A2k2α4) . (as ∑i∈R ai = T)

Further, since all x ∈ S have e(x) = 1

Var (τS,N) =
1
n

∑x∈S e(x)D(x)
(
v1(x) + µ1(x)2)

e(S)2 (1−D(N))
=

1
n

∑x∈SD(x)
(
v1(x) + µ1(x)2)

(1−D(N))
.
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Further

Var (τS,N) ≤
1
n

4A2 ∑x∈SD(x)
1−D(N)

=
4A2

n
= 4A2ε7 .

Thus, it follows

MSE (τS,N) = Bias (τS,N)
2 + Var (τS,N) ≤ O(A2k2α4) + 4A2ε7 ≤ 8A2ε7 .

6.2 Statistical Hardness of Learning Good-Local Partitions

In this section, we prove Lemma 1.5. The formal version of Lemma 1.5 is as follows.

Lemma 6.3 (Impossibility of Learning a Good-Local Partition). Fix α, β > 0 and γ < 1/16. Suppose
Assumption 1 holds and there exists an (α, β, γ)-good-local partition (S, N). Further assume that S ⊆ H

and N ∈ H, where H is a hypothesis class. There is an H with VC(H) = O(1) and, for any n ≥ 1, an
unconfounded distribution D, such that, no algorithm, given a censored dataset C ∼ D of size n, outputs an
(α, β, γ)-good-local partition with probability > 1/8.8

As mentioned in Section 1.2, the proof Lemma 6.3 utilizes the fact that S can contain a large number
of subsets. Using this, it reduces the problem of PAC-learning a union of |S| intervals (of width at
most α) up to γ-error in the agnostic setting to finding an (α, β, γ)-good-local partition. The result
follows that this class has a VC-dimension of at least |S| and, hence, if |S| → ∞, then it cannot be
learned with any finite number of samples.

6.2.1 Technical Overview

In this section, we overview the proof of Lemma 6.3. The complete proof appears in Section 6.2.2.
Define k := |S|; this is a parameter in our proof and we select k > n. It will suffice to consider

one-dimensional covariates, i.e., d = 1. Let H be the set of all intervals of width at most α.
Let G to be the union of k sets from H, i.e., G := {H1 ∪ H2 ∪ · · · ∪ Hk : H1, H2, . . . , Hk ∈ H} It is
straightforward to see that G can shatter of set of k points X = {x1, x2, . . . , xk} ⊆ R such that any
pair of points in X is at least 4α apart. Hence, in particular, using well-known lower bounds, it
follows that G cannot be PAC-learned with k samples.9

PAC-Learning Instance. Fix any X of size k shattered by G such that points in X are pairwise 4α

apart. Consider any distribution P on X× {0, 1}. Let neg(X) =
{

x ∈ X : Pr(x,y)∼P [y = 1] < 1/2
}

8We remind the reader of the definition of the VC dimension.

Definition 3 (VC Dimension). Consider any collection of subsetsH of Rd. Given a finite set S, define the collection of
subsetsHS := {H ∩ S | H ∈ H}. We say thatH shatters a set S if |HS| = 2|S|. The VC dimension ofH, VC(H) ∈N, is
the largest integer such that there exists a set S of size VC(H) that is shattered byH.

9Recall that a set of p points X =
{

x1, x2, . . . , xp
}
⊆ R are shattered by a hypothesis class G ⊆ {0, 1}R if for every

vector b ∈ {0, 1}p, there is a set G ∈ G such that xi ∈ G if and only if bi = 1.
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and pos(X) = X\neg(X). Observe that any G ∈ G with error ε + OPT on P must label all but
ε-fraction of points in neg(X) negatively and all but ε-fraction of points in pos(X) positively.

Reduction. Given X and P , we construct an unconfounded distribution D = Dα,β,γ,ε such that any
(α, β, γ)-good-local partition w.r.t. to D can be used to find a hypothesis with ε + OPT error on P
as follows: given (S, N), let S>1 ⊆ S be the subset of S where each set S ∈ S>1 has more than one
point, and let GS be the hypothesis that labels all points from X in S>1 negatively and all remaining
points positively.

Construction. At a high level, start with covariates X and add |neg(X)| additional covariates
Z: for each xi ∈ neg(X), we add a covariate zi very close to it. We select propensity scores so
that each x ∈ X has e(x) = 1/2 and each z ∈ Z is a η-outlier for η ≪ β. The remainder of
the reduction is independent of the distribution of the outliers and, hence, we can choose it to
satisfy unconfoundedness and Assumption 1. Further, observe that the above construction already
satisfies Assumptions 2 and 3 with constants α, β.

Overview of Soundness and Completeness. For simplicity suppose γ = 0. Now we show that any
(α, β, 0)-good-local partition (S, N) must cluster each zi ∈ Z with the only point within α-distance
of it, namely, xi ∈ neg(X). If not, then e(S) ≤ η for the partition S containing zi. (zi cannot be
clustered with another point as all other points at further than α-away and diam (S) ≤ α.) Hence,
we can identify all samples in neg(X) given (S, N). When γ > 0, then we can identify all but O(γ)

fraction of points in neg(X), which we show is sufficient to achieve (γε)-accurate.

6.2.2 Proof of Lemma 6.3

Proof of Lemma 6.3. Define k := |S|; this is a parameter in our proof and we select

k > n .

It will suffice to consider one-dimensional covariates, i.e., d = 1. We will select H to be the set of all
intervals of width at most α, i.e., H = {[a, b] : |a− b| ≤ α}. Note that any S ∈ H has diam (S) ≤ α

as required by the definition of an (α, β, γ)-good-local partition.

Proof outline (Connection to Agnostic PAC Learning). Recall that a set of p points X ={
x1, x2, . . . , xp

}
⊆ R are shattered by a hypothesis class G ⊆ {0, 1}R if for every vector b ∈ {0, 1}p,

there is a set G ∈ G such that xi ∈ G if and only if bi = 1. It is well known that if a hypothesis class
can shatter sets of size p then it cannot be learned using o(p) samples. We will use the following
version of this fact in our proof.

Fact 6.4 (Section 28.2.2 of Shalev-Shwartz and Ben-David [SB14]). For any ε > 0, hypothesis class
G ⊆ {0, 1}R, and p points X =

{
x1, x2, . . . , xp

}
⊆ R that are shattered by G, there is a distribution

P over X × {0, 1}, such that, no algorithm, given 8ε−2 p samples from P outputs a hypothesis G ∈ G

such that the error of G, ErrP (G) is at most ε + OPT. Where ErrP (G) := Pr(x,y)∼P [y ̸= 1x∈G] and
OPT := minG∈G ErrP (G) is the minimum error of a hypothesis in G.

We will choose G to be the union of k sets from H, i.e.,

G := {H1 ∪ H2 ∪ · · · ∪ Hk : H1, H2, . . . , Hk ∈ H} .
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Observe that for any (α, β, γ)-good-local partition (S, N), S ∈ G. Given any S ⊆ G, divide it into
two parts: S into two parts S1 such that each S ∈ S1 contains exactly one point from X and S>1

where each S ∈ S>1 contain at least 2 points from X. Let GS be the hypothesis that labels all points
from X in S>1 negatively and all remaining points positively. In the remainder of the proof, we
construct distribution D where the following implication holds:

if (S, N) is an (α, β, γ)-good-local partition , then Err(GS) ≤ ε + OPT . (15)

Hence, any algorithm for learning an (α, β, γ)-good-local partition implies an algorithm for finding
a hypothesis, namely GS ∈ G, with near-optimal error. The result then follows because the sample
complexity of finding a hypothesis with near-optimal error is at least k is at least k > n by Fact 6.4.

One way to see why the sample complexity of finding a hypothesis with near-optimal error is
at least k, is to construct a set of 2k points shattered by G. While such sets exist, more interestingly
for us, there is a set of k points X = {x1, x2, . . . , xk} ⊆ R that is shattered by G and has the property
that pair of points in X is at least 4α apart, i.e.,

min
x,x′∈X; x ̸=x′

∣∣x− x′
∣∣ > 4α .

It suffices to select X = {5α, 10α, . . . , 5kα}. Fix this X for the remainder of the proof.
In the remainder of the proof, we construct a distribution D (based on the distribution P

promised to exist in Fact 6.4) and prove Equation (15).

Construction of unconfounded distribution D. Fix the set X = {0, 5α, 10α, . . . , 5kα}, and hy-
pothesis classes H and G described in the overview. Let P be the distribution promised Fact 6.4
supported on X× {0, 1}. Divide the samples in X into two parts:

neg(X) :=
{

x ∈ X : Pr(x,y)∼P [y = 1 | x = xi] < 1/2
}

,

pos(X) :=
{

x ∈ X : Pr(x,y)∼P [y = 1 | x = xi] ≥ 1/2
}

.

A useful rule of thumb, which we formalize later is that any hypothesis with near-optimal error
must label most of the points in neg(X) negatively. For each of notation, let m = |neg(X)| and

neg(X) =
{

xi(1), xi(2), . . . , xi(m)

}
.

We will introduce a set of m new points Z =
{

zi(1), zi(2), . . . , zi(m)

}
that satisfy:

for each 1 ≤ ℓ ≤ m , 0 <
∣∣∣zi(ℓ) − xi(ℓ)

∣∣∣ < α .

(For instance, it suffices to let zi(ℓ) = 5i(ℓ) · α− (α/2) for each 1 ≤ ℓ ≤ m). Define DX to be the
uniform mixture of PX (i.e., the projection of P on X) and the uniform distribution on Z, i.e.,

DX =
1
2
(PX + Unif(Z)) .

The distribution of outcomes at each x is irrelevant for this proof. This is because the definition of a
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good-local partition (Definition 1) does not depend on outcomes. Crucially, due to this, one can
choose outcomes that satisfy Assumption 1.

To complete the construction of D, we select the distribution of treatments such that each point
has the following propensity score: for each z ∈ Z and x ∈ X

e(z) =
1
2

and e(x) =

{
β
2 if x ∈ neg(X)
1
2 otherwise

.

In the above construction, all negative samples x ∈ neg(X) are outliers (i.e., have e(x)(1− e(x)) <
β) and vice versa.

We claim that the following is a sufficient condition to ensure that the hypothesis G : X → {0, 1}
has error at most ErrP (G) ≤ 16εγ + OPT:

1. For all but γk values of x ∈ pos(X), G(x) = 1;

2. For all but γk values of x ∈ neg(X), G(x) = 0.

To see this, observe that the hypothesis G⋆ with error OPT labels all points in neg(X) negatively
and all points in pos(X) positively. Any hypothesis G satisfying the above claim differs from G⋆

on at most 2γk points. Since P is guaranteed to satisfy Pr[y = 1 | x = xi] ∈
{ 1−8ε

2 , 1+8ε
2

}
and each

point has mass 1
m+k , the error of G and G⋆ differ by at most 8ε× 2γk× 1

m+k ≤ 16εγ.
Now, we are ready to show that any (α, β, γ)-good-local partition is sufficient to identify a

hypothesis with error at most 8εγ+OPT. Consider any (α, β, γ)-good-local partition (S, N). Divide
S into two parts S1 such that each S ∈ S1 contains exactly one point from X and S>1 where each
S ∈ S>1 contain at least 2 points from X. Since (S, N) is an (α, β, γ)-good-local partition,D(N) ≤ γ

and, hence, N contains at most γ (k + m) ≤ 2γk points from X ∪ Z and, hence, at most 2γk points
from X.

We make two observations.

1. (All x ∈ neg(X)\N are covered by S>1) Any point x ∈ neg(X) that is not in N, must be
covered by a set in S>1: if not, then the set S ∈ S covering x must be a singleton and, hence,
e(S) = e(x) = β/2, which contradicts the fact that e(S)(1− e(S)) ≥ β as required by the
definition of a good-local partition.

2. (All x ∈ pos(X)\N are covered by S1) Any point x ∈ pos(X) that is not in N, must be covered
by a set in S1 as for all S ∈ S, diam (S) ≤ α but there is no other point that is α-close to x.

Now consider the hypothesis G that negatively labels all points covered by S>1 and positively
labels all remaining points. The above observations imply that

|neg(X) ∩ {x ∈ X : G(x) = 1}| ≤ |N| ≤ γk and |pos(X) ∩ {x ∈ X : G(x) = 0}| ≤ |N| ≤ γk .

Therefore, from our claim above, it follows that Err(G) ≤ 2γk + OPT. Thus, given an (α, β, γ)-
good-local partition, one can construct a hypothesis whose error is (2γk)-close to the optimal.

Finally, observe that n draws from P can be used to generate Θ(n) draws from D (as D is just a
uniform mixture of P and another distribution). Since no algorithm, given n samples from P , can
output a hypothesis with no error with significant probability, no algorithm given 2n samples from
D, can output a good local partition either.
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7 Properties of CIPW Estimators Based on Good-Local Partitions

7.1 Asymptotic Normality of CIPW Estimators Based on Good-Local Partitions

In this section, we show that CIPW estimators arising from good-local partitions are asymptotically
normal.

Theorem 7.1 (Asymptotic Normality). Fix any α > 0, β, γ ∈ (0, 1), and 0 ≤ ε < β/2. For any
unconfounded distribution D, an (α, β, γ)-good-local partition (S, N) for D, and any (possibly inaccurate)
propensity scores ê ∈ B(e, ε)

(τS,N(C ; ê)−ED [τS,N(C ; ê)]) ·
√

n
VarD [τS,N(C ; ê)]

|C |→∞−−−−→ N (0, 1) .

where C is generated from D.

Thus, CIPW estimators arising from good-local partitions imply confidence intervals on τ.

Proof of Theorem 7.1. Recall the definition of τS,N(C ; ê) :

τS,N(C ; ê) =
1

|{i ∈ [n] : xi ̸∈ N}| · ∑S∈S ∑
i : xi∈S

(
tiyi

ê(S)
− (1− ti)yi

1− ê(S)

)
.

Rewrite this as

τS,N(C ; ê) =
1

|{i ∈ [n] : xi ̸∈ N}| · ∑S∈S ∑
i : xi∈S

(
tiyi(1− ê(S))− (1− ti)yi ê(S)

ê(S)(1− ê(S))

)
. (16)

As explained in Section 3, since ê ∈ B(e, ε), under mild assumptions on the propensity score and
sets, one can derive ensure that |ê(T)− e(T)| ≤ 1.5ε for each T ∈ S ∪ {N} for sufficiently large |C |.
Further, since (S, N) is an (α, β, γ)-good-local partition, minS∈S e(S)(1− e(S)) ≥ β and, hence

min
S∈S

ê(S)(1− ê(S)) ≥ β

4
.

Where we also used that 0 ≤ ε < β/2. Consequently, the numerator of each term in Equation (16)
is lower bounded by β/4 and, since the numerator is upper bounded by 2, it follows that τS,N(C ; ê)
is a sum of m := |{i ∈ [n] : xi ̸∈ N}| terms each of which lies in [−8/β, 8/β]. Furthermore, since
D(N) ≤ γ < 1, it follows that as |C | → ∞, m→ ∞. Now the result follows by using Liapounov’s
Central Limit Theorem for Bounded Random variables [CGS10].

7.2 Robust RMSE of CIPW Estimators Based on Good-Local Partitions

In this section, we upper bound the robust RMSE of any CIPW estimator based on a good-local
partition. Concretely, we prove the following result.

Lemma 1.4 (Robust RMSE of Good-Local Partition). Suppose Assumption 1 holds with parameter
L > 0. An (α, β, γ)-good-local partition for any α, β > 0 and γ ∈ [0, 1/2] satisfies RMSED,ε (τS,N) ≤
O(αL + (ε/β) + γ + 1/

√
nβ) for any ε ∈ [0, β/2].
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Fix any pair of true and inaccurate propensity scores e, ê : Rd → (0, 1) where ê ∈ B(e, ε). Recall

RMSE (τS,N(ê)) =
√

EC

[
(τS,N(C ; ê)− τ)2

]
.

We will prove the following upper bound on RMSE (τS,N(ê)): if D(N) ≤ 1
2 , it holds that

RMSE (τS,N(ê))
2 ≤

(
4L ∑

S∈S
D(S)diam(S) + 8D(N)

)2

+
1
n ∑

S∈S

D(S)
ê(S)(1− ê(S))

· 1
1−D(N)

. (17)

Lemma 1.4 follows from the definition of an (α, β, γ)-good-local partition.
For the remainder of the proof, it would be more convenient to work with the MSE and then

use RMSE (τS,N(ê)) =
√

MSE (τS,N(ê)). Substituting inaccurate propensity scores ê and repeating
the proof of Theorem 5.1 implies that

MSE (τS,N)(ê) =
(EX [ζ(X) | X ̸∈ N]− τ)2 + 1

N EX

[
e(X)(v1(X)+µ1(X)2)

(ê(X;S,N))2 + (1−e(X))(v0(X)+µ0(X)2)
(1−ê(X;S,N))2

]
− 1

N (EX [ζ(X) | X ̸∈ N])2 .

Where ζ(x) := e(x)µ1(x)
ê(X;S,N)

− (1−e(x))µ0(x)
1−ê(X;S,N)

. To simplify this, we use the fact that since (S, N) is an
(α, β, γ)-good-local partition, for all S ∈ S, e(S), ê(S) ≥ β− ε and, hence, for all S ∈ S

1
ê(S)

∈ 1
1± ε/β

· 1
e(S)

.

Substituting this in the above expression of the MSE implies that MSE (τS,N(ê)) · (1± ε/β) is upper
bounded by the following

(EX [ψ(X) | X ̸∈ N]− τ)2︸ ︷︷ ︸
1

+
1
N

EX

[
e(X)(v1(X) + µ1(X)2)

(ê(X;S, N))2 +
(1− e(X))(v0(X) + µ0(X)2)

(1− e(X;S, N))2

]
︸ ︷︷ ︸

2

− 1
N

(EX [ψ(X) | X ̸∈ N])2︸ ︷︷ ︸
3

.

Where ψ(x) := e(x)µ1(x)
e(X;S,N)

− (1−e(x))µ0(x)
1−e(X;S,N)

.

We upper bound 3 by 0. We prove upper bounds on 1 and 2 below. Before proceeding to
the result, let S = {S1, S2, . . . } and for each Sj ∈ S define its bias b(j) as follows

b(j) := max
r∈{0,1}

max
x1,x2∈Sj

|µr(x1)− µr(x2)| . (18)

Upper bound on (1). Our proof is divided into the following two steps:

1. First, we will show that if clusters S1, S2, . . . , Sm have small bias, then

EX [ψ(X) | X ̸∈ N] ≈ EX

[
Y1 −Y0 | X ̸∈ N

]
.
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2. Second, we show that, if D(N) is small, then

EX

[
Y1 −Y0 | X ̸∈ N

]
≈ EX

[
Y1 −Y0

]
.

Let D(x) := Pr[X = x | X ̸∈ N]. Toward the first step, observe that

EX [ψ(X) | X ̸∈ N]

=
∫

x : X ̸∈N

(
D(x)µ1(x)e(x)

e(X;S, N)
− D(x)µ0(x)(1− e(x))

1− e(X;S, N)

)
dx

= ∑
S∈S

∫
x∈S

(
D(x)µ1(x)e(x)

e(X;S, N)
− D(x)µ0(x)(1− e(x))

1− e(X;S, N)

)
dx

= ∑
S∈S

(∫
x∈SD(x)µ1(x)e(x)dx

e(S;S, N)
−
∫

x∈SD(x)µ0(x)(1− e(x))dx
1− e(S;S, N)

)
(using that e(X;S, N) is constant over any S)

∈ ∑
S∈S

((
E[Y1 | X ∈ S]± b(i)

) ∫
x∈SD(x)e(x)dx

e(S;S, N)
−
(
E[Y0 | X ∈ S]± b(i)

) ∫
x∈SD(x)(1− e(x))dx

1− e(S;S, N)

)
(using Equation (18))

= ∑
S∈S

((
E[Y1 | X ∈ S]± b(i)

) ∫
x∈S
D(x)dx−

(
E[Y0 | X ∈ S]± b(i)

) ∫
x∈S
D(x)dx

)
(using that e(S;S, N) =

∫
x∈S e(x)D(x)dx∫

x∈S D(x)dx =
∫

x∈S e(x)D(x)dx∫
x∈S D(x)dx

)

= ∑
S∈S

(
E[Y1 −Y0 | X ∈ S]± 2b(i)

) ∫
x∈S
D(x)dx

= ∑
S∈S

(
E[Y1 −Y0 | X ∈ S]± 2b(i)

)
· D(S)

1−D(N)

∈
(

E[Y1 −Y0 | X ̸∈ N]± 2 ∑
S∈S

b(i)D(S)
)

1
1−D(N)

∈
(

E[Y1 −Y0 | X ̸∈ N] (1± 2D(N))± 4 ∑
S∈S

b(i)D(S)
)

. (using that D(N) ≤ 1
2 )

Therefore, using that −1 ≤ Y0, Y1 ≤ 1∣∣∣E [Y1 −Y0 | X ̸∈ N
]
−EX [ψ(X) | X ̸∈ N]

∣∣∣ ≤ 4D(N) + 4 ∑
S∈S

b(i)D(S) . (19)
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Next, toward the second step, observe that

E
[
Y1 −Y0

]
= E

[
Y1 −Y0 | X ̸∈ N

]
Pr[X ̸∈ N] + E

[
Y1 −Y0 | X ∈ N

]
D(N)

∈ E
[
Y1 −Y0 | X ̸∈ N

]
Pr[X ̸∈ N]± 2D(N) (using that −1 ≤ Y0, Y1 ≤ 1)

= E
[
Y1 −Y0 | X ̸∈ N

]
(1−D(N))± 2D(N) .

Using that E
[
Y1 −Y0 | X ̸∈ N

]
≤ 2, it follows that∣∣∣E [Y1 −Y0

]
−E

[
Y1 −Y0 | X ̸∈ N

]∣∣∣ ≤ 4D(N) . (20)

Therefore, Equations (19) and (20) imply that√
1 =

∣∣∣EX [ψ(X) | X ̸∈ N]−E
[
Y1 −Y0

]∣∣∣ ≤ 8D(N) + 4 ∑
S∈S

b(i)D(S) .

Upper bound on (2). Term 2 can be upper bounded as follows.

2 = EX

[
e(X)(v1(X) + µ1(X)2)

(e(X;S, N))2 +
(1− e(X))(v0(X) + µ0(X)2)

(1− e(X;S, N))2

]
≤ EX

[
e(X)

(e(X;S, N))2 +
1− e(X)

(1− e(X;S, N))2

]
(using that

∣∣Y0
∣∣ ,
∣∣Y1
∣∣ ≤ 1)

= ∑
S∈S

EX

[
e(X)

(e(X;S, N))2 +
1− e(X)

(1− e(X;S, N))2 | X ∈ S
]

Pr[X ∈ S | X ̸∈ N]

= ∑
S∈S

EX

[
1

e(X;S, N)
+

1
1− e(X;S, N)

| X ∈ S
]

Pr[X ∈ S | X ̸∈ N]

= ∑
S∈S

2
e(S)(1− e(S))

D(S)
1−D(N)

.

8 Proofs of Algorithmic Results

8.1 Proof of Main Algorithmic Result

In this section, we prove Theorem 4.1, our main algorithmic result:

Theorem 4.1 (Main Algorithmic Result). Suppose Assumptions 1 to 3 hold with parameters α, β, k, L and
fix any 0 ≤ ε ≤ β/10 and any δ > 0. There is an algorithm (Algorithm 1) that, given an estimate of propen-
sity scores ê ∈ B(e, ε), constants α, β, ε, and a censored dataset C of size n = Ω̃

(
1

ρ2ε2 ·
(
k3d + log (1/δ)

))
,

outputs a value τA in O(n3) time such that, with probability at least 1− δ,

E
[
|τ − τA|2

]1/2
≤ O

(
ε + ραL +

1√
nβ

)
and

τA −E[τA]√
Var[τA]

n→∞−−−→ N (0, 1) .

As mentioned in Section 4, the algorithm divides the given dataset C into two parts: C1 and C2.
Using the C1, it constructs a (fractional) (α, Ω(β), ε)-good-local partition (S, N, w). Then, it outputs
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τS,N,w(C2; ê), i.e., the value of the CIPW estimator τS,N,w on the second half of the dataset. See
Section 3 for a discussion on fractional CIPW estimators, how to compute them, and the definition
of a fractional good-local partition.

Before proceeding to this, in the next subsection, we present a few properties of propensity
scores that are used to prove correctness.

8.1.1 Properties of Propensity Scores

The first result shows that inaccurate propensity scores are sufficient to approximately identify
outliers with respect to the true propensity scores. Given β > 0 and ê : Rd → (0, 1), let O(β; ê) be
the set of all points β-outliers with respect to ê, i.e.,

O(β; ê) :=
{

x ∈ Rd : ê(x)(1− ê(x)) ≤ β
}

.

Fact 8.1 (Outlier Identification from Inaccurate Propensity Scores). Let ε < β/9. Fix any two
propensity scores e, ê : Rd → (0, 1) such that ê ∈ B(e, ε). It holds that

O(β/9; e) ⊆ O(β/3; ê) ⊆ O(β; e) .

The next fact shows that the coarse propensity scores of a good-local partition are bounded away
from 0 and 1.

Fact 8.2 (Coarse Propensity Score of Good Partition is Bounded). For any set S ⊆ Rd and c1, c2, β > 0,

if D(S\O(β/c1)) ≥ c2 · D (S) , then ,
c2

c1
β ≤ e(S) ≤ 1− c2

c1
β . (21)

Our final fact enables us to infer the propensity scores of outliers and identify outliers from
(inaccurate) propensity scores. It is used in the proofs of all the facts in this subsection.

Fact 8.3 (Facts about Propensity Scores). Fix any 0 ≤ ε < β ≤ 1
4 . Fix any two propensity scores

e, ê : Rd → (0, 1) such that ê ∈ B(e, ε). For all x ∈ Rd, the following hold.

1. If e(x)(1− e(x)) ≥ β, then e(x) ∈ [β, 1− β] and else e(x) ̸∈ [2β, 1− 2β].

2. If e(x)(1− e(x)) ≥ β, then ê(x)(1− ê(x)) ≥ 3
4 (β− ε) and else ê(x)(1− ê(x)) ≥ 2β + ε.

3. By symmetry, if ê(x)(1− ê(x)) ≥ β, then e(x)(1− e(x)) ≥ 3
4 (β− ε) and else e(x)(1− e(x)) ≤

2β + ε.

Next, we present the proofs of all facts in this subsection.

Proof of Fact 8.1. Consider any x ∈ O(β/9, e). Fact 8.3 (2) and ε < β/9 imply that

ê(x)(1− ê(x)) ≤ 2β

9
+

β

9
= β .

Hence, x ∈ O(β/3, ê). Next, consider any x ∈ O(3/β; ê). Fact 8.3 (3) and ε < β/3 imply that

e(x)(1− e(x)) ≤ 2β

3
+

β

3
= β .
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Hence, x ∈ O(β, e).

Proof of Fact 8.2. Observe that

e(S) =

∫
S e(x)D(x)dx
D(S) =

∫
S\O(β/c1)

e(x)D(x)dx +
∫

S∩O(β/c1)
e(x)D(x)dx

D (S)
.

Further, as e(x) ≥ 0 for all x ∈ Rd and e(x) ≥ β/c1 for all x ̸∈ O(β/c1), it follows that

e(S) ≥ β

c1
· D (S\O(β/c1))

D (S)
≥ c2

c1
β .

Proof of Fact 8.3. Fix any 0 ≤ ε < β ≤ 1
4 . We divide the proof into three parts corresponding.

Proof of Part 1. Since e(x) ∈ [0, 1], e(x), 1− e(x) ≥ e(x)(1− e(x)) and, hence, if e(x)(1− e(x)) ≥ β,
then e(x) ∈ [β, 1− β]. Next, suppose that e(x)(1− e(x)) < β.

• If e(x) ≤ 1
2 , then e(x) ≤ 2e(x)(1− e(x)) < 2β.

• Similarly, if e(x) ≥ 1
2 , then 1− e(x) ≤ 2e(x)(1− e(x)) < 2β.

Hence, if e(x)(1− e(x)) < β, then e(x) ̸∈ [2β, 1− 2β].

Proof of Part 2. Suppose e(x)(1− e(x)) ≥ β and, hence, Part 1 implies e(x) ∈ [β, 1− β]. Since
∥e− ê∥∞ ≤ ε, ê(x) ∈ [β− ε, 1− β + ε]. Further, since for any α ∈ (0, 1), minα≤z≤1−α z(1− z) =

α(1− α), it follows that

ê(x)(1− ê(x)) ≥ (β− ε) (1− β + ε)
(β≥ε)

≥ (β− ε)(1− β) .

Since β ≤ 1/4,

ê(x)(1− ê(x)) ≥ 3
4
(β− ε) .

Next, suppose e(x)(1− e(x)) < β. Part 1 implies that e(x) ̸∈ [2β, 1− 2β] and, therefore, ê(x) ̸∈
[2β + ε, 1− 2β− ε]. This implies that

ê(x)(1− ê(x)) < (2β + ε) (1− 2β− ε) ≤ 2β + ε .

Proof of Part 3. This follows by swapping e and ê in Part 2.

8.1.2 Proof of Theorem 4.1

We divide the proof the following five steps.

• Step 1: There exists an (α, β, 0)-good-local partition (S⋆, N⋆) satisfying useful properties
(Lemma 8.4).
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• Step 2: With high probability, the partition (S, N) constructed by Algorithm 1 is such that S
covers all outliers covered by S⋆ except those of mass γ, which are covered by N (Lemma 8.5).

• Step 3: With high probability, the sets in S are disjoint and, for each S ∈ S, diam (S) ≤ 2α and
e(S)(1− e(S)) ≥ Ω(β) (Lemma 8.6).

• Step 4: It holds that ∑S∈S : diam(S)>0Dw(S) ≤ 5ρ, whereDw(S) = ∑x∈S wS(x) ·D(x) (Lemma 8.7).

• Step 5: The estimator τS,N,w is asymptotically normal.

To see how these results imply Theorem 4.1, observe that the upper bounds in Equation (17) applied
to fractional partitions imply that:

BiasD(τS,N,w) ≤ 4L ∑
S∈S
Dw(S)diamw(S) + 8Dw(N) ,

VarD(τS,N,w) ≤
1
n ∑

S∈S

Dw(S)
ê(S)(1− ê(S))

· 1
1−Dw(N)

.

Where for each set T, Dw(T) is the weighted mass of T, i.e., Dw(T) = ∑x∈T wT(x) · D(x), and
diamw (T) is the diameter of the set of all covariates x with a positive mass wT(x) > 0. Substituting
Dw(N) ≤ ε, and, for each S ∈ S, diamw(S) ≤ 2α, ê(S)(1 − ê(S)) ≥ e(S)(1 − e(S)) −O(ε) ≥
β− ε ≥ β/2, implies that

BiasD(τS,N,w) ≤ 8ε + 8Lα ∑
S∈S : diamw(S)>0

Dw(S) and VarD(τS,N,w) ≤
2

nβ(1− ε)
.

Finally, by Step 4, ∑S∈S:diamw(S)>0Dw(S) ≤ 5ρ and, hence the result follows.

Step 1 (Existence of good-local partition (S⋆, N⋆)) In this step, we prove the following lemma.

Lemma 8.4. Suppose Assumptions 2 and 3 hold with constants α, β > 0 and k ≥ 1. There exists an
(α, β, 0)-good-local partition (S⋆, N⋆) that satisfies the following:

1. S⋆ consists of k L∞ balls B1, B2, . . . , Bk of diameter α and singleton sets, and N⋆ is empty.

2. The balls cover all β-outliers, i.e., O(β; e) ⊆ ⋃1≤i≤k Bi.

3. The centers of any pair of balls Bi and Bj are at least 3α apart.

Proof Let B1, B2, . . . , Bk be the k L∞ balls of diameter α that cover O(β) as promised in Assump-
tion 3. Let S⋆ = {B1, B2, . . . , Bk} ∪ {{x} : x ̸∈ ⋃1≤i≤k Bi} and N⋆ = ∅. The three properties are
straightforward to verify. Property 1 is satisfied by the construction of S⋆ and N⋆. Property 2 is
satisfied as B1, B2, . . . , Bk is guaranteed to cover O(β, e). Property 3 is satisfied by Assumption 3.

It remains to show that (S⋆, N⋆) is an (α, β, 0)-good-local partition. The only remaining part is
to show that for all S ∈ S⋆, e(S)(1− e(S)) ≥ β. We divide the proof into two cases. The first case is
when S = Bi for some i. Due to Assumption 2, we know that e(S\O(β, e)) ≥ Ω(e(S)) and, hence
Fact 8.2 implies that e(S) ∈ [Ω(β), 1−Ω(β)]. Further, Fact 8.3 (1) implies that e(S)(1− e(S)) ≥ Ω(β).

Step 2 (WHP S covers most outliers in S⋆) In this step, we prove the following lemma.
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Lemma 8.5. Suppose Assumptions 2 and 3 hold with constants α, β > 0, k ≥ 1, and n = Ω
(
ε−2 (dk + log(1/δ))

)
.

Let B ⊆ {B1, B2, . . . , Bk} be the set of balls that are not covered by any S ∈ S:

B := {Bi : ̸ ∃S ∈ S , s.t., S ⊇ Bi, 1 ≤ i ≤ k} .

With probability at least 1− δ,

D
(⋃

B∈B B ∩O(β/3, ê)
)
≤ ε and N =

⋃
B∈B B ∩O(β/3, e) .

Proof It will be sufficient to restrict our attention to only the sets in S that were added in the
first for-loop and contain at least 1 outlier in O(β/3; ê). Let the collection of these sets be S1. (In
particular, S1 includes the ℓ∞-balls S around outliers, but not the collection T of non-outliers in S.)
Observe that each set S ∈ S1, is defined by a covariate x and contains all points α-close to x.

We claim that, for all 1 ≤ i ≤ k, if there is any covariate x ∈ O(β, e) ∩ Bi that appears in C1, then
there is a set S ∈ S1 such that S ⊇ Bi. To see this, fix any Bi and consider any x ∈ O(β/3, ê) ∩ Bi.
Since x ∈ O(β/3, ê), it must be covered by the end of the first for-loop. We consider two cases.

• Case A (There is a set Sx ∈ S): If there is a set Sx ∈ S, then Sx is centered at x and contains all
points α close to x and, since diam (Bi) = α and x ∈ Bi, it follows that Sx contains all points
in Bi.

• Case B (There is no set Sx ∈ S): Since Sx ̸∈ S and x was covered at the end of the first
for-loop, there must be some other z ∈ O(β/3, ê) such that x ∈ Sz and, hence, ∥x− z∥ ≤ α.
Since z ∈ O(β/3, ê), z ∈ O(β, e) by Fact 8.1 and, hence z must belong to one of the balls
B1, B2, . . . , Bk. Moreover, since ∥x− z∥ ≤ α and the centers of any two balls is at least 3α apart,
it must hold that z belongs to the same ball as x, i.e., z ∈ Bi. Thus, we have found a point in
S ∩ Bi which was covered in the first for-loop, we already checked this case above.

The above observation implies that S1 does not contain any points from
⋃

B∈B B ∩O(β/3, ê) (even if
S ∈ S1 contained one point form B∩O(β/3, ê), it would contain the entire B and, hence B would not
have been in B). Further, since all points in

⋃
B∈B B ∩O(β/3, ê) are in O(β/3, ê), they are all included

in N in the second for loop and, hence, N =
⋃

B∈B B ∩O(β/3, ê).
It remains to show that the mass of

⋃
B∈B B ∩O(β/3, ê) is at most ε with high probability. Let

BAD be the set of all subsets of {B1, B2, . . . , Bk} such that
⋃

B∈BAD B has mass at least ε. It suffices to
show that the following event happens with probability at least 1− δ:

∀B∈BAD ,
(⋃

S∈S1
S
)
∩
(⋃

B∈B B
)
= ∅ .

Fix any B ∈ BAD. It holds that

Pr
[(⋃

S∈S1
S
)
∩
(⋃

B∈B B
)]
≤
(

1−D
(⋃

B∈B B
))n/2

≤ (1− η)n/2 .

Where we used the fact that |C1| = n/2. Taking the union bound over all B ∈ BAD, it follows that

Pr
[
∀B∈BAD ,

(⋃
S∈S1

S
)
∩
(⋃

B∈B B
)
= ∅

]
≤ 2k (1− ε)n/2 < δ .
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Where the final inequality follows because n = Ω
(
ε−2 (k + log(1/δ))

)
.

Step 3 (S is disjoint and, all S ∈ S, have small diameter and non-extreme propensity scores): In this step,
we prove the following lemma.

Lemma 8.6. Suppose Assumptions 2 and 3 hold with constants α, β > 0 and k ≥ 1. All sets in (S, N) are
disjoint. Further, for each S ∈ S, diam (S) ≤ 2α and e(S)(1− e(S)) ≥ Ω(β).

Proof First, by construction, it holds that, for each S ∈ S, diam (S) ≤ 2α. Next, to see that
e(S)(1− e(S)) ≥ Ω(β), we consider three cases:

• Case A (S was added in first for-loop): Let x be the covariate that generated S. Since S was
added in the first for loop, it must be the case that x ∈ O(β/3, ê) (i.e., ê(x)(1− ê(x)) < β/3)
and, hence, by Fact 8.1, x ∈ O(β, e). Therefore, Assumption 2 and the fact that diam (S) ≥ α,
implies that D (S\O(β)) ≥ Ω(1) · D (S). Now, we further divide into two cases.

1. Case A.I (D(S\O(β/3; ê) ≤ ρ/k): Uniform convergence over the collection of ℓp balls
with respect to distributions (1) D and (2) Dw implies that: for any x ̸∈ O(β/3; ê)

wS(x) =
D(S ∩O(β/3; ê))± ρε

k + ρ
k

D(S\O(β/3; ê))± ρε
k + ρ

k
≥ Ω(1) .

Therefore, as O(β) ⊇ O(β/3; ê) and D(S\O(β)) ≥ Ω(1)D(S),

Dw(S\O(β)) ≥ Ω(1) · D(S\O(β)) ≥ Ω(1)D(S) ≥ Ω(1)Dw(S) .

2. Case A.II (D(S\O(β/3; ê) ≤ ρ/k): In this case, for any x ̸∈ O(β/3; ê)

Dw(S\O(β/3; ê)) = wS(x) · D(S\O(β/3; ê))

=
D(S ∩O(β/3; ê))± ρε

k + ρ
k

D(S\O(β/3; ê))± ρε
k + ρ

k
· D(S\O(β/3; ê))

≥ Ω(1) · D(S ∩O(β/3; ê)) .

Since O(β/9) ⊆ O(β/3; ê), it follows that

Dw(S\O(β/9)) ≥ Ω(1) · D(S ∩O(β/9)) .

In both cases, Fact 8.2 implies that e(S) ∈ [Ω(β), 1−Ω(β)] and, hence, by Fact 8.3 (1),
e(S)(1− e(S)) ≥ Ω(β).

• Case B (S was added in second for-loop): Since S was added in the second for-loop, it is
of the form S = {x} where x ̸∈ O(β/3, ê) and, hence, by Fact 8.1, x ̸∈ O(β/9, e). The claim
follows as, since S is a singleton, e(S)(1− e(S)) = e(x)(1− e(x)) ≥ β/9.
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Finally, we show that all sets in (S, N) are disjoint. Since N is composed of points that were not
included in any set in S, it is disjoint by construction. Further, since sets added in the second
for-loop are singletons, they are disjoint from each other, and since they only contain points that
were not covered in the first for-loop, they are also disjoint with sets added in the first for-loop. It
remains to show that no two sets added in the first for-loop are disjoint.

Toward this, consider two sets Sx and Sz added in the first for-loop, and generated from
covariates x and z respectively. Without loss of generality, suppose Sx was added first and, hence
z ̸∈ Sx. Since Sx contains all points w, such that, ∥w− x∥∞ ≤ α, z is more than α away from x,
which implies that x and z do not belong to the same ball among B1, B2, . . . , Bk. Then, as the centers
of any pairs of balls Bi and Bj are more than 3α apart and the diameter of Bi and Bj is α, x and z
must in fact be 2α apart, which implies that Sx and Sz do not overlap as their radius is α.

Step 4 (Non-singleton sets in S have mass at most 2ρ + kε): We prove the following lemma.

Lemma 8.7. Suppose Assumptions 2 and 3 hold with constants α, β > 0 and k ≥ 1. It holds that
∑S∈S : diam(S)>0Dw(S) ≤ 5ρ, where ρ = D(O(β, e)).

Proof Since for any set T, Dw(T) = Dw(T ∩O(β)) +Dw(T\O(β)), and D(O(β)) ≤ ρ, it suffices
to upper bound the sum whereDw(S) replaced byDw(S\O(β)) by ρ +O(kε). Moreover as O(β) ⊇
O(β/3; ê), it suffices to upper bound the sum where Dw(S\O(β)) is replaced by Dw(S\O(β/3; ê)) By
using uniform convergence over the distribution of the collection of ℓp balls with respect to (1) the
distribution D supported on O(β/3; ê) and (2) distribution D, it follows that

Dw (S\O (β/3; ê)) = D (S\O (β/3; ê)) ·
D(S ∩O(β/3; ê))± ρε

k + ρ
k

D(S\O(β/3; ê))± ρε
k + ρ

k
.

Next, we consider two cases.

1. Case A (D(S\O(β/3; ê)) ≤ ρ/k): Since ε ≤ 1
2 , it holds that

D (S\O (β/3; ê)) ·
D(S ∩O(β/3; ê))± ρε

k + ρ
k

D(S\O(β/3; ê))± ρε
k + ρ

k
≤ 2D(S ∩O(β/3; ê)) +

3ρ

k
.

2. Case B (D(S\O(β/3; ê) ≥ ρ/k): Since ε ≤ 1
2 , it holds that

D (S\O (β/3; ê)) ·
D(S ∩O(β/3; ê))± ρε

k + ρ
k

D(S\O(β/3; ê))± ρε
k + ρ

k
≤ D(S ∩O(β/3; ê)) +

3ρ

2k
.

Now, since O(β/3; ê) ⊆ O(β) and |S| ≤ k, it follows that

∑
S∈S : diam (S)>0

Dw (S\O (β/3; ê)) ≤ ∑
S∈S : diam (S)>0

D (S ∩O(β)) +
3ρ

k
≤ 2ρ + 3ρ .
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Step 5 (Asymptotic normality): In this step, we show that τS,N,w is asymptotically normal: it follows

because τS,N,w is a CIPW estimator on the extended domain (Section 3) and, for any set T, e(T) is
the same in the original and extended domains, and, hence by Lemma 8.6, e(S)(1− e(S)) ≥ β/9 in
the extended domain. Theorem 7.1 (which is applicable as ε ≤ β/10) implies asymptotic normality.

8.2 Plug-In Rates for Doubly Robust Estimators

Recall that doubly robust estimators use two nuisance parameters, the propensity scores and
estimates of the expected outcomes µ0, µ1 : Rd → [−1, 1]. Since they depend on estimates of
µ0, µ1 : Rd → [−1, 1], they do not fit the family of CIPW estimators (Section 3). However, for a
partition (S, N), one can consider the following generalization of a doubly robust estimator: given
propensity scores e : Rd → (0, 1) and conditional means µ0, µ1 : Rd → [−1, 1], define

τDR,S,N(C ; µ0, µ1, e) :=
1

|{i ∈ [n] : xi ̸∈ N}| ∑
S∈S

i : xi∈S

(
(ti − e(S)) (y− µ1(xi))

e(S)
− (e(S)− ti) (y− µ0(xi))

1− e(S)

)
.

This is the doubly robust estimator defined on the domain S (where, for each S ∈ S, all elements of
S are assumed to have the same covariate).

We show that when (S, N) is a good-local partition then it has a small robust MSE.

Proposition 8.8 (Robust MSE of Coarse DR Estimator). Suppose Assumption 1 holds. For any ε ∈
[0, β/2] and an (α, β, γ)-good-local partition (S, N) for some α, β > 0 and γ ∈ [0, 1/2],

RMSED,ε (τDR,S,N(µ0, µ1)) ≤ O

(
αL +

ε

β
+ γ +

1√
βn

)
.

Thus, combining this result with the efficient algorithm for finding a good-local partition in
Theorem 4.1, we get an efficient method for constructing a coarse doubly robust estimator with a
small robust MSE. This estimator has a small robust MSE because of the same reason why CIPW
estimators defined by a good-local partition have a small robust MSE: the MSE of a (standard)
doubly robust estimator is ∝ E

[
1

e(x)(1−e(x))

]
while the MSE of the above coarse doubly robust

estimator is ∝ E
[

1
e(S)(1−e(S))

]
. The latter is small as e(S)(1− e(S)) ≥ β for all S ∈ S in a good-local

partition. Moreover, the bias introduced is also small because of Lipschitzness and the fact that
each S ∈ S has a small diameter. The same approach can also be used to construct coarse variants
of other estimators: given an estimator E that depends on the propensity scores, evaluate E on
the coarse domain S with the coarse propensity scores {e(S) : S ∈ S}. This should significantly
improve the robust MSE of E whenever Var (E) ∝ E

[
1

e(x)(1−e(x))

]
or ∝ maxx

1
e(x)(1−e(x)) .

Proof sketch of Proposition 8.8. Consider the distribution D′ from which we sample as follows: first
draw a sample (x, y, t) ∼ D and, subsequently, let (x, y− µt(x), t) be the sample from D′. That
is we center the outcome at each covariate x. Observe that τDR,S,N(C ; µ0, µ1, e) is exactly the IPW
estimator with respect to D′ defined by the partition (S, N). Since (S, N) is a good-local partition,
the result follows from the upper bound on the ε-Robust RMSE of CIPW estimators arising from
good local partitions.
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9 Proofs of Results Comparing CIPW to Baselines

9.1 Formal Statement and Proof of Informal Theorem 1.2

In this section, we prove Informal Theorem 1.2. Its formal statement is as follows.

Theorem 9.1. For any η, ε > 0 and n ≥ 1, there is an unconfounded distribution D satisfying Assump-
tions 1 to 3 with parameters (α, β, L, k) = (η, 1/9, 3, 3) such that given inaccurate propensity scores ê with
∥ê− e∥∞ ≤ ε and n = Ω(d/ε2) samples

▷ The RMSE of IPW and doubly robust estimators (which are given correct conditional outcomes µ0 and
µ1) is Ω (1/η);

▷ The RMSE of ε-Trimmed IPW estimator (which removes all ε-outliers) is Ω(1);

▷ The RMSE of the Estimator Informal Theorem 1.1 is O(ε + 1/
√

n).

Proof of Theorem 9.1. Fix a constant δ≪ n−1η2. We will construct an unconfounded distribution D
over one-dimensional covariates in the interval [0, 1]. Fix the following parameters

DX(x) =


(1−ε)/6 if x ∈ {0, 1− ε},
(1−ε)/3 if x ∈ {ε, 1},
ε otherwise

and e(x) =

{
δ if x = {ε, 1− ε} ,
1/2 otherwise

.

Where ε > 0 is the constant in the theorem. For each x ∈ [0, 1], let µ0(x) = v0(x) = 0. Finally, define

µ1(x) =


0 if x ≤ 1/3,

3 (x− 1/3) if 1/3 ≤ x ≤ 2/3,

1 otherwise

and v1(x) = 1 .

We can verify the assumptions as follows.

1. (Lipschitzness) µ0 and µ1 are 3-Lipschitz Functions

2. (Isolation) With β = 1/9, there are two outliers: O(β) = {ε, 1− ε}. These two outliers can be
covered by k = 2 ≤ 3 balls of radius ε: B1 = [0, ε] and B2 = [1− ε, 1].

3. (Sparsity) Finally, any ball B of radius r ≥ ε containing one of the outliers also contains either
x = 0 or x = 1 which are not in O(β) and, hence, guarantees that D(B\O(β)) ≥ 1

3D(B).

Upper Bound on Robust MSE of Estimators. Since all three assumptions required by Theorem 4.1
hold, substituting the values of d, k, L, α, and β in Theorem 4.1’s guarantee implies that for n =

Ω(1/ε2), the estimator τA in Informal Theorem 1.1 satisfies: RMSED,O(ε) (τA) ≤ O
(
ε +

(
1/
√

n
))

.

Lower Bound on MSE of Estimators. Using standard lower bounds on the variance of IPW and
DR estimators (e.g., see [Wag20]), implies that

VarD(τIPW), VarD(τDR) ≥
1
n

∫
x∈[0,1]

v1(x) + µ1(x)2

e(x)
dD(x) ≥ (1− ε)

3nδ
≥ 1

η2 .
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Since τtrim(ε) drops the points that are ε-outliers, its expected value is

E
[
τtrim(ε)

]
=

1−ε
6 · 0 +

1−ε
3 · 1 +

ε
2

1− 1
2 (1− ε)

=
2
3
±O(ε) .

Hence, since τ = 1
2 , BiasD (τtrim(ε)) ≥ 1

6 ±O(ε). The result now follows by using that, for any
estimator E, RMSED(E) = BiasD(E) +

√
VarD(E).

9.2 Formal Statement and Proof of Proposition 9.2

In this section, we show that small errors in propensity scores can increase the RMSE of IPW and
doubly robust estimators (even those that are given accurate conditional means µ0 and µ1) by an
arbitrary amount. Concretely, we prove the following result.

Proposition 9.2 (Standard Estimators Are Not Robust). For any η ∈ (0, 1/4] and n ≥ 1, there is
an unconfounded distribution D = Dη such that for any 0 ≤ ε < η, the ε-Robust RMSE’s of τIPW and
τDR(µ0, µ1) (which is given the accurate conditional means µ0 and µ1) are

RMSED,ε (τIPW) = Θ
(

ε

η − ε
+

1
√

nη

)
and RMSED,ε (τDR(µ0, µ1)) = Θ

( √
η

√
n(η − ε)

)
.

Therefore for ε = 0

RMSED (τIPW) , RMSED (τDR(µ0, µ1)) =
O(1)
√

ηn
, (upper bound on non-Robust RMSEs)

and letting ε→ η,

RMSED,ε (τIPW) , RMSED,ε (τDR(µ0, µ1))→ ∞ . (Lower bound on Robust RMSEs)

Thus, inaccuracies in propensity scores can arbitrarily increase the RMSE of IPW and, even, doubly
robust estimators that are given accurate conditional means µ0 and µ1.

As mentioned in Appendix B, we focus on the doubly-robust estimator in Appendix B. The
above result demonstrates that this estimator is fragile to errors in propensity scores. Since most
guarantees of other doubly robust estimators also crucially rely on the absence of O(1)-outliers, we
expect other doubly robust estimators to be fragile to errors as well.

Proof of Proposition 9.2. Consider a distribution supported on two points x1 and x2 which are very
close to each other. Construct D = D(η) such that both points have mass 1

2 . Let x1 have the
following parameters

e(x1) = η , µ1(x1) = 1 , µ0(x1) = 0 , v1(x1) = 1 , and v0(x1) = 0 .

Let x2 have the same parameters except that its propensity is 1
2 :

e(x2) =
1
2

, µ1(x2) = 1 , µ0(x2) = 0 , v1(x2) = 1 , and v0(x2) = 0 .
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Since µ0(x) = v0(x) = 0 for both x ∈ {x1, x2}, standard bounds (e.g., see Wager [Wag20]) imply

BiasD (τIPW(ê)) =
∣∣∣∣ e(x1)µ1(x1)

2ê(x1)
+

e(x2)µ1(x2)

2ê(x2)
− µ1(x1) + µ1(x2)

2

∣∣∣∣ ,

VarD (τIPW(ê)) =
1
n

(
e(x1)v1(x1)

2ê(x1)2 +
e(x2)v1(x2)

2ê(x2)2

)
.

For the doubly robust estimator, it holds that

BiasD (τDR(µ0, µ1, ê)) = 0 and VarD (τDR(µ0, µ1, ê)) =
1
n

(
e(x1)v1(x1)

2ê(x1)2 +
e(x2)v1(x2)

2ê(x2)2

)
.

Consider the inaccurate propensity score ê(x1) = η − ε. We can verify that ê ∈ B(e, ε). For this
choice, the above expressions give the following bound

BiasD (τIPW(ê)) =
1
2

∣∣∣∣ η

η − ε
− 1
∣∣∣∣ (ε<η)

=
ε

2(η − ε)
,

VarD (τIPW(ê)) =
η

2n(η − ε)2 +
1

4n((1/2)− ε)2 ,

BiasD (τDR(µ0, µ1, ê)) = 0 ,

VarD (τDR(µ0, µ1, ê)) =
η

2n(η − ε)2 +
1

4n((1/2)− ε)2 .

The result follows as, for any estimator, RMSE (E) = Bias (E) +
√

Var (E).

Remark 9.3 (CIPW Estimators have a small ε-Robust RMSE in the above example). Consider the
distribution D in the proof of Proposition 9.2. Define the partition S = {{x1, x2}} and N = ∅.
Substituting D’s parameters in the RMSE expression in Theorem 5.1, implies that for all 0 ≤ ε < η

BiasD (τS,N(ê)) =
η
2 + 1

4
η
2 + 1

4 ± ε
− 1

(ε<η< 1
4 )

≤ 8ε ,

VarD (τS,N(ê)) =
1
n

(
η
2 (1 + 1)

η
2 + 1

4 ± ε
+

1
4 (1 + 1)

η
2 + 1

4 ± ε
− 1

)
(ε<η< 1

4 )

≤ 8
n

.

Therefore, for all 0 ≤ ε < η

MSED,ε (τS,N) = 8ε +
4√
n

.
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A Table of Notations

For ease of reference, we present all the relevant notations below (in Table 3).

(a) Specific Constants

Symbol Range Meaning

n N Number of samples provided (i.e., size of the dataset)
d N Dimension of the covariates
ε [0, 1] Error in propensity scores
m N Size of the domain in Section 6.1, where it is assumed to be finite

(b) General Notation

Symbol Meaning

x or X Covariate; domain Rd

t or T Treatment indicator. Domain {0, 1}
y(t) or Y(t) Outcome when treatment is T = t; domain [−1, 1]
y or Y Observed outcome. Y = TY(1) + (1− T)Y(0); domain [−1, 1]

D Data distribution. Supported over a subset of Rd ×R× {0, 1}
DX Marginal of D over covariates
C Censored dataset of size n generated from D
Bp(x, r) ℓp-ball of radius r centered at x. Subscript is omitted when implied or irrelevant.
O(β; ê) The set of all β-outliers with respect to ê, i.e.,

{
x ∈ Rd : ê(x)(1− ê(x) < β

}
,

where the dependence on ê is hidden when ê = e

(c) Parameters of Data Distribution D

Symbol Meaning

µT(x) Expected value of Y conditioned on X = x and T = t
vT(x) Variance of Y conditioned on X = x and T = t
e(x) Propensity score at x: e(x) = Pr[T = 1 | X = x]
D(x) Probability mass at X=x. When the domain is continuous, it is the density at X=x
e(S) Average propensity over the subset S
D(S) Total mass assigned to subset S

(d) Quantities Related to an Estimator E

Symbol Meaning

Bias (E(C ; ν)), Var (E(C ; ν)),
RMSE (E(C ; ν)),
MSE (E(C ; ν))

Respectively the bias, variance, RMSE, and MSE of estimator E
when evaluated on censored dataset C with nuisance parame-
ters ν

BiasD (E(ν)), VarD (E(C ; ν)),
RMSED (E(ν)), MSED (E(ν))

Respectively the expected values of Bias (E(C ; ν)),
Var (E(C ; ν)), RMSE (E(C ; ν)), and MSE (E(C ; ν)) over
censored data C of size n generated from D

RMSED,ε (E(ν)), MSED,ε (E(ν))Defined as maxê∈B(e,ε) RMSED (E(ν, ê)) and maxê∈B(e,ε)
MSED (E(ν, ê)) respectively

Table 3: Table of notations.
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B Examples of Propensity-Score-Based Estimators

In this section, we present examples of propensity-score-based estimators. Recall that an estimator
E is a function that takes a censored dataset C = {(xi, yi, ti) : 1 ≤ i ≤ n} as input and outputs a
scaler value E(C ). When E gets some additional or nuisance parameters µ (e.g., propensity scores),
we overload the notation to E(C ; µ).

Neyman Estimator. The simplest estimator, called the Neyman Estimator, goes back to Neyman
[Ney34]:

τNeyman(C ) =
∑i : ti=1 yi

∑i : ti=1 1
− ∑i : ti=0 yi

∑i : ti=0 1
, (Neyman Estimator)

which computes the difference in the average outcomes on the treatment group and control groups.
This estimator does not rely on any nuisance parameters.

IPW Estimator. The most popular estimator that uses a nuisance parameter is the Inverse
Propensity-Score Weighted (IPW) Estimator [HT52]. Given propensity scores e : Rd → (0, 1),
the IPW estimator is defined as

τIPW (C ; e) =
1
n ∑

i

(
tiyi

e(xi)
− (1− ti)yi

1− e(xi)

)
, (IPW Estimator)

where n = |C |.

η-Trimmed IPW Estimators. This is a variant of the IPW estimator which is parameterized by an
additional number, say, η ∈ (0, 1) [IR15]. For any dataset C , let C (η) be the subset of C that does
not contain any sample (xi, yi, ti) where e(xi) ̸∈ [η, 1− η]. The η-Trimmed IPW estimator is the
IPW estimator on C (η), i.e.,

τtrim(C ; e, η) = τIPW(C (η); e) . (Trimmed IPW Estimator)

Balancing Score Estimator. The Balancing Score Estimator is a generalization of the IPW estimator
[IR15]. A balancing score b : Rd → R is any function such that the treatment (T) is independent of
the covariates (X) conditioned on the value of the balancing score (b(X)). Fix any balancing score b.
For any z ∈ R, the b-propensity score at z, eb(z), is defined as eb(z) = PrD [T = 1 | b(X) = z]. The
balancing score estimator is defined as follows: given a dataset C , a balancing score b : Rd → (0, 1),
and a b-propensity score eb,

τBalancing(C ; eb, b) =
1
n ∑

i

(
tiyi

eb(b(xi))
− (1− ti)yi

1− eb(b(xi))

)
. (Balancing Score Estimator)

In other words, the b-balancing score estimator is the IPW estimator over the covariates
{

b(x) : x ∈ Rd}.

Blocking Estimators. A blocking estimator is defined by a partition of the interval [0, 1] into blocks
B = {B1, B2, . . . , Bs}. For each 1 ≤ i ≤ s, let e(Bi) = PrD [T = 1 | e(X) ∈ Bi]. Given a set of blocks
B and values e(B) = {e(B) | B ∈ B}, the blocking estimator is

τBlocking(C ;B, e(B)) =
1
n ∑

i

(
tiyi

e(B(xi))
− (1− ti)yi

1− e(B(xi))

)
, (Blocking Estimator)
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where B(xi) is the unique set B ∈ B containing xi. In other words, the blocking estimator is the
IPW estimator over the covariates B.

Doubly Robust Estimators. The family of doubly robust estimators is a significant extension of the
IPW estimators which, in addition to propensity scores e, also take (estimates of) the conditional
means µ0 and µ1 respectively as input [BR05; Che+18; FS23]. All doubly robust estimators enjoy the
property that they are unbiased estimates of τ whenever either of the two nuisance parameters (the
propensity scores or the mean outcomes) are correct [BR05]. More recent doubly robust estimators
come with stronger guarantees: under the assumptions that there are no O(1)-outliers (i.e., all
propensity scores lie in the interval [Ω(1), 1−Ω(1)]), their RMSE scales with, roughly, the product
of the RMSE of the given propensity score and the given estimates of conditional-outcome-means
[Che+18; FS23].

In this work we focus on the simplest doubly-robust estimator and demonstrate that it is fragile
to errors in propensity scores. Since most guarantees doubly robust estimators crucially rely on the
absence of O(1)-outliers, we expect them to be fragile to errors as well. Concretely, we focus on the
following doubly robust estimator: given conditional means µ0, µ1 : Rd → [−1, 1], and propensity
scores e : Rd → (0, 1) the doubly robust estimator is

τDR(C ; µ0, µ1, e) =
1
n ∑

i

(
(ti − e(xi)) (y− µ1(xi))

e(xi)
− (e(xi)− ti) (y− µ0(xi))

1− e(xi)

)
.

(Doubly Robust Estimator)

C Further Discussion on the Need for Data-Dependence

In this section, we further explore the need to consider data-dependent estimators. Recall the
following result from Section 1, whose proof appears later in this section.

Lemma 1.6 (Impossible to Weakly Beat IPW). For any n ≥ 1 and τS,N distinct from IPW, there is an
unconfounded distribution D, such that RMSED(τS,N) ≥ 1/3 and RMSED(τIPW) = O(1/

√
n).

It shows that not only is it impossible to weakly beat the RMSE of the IPW estimator, but any CIPW
estimator different from IPW has at least a constant RMSE for some unconfounded D irrespective
of the number of samples n. In particular, it shows that unless we use a data-dependent CIPW
estimator, there is no hope of achieving a smaller RMSE than the IPW estimator. Ideally, for each
unconfounded distribution D satisfying some mild properties, we want to find a corresponding
CIPW estimator that has a smaller Robust RMSE than the IPW estimator. A natural preliminary
question is: is there any unconfounded distribution D for which some CIPW estimator has a smaller
Robust RMSE than the IPW estimator? Our next result answers this in the affirmative.

Lemma C.1 (CIPW Estimators can have much smaller RMSE than IPW). For any η, ε > 0, there is a
distribution D satisfying unconfoundedness (Equation (3)) and a partition (S, N) such that

RMSED,ε(τS,N) ≤ O(η) · RMSED,ε(τIPW) .

In fact, in Lemma C.1, even the non-robust RMSE of the CIPW estimator is significantly better than
that of the IPW estimator. In particular, one can show that, by fixing ε = 0 in the above result,
RMSED(τS,N) = O

(
1/
√

n
)

and RMSED(τIPW) = η−1 ×O
(
1/
√

n
)
.
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More fundamentally, Lemma C.1 suggests that it may be possible to find data-dependent CIPW
estimators that have a significantly smaller confidence interval than the IPW estimator; a possibility
that we confirm for a large class of unconfounded distributions in Informal Theorem 1.1.

Proof of Lemma C.1

Next, we prove Lemma C.1.

Proof of Lemma C.1. Construct a distribution D supported on two covariates {x1, x2}. Let

D(x1) = D(x2) =
1
2

.

Next, for each xi, set µ0(xi) = v0(xi) = 0. Further, set

µ1(x1) = µ1(x2) = v1(x1) = v1(x2) =
1
2

.

Finally, set the following propensity scores.

e(x1) = ε and e(x2) =
1
2

.

For each 1 ≤ i ≤ 3, let
E
[
Y1 | X = xi

]
= µi.

Using the expression of RMSE (e.g., in Theorem 5.1), it follows that

RMSE (τIPW) ≥ Var (τIPW)2 = ∑
i∈[2]

D(xi)

n
v1(xi) + µ1(xi)

2

e(xi)(1− e(xi))
= Ω

(
1
εn

)
.

Select the partition S = {{1, 2}} and N = ∅. The expression of RMSE in Theorem 5.1 implies that

RMSE (τS,N)
2 = Var (τIPW) =

1
n(1−D(N)) ∑

S∈S

∑x∈SD(x)
(
v1(x) + µ1(x)2)

e(S)(1− e(S))
≤ O(1)

n
,

where the first equality used the fact that τS,N is unbiased in this example as µ1 = µ2.

Proof of Lemma 1.6

In the remainder of this section, we prove the following result.

Lemma 1.6 (Impossible to Weakly Beat IPW). For any n ≥ 1 and τS,N distinct from IPW, there is an
unconfounded distribution D, such that RMSED(τS,N) ≥ 1/3 and RMSED(τIPW) = O(1/

√
n).

Proof of Lemma 1.6. Since (S, N) is nontrivial, one of the following two cases holds.

52



1. Case A (∃ S ∈ S with |S| ≥ 2): Without loss of generality, let S ⊇ {x1, x2, . . . }. Define a data
distribution D supported on {x1, x2} with the following parameters

D(x1) = D(x2) =
1
2

, e(x1) =
7
8

, e(x2) =
1
8

, µ1(x1) = 1 , and µ1(x2) = 0 .

Further, set µ0(xi) = v0(xi) for all i. In this example:

τ = ∑
i∈[2]
D(xi)µ1(xi) =

1
2

and E [τS,N ] =
∑i∈[2] e(xi)D(xi)µ1(xi)

∑i∈[2] e(xi)D(xi)
=

7
8

.

Therefore, it follows that BiasD (τS,N) ≥ 3
8 . Hence

RMSED (τS,N) >
3
8
≥ 1

3
.

Moreover, as all propensity scores are bounded away from 0 and 1, standard bounds on the
RMSE of the IPW estimator imply that RMSED (τIPW) = O(1)√

n .

2. Case B (N ̸= ∅): If N contains all covariates, then, in the example from the previous case,
τS,N = 0 and, hence, BiasD (τS,N) =

1
2 . This implies the result as RMSED (τS,N) >

1
3 .

Hence, we assume that N does not contain all covariates. Without loss of generality, let
x1 ∈ N and x2 ̸∈ N. Consider the example in the previous case. It follows that E [τS,N ] = 1
and, since τ = 1

2 , BiasD (τS,N) =
1
2 . This implies the result as RMSED (τS,N) >

1
3 .

D Formal Statement and Proof of Lower Bounds on RMSE

In this section, we prove the following result.

Theorem D.1 (Lower Bound on RMSE). For any n ≥ 1 and α, β, L > 0, there is an unconfounded
distribution D that satisfies Assumptions 1 to 3 with parameters α, β, L, and k = 1, such that, there is no
algorithm that, given a dataset C of size n generated fromD, and (accurate) propensity scores e : Rd → (0, 1),
outputs τ′ such that Pr [|τ − τ′| ≤ ρ ·min {1, αL}] ≥ 1

2 .

Observe that without Assumption 1 we can set L = ∞ and, hence, we get the following corollary.

Corollary D.2 (Lower Bound on RMSE). For any n ≥ 1 and α, β, L > 0, there is an unconfounded
distribution D, such that, there is no algorithm that, given a dataset C of size n generated from D, and
(accurate) propensity scores e : Rd → (0, 1), outputs τ′ such that Pr [|τ − τ′| ≤ ρ] ≥ 1

2 .

Proof of Theorem D.1. Fix any n ≥ 1 and α, β, L > 0. Let 0 < η ≪ n−1. We will construct an
unconfounded distribution D supported on two points x1 and x2 such that ∥x1 − x2∥p = α. Fix the
following parameters of D

e(x1) = η , e(x2) =
1
2

, µ1(x2) = 0 , µ0(x1) = 0 , and µ0(x2) = 0 .
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Further let
D(x1) = ρ and D(x2) = 1− ρ .

Since µ1 is L-Lipschitz, we have the following bounds

µ1(x1) ∈ [−αL, αL] ∩ [−1, 1] . (22)

Therefore,
τ ∈ [−ρ ·min {1, αL} , ρ ·min {1, αL}] .

Moreover, depending on the choice of µ1(x1), τ can take any value in this range and, hence, without
gaining further information about µ1(x1), it is information-theoretically impossible to output any
estimate τ′ closer than ρ ·min {1, αL} to τ.

Since η ≪ n−1, with probability at least 1
2 , C does not contain any sample (x, y, t) with covariate

x = x2 and treatment t = 1 and, hence, one does not gain any additional information about
µ1(x1) after observing these samples and, hence, by the previous argument it remains information
theoretically impossible to estimate τ within a distance of ρ ·min {1, αL}.
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