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Abstract

Variational quantum algorithms (VQAs) utilize a hybrid quantum—classical archi-
tecture to recast problems of high-dimensional linear algebra as ones of stochastic
optimization. Despite the promise of leveraging near- to intermediate-term quan-
tum resources to accelerate this task, the computational advantage of VQAs over
wholly classical algorithms has not been firmly established. For instance, while the
variational quantum eigensolver (VQE) has been developed to approximate low-
lying eigenmodes of high-dimensional sparse linear operators, analogous classical
optimization algorithms exist in the variational Monte Carlo (VMC) literature, uti-
lizing neural networks in place of quantum circuits to represent quantum states. In
this paper we ask if classical stochastic optimization algorithms can be constructed
paralleling other VQAs, focusing on the example of the variational quantum linear
solver (VQLS). We find that such a construction can be applied to the VQLS,
yielding a paradigm that could theoretically extend to other VQAs of similar form.

1 Introduction

Recent impressive progress in quantum computational technology has led to renewed interest in
quantum algorithm research. Much of this excitement stems from the development of quantum
algorithms exhibiting exponential speedups over their classical counterparts, including algorithms
for large-scale linear algebra [7]. Furthermore, plausible complexity-theoretic assumptions strongly
suggest [12] that quantum computers are capable of preparing quantum states whose output probability
distributions are hard to sample classically. Despite this vast potential, quantum algorithm design
suffers from a few caveats.

Firstly, exponential acceleration requires fault-tolerant quantum computation, which necessitates
access to a prohibitively large number of physical qubits. Even under the assumption of polylogarith-
mic overhead in the asymptotic limit of problem size [10], the necessary resources for solving linear
systems of practical utility vastly exceed the likely near-term capabilities of noisy intermediate-scale
quantum (NISQ) devices. Secondly, the conjectured hardness results [12] for classical sampling
pertain to probability distributions with no known practical utility, without any guidance toward
which quantum states should be targeted for practical problems.

These two obstacles motivate a new research direction called variational quantum algorithms (VQAS),
wherein one encodes a computational problem as a stochastic optimization problem whose solution
is an unknown quantum state; in particular, the probabilistic nature of quantum states dictates that
this solution be encoded in the output probabilities of the optimal state, which may be estimated
through Monte Carlo sampling. Modeling quantum states classically requires overcoming a curse
of dimensionality, since the number of dimensions of a multi-qubit state space grows exponentially
with the number of qubits. The potential computational advantage of VQAs stems from their
reliance on a Quantum Processing Unit (QPU) to perform state preparation within a hybrid quantum—
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classical framework, where the CPU performs gradient-based updates in order to direct the QPU
toward the optimal quantum state. Variational algorithms have already been designed with the
goal of solving hard combinatorial optimization [5] and for ground state preparation in quantum
chemistry [9]; more recently, VQAs have emerged for solving fundamental linear algebra problems
in high dimension, such as matrix—vector products [18], solutions of linear systems [1] and even
singular value decomposition (SVD) [2, 17]. Nonetheless, the existence of a quantum computational
advantage—as well as its underlying theoretical justification—has yet to be demonstrated for VQAs.

To better understand this potential for quantum advantage, we utilize the close relationship between
VQAs and variational quantum Monte Carlo (VQMC), an area that has shown significant recent
progress in expanding its capabilities to problems beyond its traditional purview [3]. Similarly to
VQAs, the VQMC overcomes the curse of dimensionality by alternating between gradient-based
optimization and Monte Carlo sampling from a parametrized quantum state. However, unlike VQAs—
whose computational advantage hinges on the conjectured difficulty of sampling from a parametrized
quantum circuit—the VQMC gains its power by modeling the quantum state using multi-layer
parametrized neural networks [3]. The exploitation of flexible neural networks as many-body trial
wavefunctions has made it possible to leverage the enormous success of machine learning (ML) in
solving a variety of quantum many-body eigenvalue problems [3]. The close parallels between ideas
developed in the very different fields of VQAs, VQMC, and ML has yielded many opportunities
for technology transfer between the three, including the discovery of a VQMC-inspired natural
gradient optimization algorithm for VQAs [14] and an expanding list of VQA-inspired algorithms for
combinatorial optimization [6, 19, 8] and partial differential equations [22].

While VQMC has traditionally focused on ground state preparation and solving the initial value
problem for the time-dependent Schrodinger equation, there is no fundamental obstruction to tackling
other linear algebra problems of practical concern, and we strive to bridge this gap by pursuing VQMC
approaches to linear algebra in exponentially high dimensions. Choosing to focus on VQMC isolates
the question of quantum advantage from the inherent advantage of Monte Carlo for overcoming the
curse of dimensionality. Using a recently discovered Rayleigh quotient reformulation, we introduce a
VQMC-based solver for the linear system Ax = b, where A is a large row-sparse matrix, which we
call the Variational Neural Linear Solver (VNLS). The VNLS provides a classical benchmark for
assessing the quantum computational advantage of the Variational Quantum Linear Solver (VQLS)
[1], which is a proposed VQA for solving sparse high-dimensional linear systems. The VNLS
hopefully represents the first example of a new paradigm for efficiently solving a variety of large-
scale linear algebra problems. On a longer timeframe, the insights gained by studying VQMC
realizations of NISQ algorithms on classical hardware will provide the basis for further quantum
algorithm technology transfer as quantum hardware matures.

The paper is organized as follows. We compare and contrast in section 2 the VQA-based and VQMC-
based approaches for identifying the ground state of a quantum Hamiltonian. Section 3 describes
the Variational Quantum Linear Solver (VQLS) and how it encodes the solution of a linear system
into the ground state of some Hamiltonian. Section 4 introduces the Variational Neural Linear Solver
(VNLS), a demonstrative example for producing fully-classical machine learning algorithms by
applying VQMC techniques to VQA-inspired objectives. In section 5, we apply the VNLS to simple
linear systems previously used in demonstration of the VQLS, before providing in section 6 some
general suggestions for how this area may be further developed. Many of the finer details in this
paper are reserved for the appendix.

2 VQAsand YQMC

We now provide an overview of variational quantum algorithms for Hamiltonian ground state
identification, presented within the context of potential classical simulation of these algorithms. We
directly contrast VQAs with variational Monte Carlo techniques for accomplishing the same task.

2.1 Variational Quantum Algorithms

A variational quantum algorithm (VQA) is a hybrid quantum-classical algorithm simultaneously
executed on a classical CPU and a noisy intermediate-scale quantum processing unit (QPU). VQAs
are iterative: at each step, the CPU proposes a set of parameters to the QPU, which uses these values
to execute a fixed sequence of parameterized quantum gates operating on a set of n qubits. This



sequence of gates, called an ansatz, is kept shallow, meaning the number of gates in the sequence is
polynomial with respect to n. The QPU passes information about the prepared state back to the CPU,
which then performs some type of gradient-based update to the parameter set.

VQAs can solve a variety of tasks: the one most relevant to this paper is ground state identification
for quantum Hamiltonians. Consider the set {[1g) € C?" : § € R?} of all quantum state vectors of
an n-qubit system that may be represented by different parameterizations of some shallow ansatz.
We immediately observe, since the state vector |¢)y) of our ansatz has dimension 2", that the number
of gates used to execute our ansatz is polylogarithmic with respect to the dimension of |1)y). Given
a quantum Hamiltonian (Hermitian operator) H on this n-qubit state space, the VQA seeks to find
the parameterization 8 minimizing the expected value of H in state |1)g), which is derived from the
Rayleigh-Ritz principle applied to a 2™ x 2" complex Hermitian matrix H,
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The minimal expected value equals the smallest eigenvalue of H, which is achieved if and only
if |1bg) is an associated eigenvector. Even under this specific type of VQA paradigm, one can
hypothetically solve a variety of problems; all one has to do to make a problem solvable by a ground
state identification VQA is to identify a Hamiltonian H such that the solution of the desired problem
is, in some way, encoded in its ground state. The Variational Quantum Linear Solver described in
section 3 provides an example of how one may construct such a Hamiltonian, but for the remainder
of section 2 we will only consider H as an abstract Hamiltonian.

2.2 Foundations of Classical Simulation of VQAs

The overarching goal of this paper is to explore the utility of “classicalizing” variational quantum
algorithms by replacing the QPU with a classical neural network, simulating all the quantum state
preparation and expected value estimation tasks via Monte Carlo methods. Van den Nest [16] intro-
duces useful sufficient conditions under which quantum expectation values can be so estimated; in
particular, the states and operators entering into quantum expectation values must satisfy conditions
called classical tractability and efficiently computable sparsity, respectively. A classically tractable
(CT) n-qubit state is one such that for any index = € [2"] we may directly calculate the correspond-
ing coordinate (x|1)y) with respect to the standard basis, and secondly, we may sample from the
probability distribution on indices given by the Born rule,
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The normalization constant introduces a slight ambiguity of terminology, as quantum states are
generally considered normalized, and true classical simulation of a CT state should maintain this
property. However, it is certainly possible to model a CT state using an unnormalized vector, in which
case one may approximate sampling from the corresponding Born distribution using Monte Carlo
techniques. In this case, the Born rule includes this normalization constant, and it is this formulation
of the rule that we follow in this paper.

We also require that the Hamiltonian H, which has dimension 2" x 27, is efficiently computable,
meaning it obeys the following sparsity constraint: given any row x € [2"] of H, we may calculate
the column indices and values of all nonzero entries of row z of H in polynomial time with respect
to n. Since H is Hermitian, it is true that this property holds for all rows of H if and only if it holds
for all columns as well. It is clear that for H to be efficiently computable, the number of nonzero
entries in each row of H must be polynomial in n; it is not, however, necessary that the number of all
nonzero entries in I is polynomial in n. As we discuss in further detail in section 4.1, the tensor
product of local Pauli operators is efficiently computable, and the sum of a small—polynomial with
respect to n—number of efficiently computable operators is efficiently computable.

2.3 Variational Quantum Monte Carlo

We now give a description of the VQMC algorithm, which provides the foundation for converting
VQAs into fully classical algorithms. A brief description of how to implement this algorithm may be
found in A.3. Consider a (possibly unnormalized) parameterized family of vectors |t)y) residing in a
2"-dimensional complex vector space. Let ¢y(x) := (x|1y) denote the components of vy relative



to the standard orthornormal basis {|x) : 2 € [2"]} of C?". Once normalized, |1) represents one
potential quantum state in the state space of an n-qubit system. The starting point of the VQMC
algorithm is the observation that the Rayleigh quotient for a Hermitian operator H € C?"*2" acting
on this state space can be expressed in the following probabilistic form,

(vo| H 1) _ (Htp) (2)
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where the function ly(z) is referred to—for historical reasons—as the local energy, and where the
distribution 7y follows (2). Equation (3) follows from simple manipulations given in A.1. The
variance of the local [y () obeys the identity
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A remarkable consequence of (4) is that the variance of ly(x) approaches zero if 1y approaches
any eigenvector of H. This has the practical implication that convergence of the algorithm can be
assessed by gathering statistics for the local energy.

The local energy ly(z) can be efficiently computed provided that the non-zero entries of the vector
H1p can be extracted in a time which is polynomial in n, which is true if |t)y) is a CT state and H is
an efficiently computable Hamiltonian, as defined in section 2.2.

The VQMC procedure relies on the approximation of the Rayleigh quotient in (3) by averaging
batches sampled according to my using Markov Chain Monte Carlo. More specifically, VQMC
optimizes (10) by using a variant of stochastic gradient descent called stochastic reconfiguration [13],
which is similar to stochastic natural gradient descent. In natural gradient descent, the parameter
set 6 is updated according to the rule 6 <— 6 — vI T (0)V L(6), where ~ is the learning rate, VL(6)
is the loss function gradient, and I+ () represents the Moore-Penrose pseudoinverse of the Fisher
information matrix at €, encoding the geometry of the optimization landscape near 6.

In the case that 1)y is a real vector—a slight simplification of the complex case—the gradient of (3)
and the Fisher information matrix at the parameterization 6 of vy are given, respectively, by

VL) = E [(lg(x) — L(0)) Vg log [og()[], 1(0) = B [Velogme(z) @ Vg logmg(x)]. (5)
In practice, the gradient and Fisher information matrix are estimated stochastically—the gradient is
estimated using batches of local energies sampled from 7y, and the Fisher information is estimated by
computing sample covariances between the logarithmic partial derivatives B%i (log e (z)|), x ~ o
of g with respect to 7p.

3 VQLS

This section is dedicated to the Variational Quantum Linear Solver (VQLS) [1]. We give a high-level
description of the VQLS in section 3.1, followed by some common methods and examples for
assessing its performance.

3.1 The Variational Quantum Linear Solver

The VQLS is a VQA designed to target linear systems in exponentially high dimensions of the form
Alz) o [b) (6)

where A denotes an invertible 2" x 2" complex matrix and |b) € C?" is a nonzero vector. The
output of the algorithm is an approximation of the quantum state equal to the normalization of the
solution vector A~ |b). For simplicity of exposition we assume that A = AT := (A)* is a Hermitian
matrix representing a quantum observable of the system. The original formulation of the VQLS
merely presumes that A is invertible, for which a more general formulation of the solver is given in
[1]. Furthermore it is demonstrated in [7] that one may always embed a non-Hermitian matrix on an
n-qubit space within a Hermitian matrix using one additional ancilla qubit; this formulation is given
in section A.2 of the appendix. Given a linear system of the form (6), consider the projection P;-
onto the subspace orthogonal to the vector |b),

Pt=1-p, , P, = 6)4b] H=APlA, (7)



with H being the resulting Hamiltonian for which the VQLS seeks to minimize (1). This minimization
occurs if and only if |1y) is an eigenvector associated with the smallest eigenvalue of H, which in
this case is 0. In particular, as A is assumed to be invertible, the eigenspace associated with O is
one-dimensional. Therefore for each 6, equation (1) gives a nonnegative value, equalling zero if and
only if [1bg) oc A= |b); section 3.2 further shows exactly how the loss value bounds the accuracy of
the VQLS.

3.2 Error Bounding for the VQLS

Modulo a few scaling factors, the square root of the VQLS loss L(6) gives an upper bound on
the trace distance between the current model state |¢)y) and the true solution state ’A‘1b>; more
specifically, we find (after correcting a missing factor of || A|| in [1]) that

ity (v, 4719) = 3 (V(aal ~ L4 a)*) < RO
where & is the condition number of A and || A|] is its operator norm. The trace distance formulation
given here only holds for pure quantum states, which suffices for our purposes since our proposed
VQLS-inspired solver (the VNLS) uses pure states. Another useful metric for comparing two quantum
states is their fidelity, which for two pure states equals the square of the cosine of the angle between
their corresponding state vectors; in particular, identical quantum states have a fidelity of 1, and
orthogonal quantum states have fidelity of 0. We discuss the trace distance bound, alongside how it
implies an equivalent bound on the fidelities between these two quantum states, in appendix A.4.

3.3 The Ising-Inspired VQLS Problem

As a benchmark for assessing the performance of the VQLS, the authors of [1] introduced an example
problem which they term the Ising-inspired VQLS problem. In particular, given an n qubit system
and a condition number « they define

n n—1
1
A:Z S OX; 401> ZiZig 40l |, 9)
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where X; and Z; denote the Pauli-X and Pauli-Z operators applied locally to qubit j, and ¢ and n
are scaling factors specifically chosen such that A has largest eigenvalue 1 and smallest eigenvalue %
The vector |b) is taken to be the equal superposition state on n qubits given by |b) = |+)®" where
+) = (1/v/2)(]0) + |1)). One noteworthy property of this problem is that the target |b) and solution
A‘1b> states become indistinguishable as the problem size increases. We give a further description
and analysis of this phenomenon in appendix A.5 and A.6.

4 VNLS

In this section we describe an instantiation of VQMC that we term the variational neural linear solver
(VNLS). We focus on a linear system solver for concreteness, but the general strategy theoretically
generalizes to a wide range of linear algebra problem, such as the SVD. The VNLS targets linear
systems A |z) o |b) of the same form as in section 3.1. Analogous to the VQLS, we consider the
space {|1g) € C%" : 0 € RY} of parameterized vectors representing some collection of n-qubit CT
states. Given a 2" x 2" Hermitian matrix A and nonzero vector |b), we consider the VQLS objective

(v |APA| o)
L(6) =
(tho|te)
Just as is the case for VQLS, we have that L(6) > 0, with minimum value equal to 0. As an alternative
to preparing and storing |¢)g) on an actual quantum device, we will take the approach of recasting

the optimization problem into a form amenable to the variational quantum Monte Carlo, akin to the
description given in section A.3.

(10)

4.1 Applying VQMC to the linear systems problem

Here we give a formulation of the VNLS, alongside a description of how it may be efficiently
implemented. The key observation is that VNLS is an instantiation of the VQMC using (7) as the



input Hermitian Hamiltonian. As shown in A.7, we may apply the VQMC objective to this choice of
H and obtain a stochastic objective analogous to (3), with a new local energy ly(x) defined by

(AW)(I/)}) . (11

b(x')
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The expectation within (11) is taken with respect to the distribution 3(z) = |b(x)|” / (b|b). Thus we
may approximate both the objective (10) and its gradient by estimating the expectation values over
7 and B using batches of data obtained using MCMC or other sampling methods. Algorithm 2 in
A.7 depicts this exact procedure and how it differs from A.3, traditional VQMC. For simplicity, we
use the same batch size when sampling from 7y and /3, but doing so is not necessary in general.

The variational formulation given above places no additional theoretical restrictions on the structure
of A and |b), but some practical considerations have to be made in accordance with the more
general Hamiltonian restrictions required for VQMC. The computational complexities of calculating
(A24p) (), (Ab) (2), and (A¢g) (x) grow with the number of nonzero entries in row  of A, which
can be as large as 2". Similarly, the computational complexity of storing and sampling from the
distribution 8 grows with the number of nonzero entries of |b). For these reasons, we must require
that A is efficiently computable and that |b) is a CT state.

We ensure A is efficiently computable in the following way. We observe that A, as a 2" x 2"
Hermitian matrix, may be expressed as a real linear combination of products of local Pauli operators
X, Y, and Z. Our matrix A will be efficiently computable so long as the number of terms in this sum
is kept sufficently small. A description of what this decomposition entails is given in A.9. There are
many different approaches for ensuring that |b) is CT, but for the purposes of this paper we simply
store the nonzero elements of |b) directly and require that |b) either be sufficiently sparse or restrict
our testing to problems of sufficiently small dimension.

An important detail to keep in mind when training the VNLS using the natural gradient is that scaling
either the matrix A or vector b by any nonzero constant does not alter the problem in any way that the
VNLS can meaningfully recognize, and does not provide any meaningful advantage in performance
or accuracy. Detailed explanations of these results are given in section A.8 of the appendix.

S Experimental Results

As a benchmark test, we apply the VNLS to the Ising-inspired problem discussed in 3.3. We fix
k = 10 and we take |b) to have all its entries equal to 1; while VQLS uses the normalized form of |b),
scaling |b) does not influence the performance of VNLS in any significant way, as discussed in 4.1.

5.1 Real RBMs

Initializing the weights of a real RBM by sampling from a zero-mean Gaussian distribution with
sufficiently small variance will, with high probability, place the corresponding state |ig) in a small
neighborhood of |b) with respect to the trace distance from 3.2. As discussed in section 3.3, since
|b) lies in a neighborhood of A~ |b), we observe the Ising-inspired problem is trivially easy for a
real RBM to learn, as shown in the left-most image in figure 1; this figure depicts, for qubit numbers
11 through 14, the fidelity between |t)g) and A~! |b) over training. In all observed cases, the RBM
initializes with very high fidelity, and only improves from there. These results are comparable with
those obtained on larger problem sizes with analogous architecture.

These tests were done for £ = 10, where the RBM was trained with SR using a learning rate of 0.005,
over 1000 epochs, with a batch size of 1024 VQMC samples. Local energy samples were drawn
from 8 Monte Carlo chains. While directly calculating the fidelity between 1y and A~1 |b) to assess
performance is not viable at scale due to memory concerns, plotting this fidelity over the training
period for small problems proves a better way for visually evaluating the model’s performance than
directly observing the stochastic loss plots. As the RBM initializes at a point with a small loss value,
the noise in the stochastic loss makes it difficult to visually discern that the loss is decreasing over
time from the loss graph alone. Though it does not harm the underlying point, we should note that
the curve for the 14 qubit case is exhibiting roundoff errors, as it is impossible for the fidelity of two
quantum states to be greater than 1.
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Figure 1: Fidelities over training for a few x = 10 Ising-inspired VQLS problems. Left: fidelities for training
with a real RBM, which initializes closely to the true solution in all tested cases. Center: fidelities for training
with a complex RBM. Right: evaluation loss curves for the same complex RBM tests shown in the center plot.
For nontrivial (n > 10) problem sizes, the complex RBM loss plots inversely correlate with the corresponding
increases in fidelity, as expected.

5.2 Complex RBMs

In addition to the fact that a quirk of the Ising-inspired VQLS problem allows the real RBM to
essentially initialize itself at the true solution state, real RBMs are likely not expressive enough to be
of much use for the VNLS in practice, as they only learn quantum state vectors with entirely positive
entries; there are certainly many linear systems of practical interest where the entries of the solution
vector do not share the same sign. Furthermore, since quantum state vectors have complex entries in
general, it is natural to explore the complex RBM (cRBM) for use in the VNLS.

Testing of the cRBM VNLS was performed using the x = 10 Ising-inspired problem with the same
hyperparemeter configuration used in 5.1, yielding interesting qualitative results that would likely be
more indicative of the VNLS’s general behavior, in comparison with the somewhat trivial example of
applying the real RBM (rRBM) to the Ising-inspired problem.

Unlike for rRBMs, the cRBM generally does not initialize in a state close to the solution. However,
we may observe qualitatively that the variance between sampled losses of nearby epochs decreases
over the course of training, as expected. The second observation is that the cRBM exhibits more
heterogeneous learning behavior at small problem sizes (n < 10), occasionally struggling to learn the
solution to the same standard of accuracy. We do not consider this a significant issue for two reasons:
lowering the learning rate and training for more epochs appears to mitigate this issue somewhat, and
moreover, just like the VQLS, the VNLS is not intended to be used for problem sizes suitable for
standard numerical matrix inversion methods; we are primarily interested in its behavior at scale.

At larger problem sizes, the VNLS exhibits more uniform behavior, as demonstrated by the center
and right-most images in figure 1. For the right-most image, depicting loss plots, we have smoothed
the loss curves using a Savitzky—Golay filter, which better reveals the general trend. The translucent,
noisy curves represent the true sampled loss plots; here, we can also observe the efficacy of the
algorithm from the fact that the variances of nearby sample loss values decrease during training,
which is a result of equation 4. Such behavior indicates that, relative to problem size, the optimization
landscape of the Ising-inspired problem becomes easier for the VNLS to navigate. One likely
explanation is that the deliberate fixing of the condition number across all problem sizes—which does
not generally occur for matrices derived from physical applications—contributes to this phenomenon.

Figure 2 demonstrates the effect that altering the batch size or learning rate has on the performance of
the VNLS. Batch size was varied between 512, 1024, and 2048 samples per epoch. In order to make
the loss plots more comparable qualitatively, epoch numbers were scaled so that the total number of
VQMC samples drawn remains fixed. We observe that while increasing the batch size does improve
both accuracy and rate of convergence, this improvement does not scale linearly with the change in
batch size. For instance, doubling the batch size from 512 to 1024 allow us to achieve comparable
accuracy in half the time, though the VNLS requires a larger fraction of the training time to achieve
it. in contrast, doubling the batch size from 1024 to 2048 does not halve the required training time in
quite the same way.
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Figure 2: Top row: effect of changing batch size on cRBM VNLS. Bottom row: effect of changing the learning
rate. The epoch number is proportionately scaled so the graphs are qualitatively comparable.

For larger problem sizes, solely altering the learning rate within reasonable tolerances does not appear
to affect performance of the cRBM VNLS in any qualitatively significant way beyond the expected
commensurate change in the rate of convergence, as demonstrated by figure 2. Here the number of
training epochs was adjusted inversely in accordance with the change in learning rate. Across all
larger (n > 10) problem sizes tested, these learning rates were able to capture the same accuracy and
general learning trend. It should be noted that for the smallest problem sizes, decreasing the learning
rate did help to both improve accuracy and smooth out both the loss curve. These observations
corroborate the idea that larger Ising-inspired problems are easier for the VNLS to solve.

6 Future Work

Through the application of the VNLS to solving linear systems, we have demonstrated a new paradigm
for adapting VQAs to a wholly classical architecture by simulating the quantum circuit component
with a neural network. There are a few natural points of expansion for this general area. Firstly,
the choice of using an RBM for the neural network component is not vital to the algorithm itself,
and there are no theoretical or empirical guarantees that RBMs are best suited for this specific task:
one could instead leverage the recent success of autoregressive neural network quantum states [11]
or alternatively flow-based modeling for infinite-dimensional linear systems. Recent work in this
direction indicates that it presents a scalable, practical alternative to RBMs [20]. Another possible
point of expansion would be to develop VQMC-based methods for performing other linear-algebraic
operations in high dimensions, such as SVD or QR decomposition, by constructing Monte Carlo
estimators based on recent developments in the VQA literature [2]. In addition to providing an
ongoing benchmark for assessing quantum computational advantage of VQAs, continued research
on VQA-inspired classical algorithms might provide valuable insight into the structure of quantum
states for which VQAs might yield quantum advantage.
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A Appendix

A.1 Derivation of the Local Energy

Expanding vy in the standard orthonormal basis, using anti-linearity in the first argument gives

Yol H [v9) _ o () o (@) i
Walon) ~ 2 Toalao) 1000 = 2 Ty V0 &

where prime in the second summation indicates restriction to the nonzero entries of g. Dividing and
multiplying the summand by (), one obtains the desired result:

!/

(ol H [¢9) _ Z 1o () |* (Hg) () _
(Volva) (olthe)  o(x) P

[lo(x)] - (13)

z€[2n]

A.2 Embeddings of Non-Hermitian Matrices

As demonstrated in [7], when presented with a non-Hermitian 2™ x 2™ matrix A, corresponding with
an n-qubit state space, one can always embed A into a Hermitian matrix at the cost of one additional
qubit, yielding the following modified linear system,

{ 0 A

At 0

} |z) = [|g>} 7 whose solution is given by [A_? b)] : (14)

A.3 Implementing VQMC

Algorithm 1: Variational Quantum Monte Carlo using Neural Networks

Input: Hamiltonian H, quantum state neural network 1y, batch size k, learning rate ~y
Initialize 0
while not done do
Obtain k samples 1, . .., xx from g
fori=1,...,kdo
Obtain (H1p)(x) by multiplying the nonzero entries of row = of H with the corresponding
entries of 1y, and summing the results
Compute local energy lp(x;)
Compute logarithmic gradients Vg log |1)g(x)| using automatic differentiation
end for R
Estimate objective using sample mean L(6) = ¢ Zf;l lo(x;)
Estimate gradient and Fisher information using sample mean Vﬁ(@) and covariance matrix
1(9)
Perform parameter update 6 <— OPTIMIZER ('y, 0,VL,I )
end while

Algorithm 1 gives a succinct description of how VQMC may be implemented in practice. One may
make a direct comparison between the high-level structures of VQMC and VQAs for Hamiltonian
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ground state identification. The essential difference between the two that in VQMC we assume |1)g)
is a neural-network quantum state in the vein of what is described in section 2.2. For example, given
an input = € [2"] one can model ¢y (x) by the output of a restricted Boltzmann machine (RBM) with
n visible nodes; inputting the binary encoding of « into the RBM returns component g ().

It should be noted here that VQMC—and, by extension, VNLS—is network-agnostic. Nothing
in what follows will depend upon the use of RBMs, and there is good reason to consider more
sophisticated architectures including autoregressive models, which are popular in natural language
processing.

A.4 VQLS Error Bound Discussion

Here we describe how the exact value of the objective function (7) informs us of the accuracy of the
VQLS, even when the loss value is nonzero. The key idea behind this correspondence is given in [1],
though there is a slight modification that must be made to the result, which we note.

The primary method for assessing and bounding the error of the VQLS is by using the trace distance
between two quantum states, which is given for two pure states |¢) and |¢)) by

disen(6.) = 5T (/{9061 = 10)w1)*) (15)

A more general definition of trace distance is unnecessary for our purposes since our own VQLS-
inspired classical solver, the VNLS, does not model mixed quantum states, only pure ones. Under the
assumption that || A|| < 1, it is stated in [1] that

distry (g, A71b) < k\/L(6), (16)

where & is the condition number of A. As discussed in section 4.1, scaling A by a positive constant
¢ < 1 can make the right-hand side of (16) arbitrary small without actually changing the trace distance
between the learned and true states, meaning this bound does not hold in its current form.

The discrepancy in the proof of this bound comes from an intermediate result taken from [15], which

states that the smallest eigenvalue of the matrix A2, which equals ”’:—2“2, is bounded below by

Al 1

2 s 17
when ||A|| < 1. In this case, % is actually an upper bound, not a lower one. Adapting around this
small error, we may still follow the rest of the argument given in [1] to obtain a new error bound,

diStTr(¢9,A71b) < W, (18)

which agrees with the scaling argument given above. This new bound does not require any restriction
on ||A||, and is equivalent to saying that the trace distance between |t)9) and A~ |b) is bounded
above by the product of y/L(#) with the smallest singular value of A.

Alternately, since the VQLS ansatz |1y) and the true solution A~! |b) correspond with a pair of pure
quantum states when normalized, an equivalent way of measuring the solver’s error would be through
using the fidelity between these two states, given here for two general states |1)) and |¢):

el
K40 9) = T16) wloy 1

The fidelity equals 1 if and only if one vector is a scalar multiple of the other, and 0 if the two vectors
are orthogonal.

The two measures are essentially equivalent for pure states; more specifically, we have that

distry (19, A71b) = /1 — Fid(tpg, A=1b), (20)

from which it follows that any upper bound on the trace distance corresponds uniquely with a lower
bound on the fidelity; thus the bound given in (18) could be used in either case.
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True Solution & Target Vector Comparison of Ising-Inspired VQLS Problem
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0.9998 Kk =60
— k=120

— K=200

0.9996

0.9994

Fidelity

0.9992
0.9990

6 8 10 12 14
Qubits

Figure 3: Fidelity, with respect to problem size between target |b) and solution A~ |b) vectors for the
Ising-inspired VQLS problem.
A.5 Ising-Inspired VQLS Problem Discussion

Here we give a more detailed description and analysis of the Ising-inspired VQLS problem from [1].
Given a qubit number n and a condition number x, we consider the matrix

n n—1
1
A:Z S OX; 401> ZiZig 40l |, 1)
j=1 j=1

where X; and Z; refer to the Pauli-X and Pauli-Z operators applied locally to qubit j, and ¢ and
are chosen so that A has largest eigenvalue 1 and smallest eigenvalue % The vector |b) is taken to be
the equal superposition state on n qubits given by

b) = (;5 i 1]T> - (22)

We observe that while A is surely not the identity matrix, it does behave similarly to the identity
when applied to |b) for nontrivial problem sizes. We first note that for a given problem size n and
condition number x, we may take coefficients

1 2
nn(“) and( =n+n= nr (23)
k—1 k=1

This choice is based on a heuristic observation that the largest and smallest eigenvalues of

n n—1
ZXj +0.1ZZJ‘Z]'+1 (24)
=1 =1

are approximately n and —n, in cases for which the qubit number is small enough that these
eigenvalues can be easily computed numerically.

The vector [1 1]T is an eigenvector of the matrix X with eigenvalue 1, meaning that applying X
locally to any one of the n qubits does not change the system state |b). Thus |b) is an eigenvector of
2?21 X; with eigenvalue n. It follows that the matrix A perturbs |b) in the following way:

0.05(r — 1) o=
Alb) = |b) + 0.05(x ~ 1) > ZiZia ). (25)
j=1

nKk

It follows that A, when applied to |b), will perturb each entry of |b) by at most 2~ % (0.05), an
explanation for which is given in section A.6 of the appendix.
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Just as A perturbs the vector |b), it appears that A~! acts on |b) in a similar manner. Experimentally,
we have found that for problem sizes of at least five qubits, the fidelity between |b) and A~! |b) is
significantly close to 1. Figure 3 demonstrates that this fidelity grows larger with problem size, and
that this trend persists even as the condition number x increases.

Seeking to explain this phenomenon, we examine the Euclidean distance between |b) and A~! |b).
We observe that

[1B) = A7 ) <

n

_ 0.0025(k = 1)? (n—1
n

)%Oasn%oo, (26)

for which a proof is also given in A.6. While it is possible that this upper bound is not tight, it is
nonetheless clear that for a fixed choice of &, the vectors |b) and A~! |b) become indistinguishable
by the VQLS and the VNLS as the qubit number becomes arbitrarily large. Figure 3 demonstrates
this phenomenon in practice.

A.6 Correspondence between Target and Solution States for Ising-Inspired VQLS Problem

We recall equation 25, which states for the Ising-inspired VQLS problem that

0.05(x
Alb) = |b) + Z Z;Zi1 |b) . Q27)

We now show how exactly the local Z term in 25 perturbs the entries of |b). The Z-matrix maps
1 1]T to [1 —1]T, soforeach¢ =0,...,n — 1, applying Z locally to qubits 7 and ¢ + 1 converts
the state |b) into

_n |1 1 1 1
27z [1} ®~--®[_1]®{_1]» ®~--®[1} (28)
1 7 i+1 n

By exploiting the structure of the Kronecker product in exactly the same manner as is done in A.9, we
may calculate specific coordinates of Z; 7,1 |b) as follows: consider entry z € {O, 1,..., 2"*1} of
ZjZj1 |b), represented in binary by (21, ..., x,). The value of entry x equals 2~ % multiplied by
the product, taken over all k = 1, ..., n qubits, of entry x, of either [1 1}T or[1 —1]T, depending
on whether ornot k € {j,7 + 1}.

Thus we may observe that entry x of Z;Z;,1 |b) equals 2~ 3 if x; and x4 agree, and —27 2 if
they do not. Since Z 1 Z Z ;41 iterates over every pair of consecutive qubits, it follows that entry
z of Z" ! YAVAEE) |b> equals the difference, scaled by 2~ %, between the number of consecutive
binary dlglts in (xl, ..., Ty) with the same value, and the number of consecutive binary digits with

opposing values. It follows from (25) that applying A to |b) perturbs each entry of |b) by at most
2-% (0.05).

We now show the effect of A~! on |b). We observe that the square of the Euclidean distance between
A~1|b) and |b) may be bounded above as follows:
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|16y — A~ B)||* = [|At (A ) — B)]]”
< AP 1A — b))

0.05(k
:HZ2 ZZ +1|b
2
()0025
Sl zzzmb
n—1 n—1
00%5&—1
— <ZZ j41b szzk+1b>
k=1
00%5&-12”1”1
> (Z;Z;11b| ZkZy41b)
j=1 k=1
00025 12 e
ZZ (b|Zj112;Z1 Zyy1| b (29)
7j=1 k=1

Equation 29 follows from the line preceding it by the fact that the local Z-operator is Hermi-
tian. To complete the bound, we fix any j,k € {1,...,n — 1} and consider the inner product
(b Z; 41221, Z1,1b). Since |b) is the tensor product of n copies of the vector 272 [1 l]T, and the
operator Z;12; 2y Zy+1 acts locally on |b), it follows that we may decompose the inner product into

i 1
(02412 22| b) = 27 ] 11 W%H7 (30)
=1

where for each ¢ the local operator Oy is given by

I if £ does not equal any of j,j + 1,k, k + 1
Or=172 if £ equals exactly one of j,j + 1,k, k + 1 (€2))
Z? =1 if £ equals both one of j, j + 1 and one of k, k + 1.

Since the products

1
1

1

il HIL}:1+1:2wdD uz[}:1—1zq (32)

it follows from (30) that (b|Z;41Z; Z Zi4+1b) equals 1 if j = k and 0 otherwise. Therefore we have
from (29) that

Iy~ A )P < SOBE I SASR  zz
j=1 k=1
_00@5&-12"11
- >
20'002555_1) (n;l) —0asn — o0 (33)
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A.7 VNLS Objective Derivation

Evaluating the VQMC objective for this specific choice of H one finds
Alb) (b|A
<¢9 ’AQ T (b ’ ¢0>

L) = (Voltbe) ’ G4
_ (e A% [e) (o] (b] Altg) Alb) (35)
(Valtbe) (Yo |1bg) (b|b) ’
_ (el A% |he) ([ (el AID)Y [ (0] Altbe)
= (bolto) (wmw><<m>>' G0

By similar manipulations as in section 2.3, we find that the VNLS objective function takes the
probabilistic form
L) = E [lp(z)] , 37)

T~

where the local energy is

1 2
zmm—wm<w¢mw—MW@ﬁﬁ

where the distribution 3 is defined by 3(x) = |b(z)|* / (b|b). Algorithm 2 demonstrates the VNLS in
full, highlighting its similarities and differences with traditional VQMC.

(Awe)(x’)D 7 (38)

b(z")

Algorithm 2: Variational Neural Linear Solver

Input: Matrix A, vector |b), quantum state neural network vy, batch size k, learning rate
Initialize 0
while not done do
Obtain k samples 1, . . .,z from 7 and 21, . .., x}, from S
for:=1,...,kdo
Calculate M;p("%,()ml)

end for ,
Estimate expected value w.r.t. 5 using % Zle %

fori=1,...,kdo
Obtain (A%4g)(z) by multiplying nonzero entries of row x of A% with the corresponding

entries of |¢g), summing the results
Do the same for (Ab)(z)

Construct local energy lg(x;) estimate
Compute logarithmic gradients Vg log |1)g(x)| using automatic differentiation
end for . .
Estimate objective using sample mean L(0) = ¢ Zle lo(x;)
Estimate gradient and Fisher information using sample mean V L (0) and covariance I (6)
Perform parameter update 6 <— OPTIMIZER ('y, 0,VL,I )

end while

A.8 Equivalency of VNLS Problems Under Scaling

We demonstrate here how the scaling of a VNLS problem, as described in section 4.1, has no
meaningful effect on the ability of VNLS to solve it using SR.

Recalling that the goal of VNLS is to find, for a given Hermitian matrix A and vector |b), an
unnormalized vector |x) such that A |z) is proportional to |b), we observe that if

Alx) o< |b), then c1 A |z) o co |b) (39)

for any pair of nonzero scalars ¢; and c¢,. For this reason, the solution set of any VNLS problem is
invariant under scaling of both A and |b). In practice, one may consider that scaling either A or |b) by
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some positive value might improve the learning process in some cases, but we find that careful scaling
of A or |b) yields no unique advantage for VNLS performance under stochastic reconfiguration.

In particular, we find that keeping A, 6, and x fixed, scaling |b) by any positive constant ¢ does not
change the VNLS objective L(6) or its gradient. Similarly, keeping |b), 0, and z fixed, scaling A by
any positive constant ¢ changes the objective L(f) and its gradient VL(#) to ¢>L(6) and ¢>*V L(6),
which we now explain.

For a given VNLS problem {4, |b) } and parameterized, unnormalized quantum state |)g), we recall
from (11) that the local energy of the VNLS Hamiltonian at basis state x is given by

(A90) () ] > : (40)

b(z")

1
V()

with the VNLS objective being the expected value of ly(x) with respect to the distribution 7y
corresponding with state |¢p). Keeping A, 0, and x fixed, we observe that replacing |b) with ¢ |b) for
any positive scalar c preserves the local energy:

lg(l‘) =

z/~f3

((A%e)(x) — (Ab)(z) E

e <<A2¢9><w>—(A@b))(@xwﬁ (‘“ﬁ?)(f)b @)
= %1@) <(A2we)(:c) - S(an)@) E WD = Iy(x). 42)

This replacement also has no effect on the distribution 3, and consequently scaling the vector b does
not affect VNLS training in any way.

On the other hand, scaling A while holding |b), 6, and x fixed does alter the local energy:

1 A !
0@ (((CA)21/)0)(;[;) — (cAb) () z/]Eg (c 1/)9))( )]) (43)
2 (A
= 1/J9C(96) ((Azq/)g)(x) — (Ab)(z) x’IEB ¢0 1) (44)
It follows that our objective L(6) = E [ly(x)] then becomes 02L (6), hence the gradient of our

x! ~Try

objective is replaced with c2V L(6).

Under stochastic reconfiguration, solving the VNLS problem {cA, |b)} using learning rate +y is then
tantamount to solving the original problem { A, |b)} using learning rate c?v, with the caveat that the
objective function is scaled by ¢? as well. This latter change notwithstanding, scaling A does not
affect SR in any way that could not similarly be achieved by changing the learning rate.

A.9 Pauli Basis Decomposition of Hermitian Matrices

From this point onward we will treat the rows and columns of every matrix discussed as being indexed
starting from 0. As discussed in section 4.1, we may decompose any 2" x 2" Hermitian matrix A
into a linear combination

A=) ci(A, @0 4;), (45)
where each A, is either the identity operator or one of the Pauli operators
0 1 0 —i 1 0
X_{l 0},}/_{1. 0],andZ_[O _1]. (46)
Here the notation ® refers to the Kronecker product

AgoB A01B} 47

A® B = {AloB AnB|’

which may be applied recursively to produce each summand in A.
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This exact decomposition of A is made possible by the fact that the four matrices I, X, Y, and Z
form a basis for the real vector space of 2 x 2 Hermitian matrices. The real vector space of 2™ x 2"
Hermitian matrices comprises the tensor product of n instances of the 2 x 2 matrix space, for which
the set of matrices of the form A; ® --- ® A,,—where A; € {I, X, Y, Z} for every i—forms a basis.

In general, the number of terms comprising A is O (4™); we shall consider observables for which the
number of terms is O(n*) for some (reasonably small) k. We can impose the same constraint on the
number of nonzero entries in b. Any product of local Pauli operators

c(A1®®Ap) (48)

is represented by a 2" x 2™ sparse matrix with exactly one nonzero entry in each row; this fact follows
by induction on the number of factors n in ¢ (41 ® - - - ® A,,), using the definition of the Kronecker
product in (47) alongside the fact that each of the 2 x 2 Pauli matrices—and the identity matrix—has
exactly one nonzero entry in each of its rows.

Given the index = of some row of ¢ (A; ® - - - ® Ay,), itis possible to find the column index and value
of the corresponding nonzero entry in O(n) time. The heart of this idea may be found in appendix B
of [4], and in equation 16 of [21]. If A comprises O(nk) terms in this local Pauli product form, then
for each row of A we may find the column indexes and values of all its nonzero entries in O(n*+1)
time by simply looking at each term individually. Since (A1) (z) equals the inner product of row z
of A with 1)y, placing this constraint on A ensures that we can always calculate the local energy of A
at any row in O(n**1) time.
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