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Abstract

In-context learning is one of the surprising and useful features of large language
models. How it works is an active area of research. Recently, stylized meta-
learning-like setups have been devised that train these models on a sequence of
input-output pairs (x, f(x)) from a function class using the language modeling
loss and observe generalization to unseen functions from the same class. One of
the main discoveries in this line of research has been that for several problems such
as linear regression, trained transformers learn algorithms for learning functions in
context. We extend this setup to different types of linear-inverse problems and show
that transformers are able to in-context learn these problems as well. Additionally,
we show that transformers are able to recover the solutions in fewer-measurements
than the number of unknowns, leveraging the structure of these problems and
are in accordance with the recovery bounds given by Chandrasekaran et al. [4].
Finally, we also discuss the multi-task setup, where the transfromer is pre-trained
on multiple types of linear-inverse problems at once and show that at inference time,
given the measurements, they are able to identify the correct problem structure and
solve the inverse problem efficiently.

1 Introduction

In-context learning (ICL) is one of the ingredients behind the astounding performance of large
language models (LLMs) [2, 21]. Unlike traditional learning, ICL is the ability to learn new functions
f without weight updates during inference from input-output examples (x, f(x)); in other words,
learning happens in context. For instance, given prompt up -> down, low -> high, small ->
a pretrained LLM will likely produce output big. It infers that the function in the two examples is the
antonym of the input and applies it on the new input. This behaviour extends to more sophisticated
and novel functions unlikely to have been seen during training e.g. [13, 24, 12, 10, 5]. Apart from its
applications in NLP, more broadly ICL can also be viewed as providing a method for meta-learning
[16, 18, 8] where the model learns to learn a class of functions.

Theoretical understanding of ICL is an active area of research. Since the real-world datasets used for
LLM training are difficult to model theoretically and are very large, ICL has also been studied in styl-
ized setups [25, 3, 6, 23, 7]. In this paper we focus on the framework of Garg et al. [6] which is closely
related to meta-learning. Unlike in NLP where training is done on documents for next-token predic-
tion task, here the training data consists of input of the form ((x 1, f(x 1)), . . . , (xk, f(xk)),xk+1)
and output is f(xk+1), where x i ∈ Rd and are chosen i.i.d. from a distribution and f : Rd → R is a
function from a class of functions, for example, linear functions or shallow neural networks. We call
this setup Meta-ICL (or MICL). A striking discovery in Garg et al. [6] was that for several function
classes, transfromer-based language models during pretraining learn to implicitly implement well-
known algorithms for learning those functions in-context. For example, when shown 20 examples of
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the form (x ,wTx ), where x ,w ∈ R20, the model correctly outputs wT
testx test on test input x test.

A follow-up work Akyürek et al. [1] shows that for linear regression, high-capacity transfromers
match the minimum Bayes risk solution during ICL.

In our work, we extend the above setup to different linear inverse problems. Inverse problems (IPs)
are ubiquitous in different areas of science and engineering and involve inferring the state of a system
from a (finite) set of measurements. In linear inverse problems (LIPs), the state of the system can be
mapped to the measurements using a linear operator, i.e., y = Xw , where y ∈ Rk corresponds to the
k measurements, w ∈ Rd is the state of the system and X ∈ Rk×d is the linear map (observed). We
are particularly interested in ill-posed LIPs in our work, where the number of measurements is fewer
than the problem size i.e. k < d. Prior information about w can be used to impose well-formedness
to the LIP by utilizing penalty functions [4] or regularized objectives [20], or by performing Bayesian
inference [17]. In our work, we ask the question: When pre-trained with functions sampled from a
class of linear inverse problems (with a fixed prior), do transformers learn to utilize prior information
about the problem to solve it effectively? In other words to what extent do transformers behave as
penalty based solvers or Bayesian-predictors during in-context learning for solving LIPs?

Our contributions can be summarized as follows. (1) We extend the experiments in Garg et al. [6] to
multiple linear-inverse problems like sign-vector regression, low-rank regression, skewed-covariance
regression and re-study sparse-regression through a Bayesian perspective . We show transformers
remarkably agree with the penalty function based solvers from [4]. Further, we find that transformers
also agree with the Bayesian predictor (wherever it is tractable). (2) We generalize the MICL setup to
work with multiple function classes i.e. during pre-training the function f is sampled from a mixture
of function classes (e.g. dense regression and sparse regression) instead of a single function class. We
call this setup Hierarchical-Meta-ICL or HMICL. (3) We show that transformers are able to solve the
LIPs in the HMICL setup as well, and their performance on each constituent function class is identical
to the transformer model trained on that single function class. (4) Our work strengthens the Bayesian
hypothesis for in-context learning [25] by showing that transformers can leverage information from
different types of priors from pre-training data to effectively solve ill-posed LIPs.

2 Background

We first discuss the in-context learning setup for learning function classes as introduced in [6] (
MICL). Let DX be a probability distribution on Rd. Let F be a family of functions f : Rd → R and
let DF be a distribution on F . For simplicity, we often use f ∼ F to mean f ∼ DF . We overload
the term function class to encompass both function definition as well as priors on its parameters.
Hence, linear regression with a standard gaussian prior and a sparse prior will be considered different
function classes based on our notation.

To construct a prompt P =
(
x 1, f(x i), · · · ,x p, f(x p),x p+1

)
, we sample inputs x i ∼ DX i.i.d.

for i ∈ {1, · · · p + 1}. A transformer model Mθ is trained to predict f(x p+1) given P , using the
objective:

min
θ

E
f,x1:p

[
1

p+ 1

p∑
i=0

ℓ
(
Mθ(P

i), f(x i+1)
)]

, (1)

where P i denotes the sub-prompt containing the first i input-output examples as well as the (i+ 1)-th
input, i.e.

(
x 1, f(x 1), · · · ,x i, f(x i),x i+1

)
and x 1:p = (x 1, . . . ,x p). Since we study regression

problems we use the squared-error loss (i.e., ℓ(y, y′) = (y − y′)2) in accordance with Garg et al. [6].

At test time, we present the model with prompts Ptest that were unseen during training with
high probability and compute the error when provided k in-context examples: loss@k =
Ef,Ptest

[
ℓ
(
Mθ(P

k), f(xk+1)
)]

, for k ∈ {1, · · · , p}. A test for in-context learning for a model
can be performed by measuring loss@k at increasing values of k and checking if the error goes down
as more examples are provided [14].

2.1 Hierarchical Meta-ICL

We generalize the MICL setup, where we train transformers on functions sampled from a mixture
of function classes instead of functions sampled from a single function class. Formally, we define
a mixture of m function classes by a set F = {F1, · · · ,Fm} and sampling probabilities α =
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[α1, · · ·αm]T with
∑m

i=1 αi = 1. We assume the input distribution DX to be same for each class Fi.
More concretely, the sampling process for P is defined as:

Fi ∼ F s.t. P(F = Fi) = αi

f ∼ Fi

x j ∼ DX ,∀j ∈ {1, · · · , p}
Finally, P =

(
x 1, f(x 1), · · ·x p, f(x p),x p+1

)
We call this setup Hierarchical Meta-ICL (or HMICL), as there is an additional first step for
sampling the function class in the sampling procedure. Note that the MICL setup can be viewed as a
special case of HMICL where m = 1. The HMICL setting presents a more advanced scenario to
validate whether the Bayesian inference can be used to explain the behavior of in-context learning in
transformers. Further, our HMICL setup is also arguably closer to the in-context learning in practical
LLMs which can realize different classes of tasks (sentiment analysis, QA, summarization etc.)
depending upon the inputs provided.

Bayesian Predictor. An ideal language model (LM) with unlimited training data and compute
would learn the pretraining distribution as that results in the smallest loss. Such an LM produces the
output by simply sampling from the pretraining distribution conditioned on the input prompt aka the
Bayesian predictor. Specifically, for the MICL and HMICL setup, predictions of this ideal model can
be computed using the posterior mean estimator (PME) from Bayesian statistics. For each prompt
length i we can compute PME by taking the corresponding summand in (1) which will be given by
Mθ(P

i) = Ef

[
f(x i+1) |P i

]
for all i ≤ p. This is the optimal solution for prompt P , which we

refer to as PME. Please refer to §A.1 for technical details behind this computation.

2.2 Model and training details

We use the decoder-only transformer architecture [22, 15] with 12 layers, 8 heads, and a hidden size
of 256 in the architecture (unless specified otherwise). We use batch size of 64 and train the model
for 500k steps. For encoding the inputs x i’s and f(x i)’s, we use the same scheme as Garg et al. [6]
which uses a linear map E ∈ Rdh×d to embed the inputs x i’s as Ex i and f(x i)’s as Efpad(x i),
where fpad(x i) = [f(x i),0d−1]

T ∈ Rd. In all of our experiments we choose DX as the standard
normal distribution i.e. N (0, 1), unless specified otherwise. For complete details of the experimental
setup please check the Appendix (§A.2)

To accelerate training, we also use curriculum learning like Garg et al. [6] for all our experiments
where we start with simpler function distributions (lower values of d and p) at the beginning of
training and increase the complexity as we train the model. Please refer to §A.2 in Appendix for a
detailed discussion on the experimental setup.

3 In-context learning of linear inverse problems

We consider linear functions of the form, i.e. F =
{
f : x 7→ wTx |w ∈ Rd

}
; what varies across

the different function classes is the distribution of w for different types of LIPs. Below we discuss
different types of LIPs that we study:

Dense Regression. This represents the simplest case of linear regression, where the prior on w is
the standard Gaussian i.e. w ∼ N (0d, I ). Gaussian prior enables explicit computation of the PME
which is equal to the minimum L2-norm solution of the equations forming the in-context examples,
i.e. minw ∥w∥2 s.t. wTx i = f(x i),∀i ≤ k. Standard Ordinary Least Squares (OLS) solvers return
the min L2-norm solution and can be used to compute the Bayesian predictor.

Skewed-Covariance Regression. This setup is similar to dense-regression, except that we assume
the following prior on weight vector: w ∼ N (0,Σ), where Σ ∈ Rd×d is the covariance matrix with
eigenvalues proportional to 1/i2, where i ∈ [1, d]. For this prior on w , we can use the same (but
more general) argument for dense regression above to obtain the Bayes-optimal predictor that can be
obtained by minimizing wTΣ−1w w.r.t to the constraints wTx i = f(x i).
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Figure 1: Comparing ICL in transformers for different linear functions with the relevant baselines.
Top: loss@k values for transformers and baselines on skewed covariance, sparse, sign-vector, and
low-rank regression tasks. Bottom: Comparing the errors between the implicit weights recovered
from transformers wprobe with the ground truth weights w and weights computed by different base-
lines. wPME-Skew denotes the weights obtained by minimizing wTΣ−1w for the skewed covariance
regression task.

Sparse Regression. Here we assume w to be an s-sparse vector in Rd i.e. out of its d components
only s are non-zero. Following Garg et al. [6], to sample w for constructing prompts P , we first
sample w ∼ N (0d, I ) and then randomly set its d − s components as 0. We consider s = 3
throughout our experiments. While computing the exact PME appears to be intractable here, the
MAP solution can be estimated using Lasso by assuming a Laplacian prior on w [19].

Sign-Vector Regression. Here, we assume w to be a sign vector in {−1,+1}d. For constructing
prompts P , we sample d independent Bernoulli random variables bj with a mean of 0.5 and obtain
w = [2b1 − 1, · · · , 2bd − 1]T . While computing the exact PME remains intractable in this case as
well, the optimal solution for k > d/2 can be obtained by minimizing the L∞-norm ∥w∥∞ w.r.t. the
constraints specified by the input-output examples [11].

Low-Rank Regression. In this case, w ∈ Rd is assumed to be a flattened version of a matrix
W ∈ Rq×q (d = q2) with a rank r, where r ≪ q. A strong baseline, in this case, is to minimize the
nuclear norm L∗ of W , i.e. ∥W ∥∗ subject to constraints wTx i = f(x i). To sample the rank-r
matrix W , we sample A ∼ N (0, 1), s.t. A ∈ Rq×r and independently a matrix B of the same
shape and distribution, and set W = ABT .

For each function class above, there is a bound on the minimum number of in-context examples
needed for exact recovery of the solution vector w . The bounds for sparse, sign-vector and low-rank
regression are 2s log(d/s) + 5s/4, d/2, and 3r(2q − r) respectively [4].

Note that the LIP is solved implicitly by the transformer and what it predicts is the output of the
forward problem for a new input i.e. wTx test. To obtain the implied weight vectors, we use the
approach by Akyürek et al. [1] that involves generating model’s predictions {y′i} on the randomly
sampled test inputs {x ′

i}2di=1 ∼ DX (given X in the context) and then solving the system of equations
to recover wprobe. This gives us the solution to the LIP as implied by transformer during ICL.

3.1 Results

MICL Results. We train transformer-based models on the five tasks following §2.2. Each model
is trained with d = 20 and p = 40, excluding Low-Rank Regression where we train with d = 100,
p = 114, and r = 1. Figures 1b-1d compare the loss@k values on these tasks with different baselines.
Additionally, we also compare the implied weights wprobe with the ground truth weights w as well
as the solutions from different baselines (Figures 1f-1h).
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Figure 2: Comparing the performance of a transformer model trained on dense and sparse regression
mixture F{DR, SR} with baselines, as well as single task models, trained on FDR and FSR individually.

Since results for dense regression have been already covered in Akyürek et al. [1], we do not repeat
them here, but for completeness provide them in Figure 3 of Appendix. For skewed-covariance
regression, we observe that the transformer follows the Bayesian solution very closely both in terms
of the loss@k values (Figure 1a) as well as the recovered weights for which the error between wprobe

and wPME−Skew (weights obtained by minimizing wTΣ−1w ) is close to zero at all prompt lengths
(Figure 1e). On all the remaining tasks as well, the models perform better than OLS and are able to
solve the problem with < d samples i.e. in underdetermined region. The error curves of transformers
for the tasks align closely with the errors of Lasso (Figure 1b), L∞ minimization (Figure 1c), and
L∗ minimization (Figure 1d) baselines for the respective tasks . Interestingly, transformer performs
better than L∗ minimization baseline for low-rank regression. However, due to larger dimensionality
of low-rank problem (d = 100), it requires a bigger model: 24 layers, 16 heads, 512 hidden size.

HMICL Results. We now discuss the results of transformers pre-trained on multiple types of
linear-inverse problems. Due to scarcity of space, we report results for the mixture of Dense and
Sparse regression (F{DR, SR}), but we have consistent observations for F{DR, Skew-DR}, F{DR, SVR}
and F{DR, SR, SVR} as well that we report in Appendix §A.3. During the evaluation, we test the
mixture model on the prompts sampled from each of the function classes in the mixture. We consider
the model to have in-context learned the mixture of tasks if it obtains similar performance as the
single-task models specific to the test function class, e.g., a transformer model trained on the dense
and sparse regression mixture (Transformer F{DR, SR}) should obtain performance similar to the
single-task model trained on dense regression function class (Transformer FDR) when prompted with
a function f ∼ FDR (and similar for sparse).

As can be observed in Figure 2 (left), the transformer model trained on F{DR, SR} obtains performance
close to the OLS baseline as well as the transformer model specifically trained on the dense regression
function class FDR when evaluated on dense regression prompts. On the other hand, when evaluated
on sparse regression prompts, the same model follows Lasso and single-task sparse regression model
(Transformer (FSR)) closely. As a check, note that the single-task models when prompted with
functions from a family different from what they were trained on, yield much higher errors. We also
recover the weights from the multi-task models when given prompts from each function class. In
Figure 2 (right), we observe that the weights recovered by the mixture model start to agree with
task-specific models once sufficient in-context examples are provided ( ≈ recovery bound).

4 Conclusion

We showed that transformers can learn to solve different types of linear-inverse problems and their
mixtures in-context. There are many interesting directions for future work. Due to difficulties in
computing the Bayesian predictor, we were unable to establish for many LIPs that transformers do
Bayesian prediction. This is an interesting theoretical challenge to resolve. Further, while we deal
with linear-inverse problems in our paper and mainly study them to understand in-context learning
in transformers, it would be interesting to explore if transformers can serve as solvers for practical
inverse problems. Finally, in this paper we treated transformers as blackboxes: opening the box and
uncovering the underlying mechanisms transformers use to do Bayesian prediction would be very
interesting.
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A Appendix

A.1 PME Theoretical Details

We mentioned earlier that an ideal LM would learn the pretraining distribution. This happens when
using the cross-entropy loss. Since we use the square loss in the ICL training objective, the predictions
of the model can be computed using the posterior mean estimator (PME) from Bayesian statistics.
For each prompt length i we can compute PME by taking the corresponding summand in the ICL
training objective

min
θ

E
f,x1:i

ℓ
(
Mθ(P

i), f(x i+1)
)
= min

θ
E

f,P i
ℓ
(
Mθ(P

i), f(x i+1)
)

= min
θ

E
P i

E
f

[
ℓ
(
Mθ(P

i), f(x i+1)
)
|P i

]
= E

P i
min
θ

E
f

[
ℓ
(
Mθ(P

i), f(x i+1)
)
|P i

]
.

The inner minimization is seen to be achieved by Mθ(P
i) = Ef

[
f(x i+1) |P i

]
. This is the optimal

solution for prompt P i and what we refer to as PME.

PME for a task mixture. We describe the PME for a mixture of function classes. For simplicity we
confine ourselves to mixtures of two function classes; extension to more function classes is analogous.
Let F1 and F2 be two function classes specified by probability distributions DF1 and DF2 , resp.
As in the single function class case, the inputs x are chosen i.i.d. from a common distribution DX .
For α1, α2 ∈ [0, 1] with α1 + α2 = 1, an (α1, α2)-mixture F of F1 and F2 is the meta-task in
which the prompt P =

(
x 1, f(x i), · · · ,x p, f(x p),x p+1

)
is constructed by first picking task Fi

with probability αi for i ∈ {1, 2} and then picking f ∼ DFi
. Thus pF (f) = α1pF1

(f) + α2pF2
(f),

where pF (·) is the probability density under function class F which defines DF . For conciseness in
the following we use p1(·) for pF1

(·) etc. Now recall that PME for function class F is given by

Mθ,F (P ) = E
f∼DF

[f(x p+1) |P ] =

∫
pF (f |P ) f(x) df. (2)

We would like to compute this in terms of PMEs for F1 and F2. To this end, we first compute

pF (f |P ) =
pF (P |f)pF (f)

pF (P )
=

p(P |f)pF (f)

pF (P )
=

p(P |f)
pF (P )

[
α1p1(f) + α2p2(f)

]
=

α1p1(P )

pF (P )

p(P |f)p1(f)
p1(P )

+
α2p2(P )

pF (P )

p(P |f)p2(f)
p2(P )

=
α1p1(P )

pF (P )
p1(f |P ) +

α2p2(P )

pF (P )
p2(f |P )

= β1 p1(f |P ) + β2 p2(f |P ),

where β1 = α1p1(P )
pF (P ) and β2 = α2p2(P )

pF (P ) . Plugging this in (2) we get

Mθ,F (P ) = β1

∫
p1(f |P ) f(x) df + β2

∫
p2(f |P ) f(x) df = β1Mθ,F1

(P ) + β2Mθ,F2
(P ).

(3)

Table 1: The values of curriculum attributes used for each experiment. Cd and Cp denote the
curriculum on number of input dimensions (d) and number of points (p) respectively.

Experiment Section Cd Cp

Dense, Sparse and Sign-Vector Regression §3 [5, 20, 1, 2000] [10, 40, 2, 2000]
Low-Rank Regression §3 Fixed (d = 100) Fixed (p = 114)
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Figure 3: Results on the Dense Regression tasks mentioned in section §3.1.

Table 2: Normalization constants used for different tasks to define normalized mixtures for multi-task
ICL experiments. Here d denotes the size of the weight vectors used in linear-inverse problems. s
refers to the sparsity of sparse regression problems.

Function Family Normalization Constant
Dense Regression

√
d

Sparse Regression
√
s

Sign-Vector Regression
√
d

Skewed-Covariance Regression
√
d

A.2 Experimental Setup

We use the decoder-only transformer architecture [22, 15] with 12 layers, 8 heads, and a hidden
size (dh) of 256 in the architecture (unless specified otherwise). We use a batch size of 64 and train
the model for 500k steps. For encoding the inputs x i’s and f(x i)’s, we use the same scheme as
Garg et al. [6] which uses a linear map E ∈ Rdh×d to embed the inputs x i’s as Ex i and f(x i)’s
as Efpad(x i), where fpad(x i) = [f(x i),0d−1]

T ∈ Rd. In all of our experiments we choose DX as
the standard normal distribution i.e. N (0, 1), unless specified otherwise.

Training and Implementation Details. We use Adam optimizer [9] to train our models. Our
experiments were conducted on a system comprising 32 NVIDIA V100 16GB GPUs. The cumulative
training time of all models for this project was ∼ 15,000 GPU hours. While reporting the results,
the error is averaged over 1280 prompts and shaded regions denote a 90% confidence interval over
1000 bootstrap trials. We adapt Garg et al. [6] code-base for our experiments. We use Pytorch2 and
Huggingface Transformers3 libraries to implement the model architecture and training procedure. For
the baselines against which we compare transformers, we use scikit-learn’s 4 implementation of
OLS, Ridge and Lasso, and for L∞ and L∗ norm minimization given the linear constraints we use
CVXPY5.

Curriculum Learning. To accelerate training, we also use curriculum learning like Garg et al. [6]
for all our experiments where we start with simpler function distributions (lower values of d and
p) at the beginning of training and increase the complexity as we train the model. We observe that
curriculum helps in faster convergence, i.e., the same optima can also be achieved by training the
model for more training steps as also noted by Garg et al. [6]. Table 1 states the curriculum used
for each experiment, where the syntax followed for each column specifying curriculum is [start,

2https://pytorch.org/, citation to be added in final version
3https://huggingface.co/docs/transformers/index, citation to be added in final version
4https://scikit-learn.org/stable/index.html
5https://www.cvxpy.org/
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Figure 4: Comparing the performance of a Transformer model trained on dense and sign-vector
regression mixture F{DR, SVR} with baselines, as well as single task models, trained on FDR and FSVR
individually. Top: Comparing loss@k values of the mixture model with single-task models with
different prompt distributions. Bottom: Comparing the errors between the weights recovered from
the mixture model and different single task models and baselines while evaluating on FDR and FSVR
prompts.

end, increment, interval]. The value of the said attribute goes from start to end, increasing
by increment every interval train steps.

Normalization. We perform task normalization by ensuring that the outputs f(x) for all the tasks
have the same variance, which results in all the tasks providing a similar training signal to the model.
To perform normalization, we simply divide the weights w sampled for the tasks by a normalization
constant, which is decided according to the nature of the task. With this, we make sure that the output
y = wTx has a unit variance. The normalization constants for different tasks are provided in Table 2.

A.3 ICL on task mixtures

Here we detail some of the experiments with task mixtures that we discuss in passing in §3.1.
Particularly, we describe the results for the mixtures F{DR, SVR}, F{DR, Skew-DR} and F{DR, SR, SVR}.
As can be seen in Figure 4, the transformer model trained on F{DR, SVR} mixture, behaves close
to OLS when prompted with f ∈ FDR and close to the L∞ minimization baseline when provided
sign-vector regression prompts (f ∈ FSVR). We also have similar observations for the F{DR, Skew-DR}
mixture case in Figure 5, where the multi-task ICL model follows the Bayesian-predictor of both
tasks when sufficient examples are provided from the respective task. Similarly, for the model trained
on the tertiary mixture F{DR, SR, SVR} (as can be seen in Figure 6), the multi-task model can simulate
the behavior of the three single-task models depending on the distribution of in-context examples.
On FSR and FSVR prompts the multi-task model performs slightly worse compared to the single-task
models trained on FSR and FSVR respectively, however once sufficient examples are provided (still
< 20), they do obtain close errors.
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Figure 5: Comparing the performance of a Transformer model trained on dense and skewed-
covariance regression mixture F{DR, Skew-DR} with baselines, as well as single task models, trained
on FDR and FSkew-DR individually. Top: Comparing loss@k values of the mixture model with
single-task models with different prompt distributions. Red (OLS) and orange (Transformer (FDR))
curves overlap very closely, so are a bit hard to distinguish in the plots. Similarly in the top right plot,
purple (Minimize wTΣ−1w ) and green (Transformer FSkew-DR) curves overlap. Bottom: Comparing
the errors between the weights recovered from the mixture model and different single task models
and baselines while evaluating on FDR and FSkew-DR prompts.
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Figure 6: Comparing the performance of transformer model trained to in-context learn F{DR, SR, SVR}
mixture family with the corresponding single task models.
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