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Abstract

Fine-tuning is becoming widely used for leverag-
ing the power of pre-trained foundation models
in new downstream tasks. While there are many
successes of fine-tuning on various tasks, recent
studies have observed challenges in the general-
ization of fine-tuned models to unseen distribu-
tions (i.e., out-of-distribution; OOD). To improve
OOD generalization, some previous studies iden-
tify the limitations of fine-tuning data and regulate
fine-tuning to preserve the general representation
learned from pre-training data. However, poten-
tial limitations in the pre-training data and models
are often ignored. In this paper, we contend that
overly relying on the pre-trained representation
may hinder fine-tuning from learning essential
representations for downstream tasks and thus
hurt its OOD generalization. It can be especially
catastrophic when new tasks are from different
(sub)domains compared to pre-training data. To
address the issues in both pre-training and fine-
tuning data, we propose a novel generalizable
fine-tuning method LEVI (Layer-wise Ensemble
of different VIews), where the pre-trained model
is adaptively ensembled layer-wise with a small
task-specific model, while preserving its efficien-
cies. By combining two complementing models,
LEVI effectively suppresses problematic features
in both the fine-tuning data and pre-trained model
and preserves useful features for new tasks. Broad
experiments with large language and vision mod-
els show that LEVI greatly improves fine-tuning
generalization via emphasizing different views
from fine-tuning data and pre-trained features.
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1. Introduction
Recent breakthroughs in foundation models make various
high-quality pre-trained models available to the public (De-
vlin et al., 2019; Radford et al., 2021), and the fine-tuning
paradigm has become a prevalent approach for leveraging
pre-trained models’ power in new downstream tasks. By
tailoring the pre-trained features to align with the character-
istics of the new tasks, fine-tuning shows promising perfor-
mances in various scenarios, including natural language and
computer vision (Kornblith et al., 2019; Guu et al., 2020).

Despite many success stories of fine-tuning, recent stud-
ies have observed that fine-tuned models often fail to en-
sure consistent generalization across new distributions (i.e.,
out-of-distribution; OOD) at deployment time (Bommasani
et al., 2021; Kumar et al., 2022b), where OOD samples come
from a different distribution than the data the model was
fine-tuned on. Unlike traditional OOD generalization stud-
ies, fine-tuning pre-trained models faces unique challenges
in improving OOD generalization, including computational
costs of handling large models and the lack of access to
pre-training data, which may already have inherent issues.

Although several algorithms have been recently proposed to
enhance fine-tuning generalization (Kumar et al., 2022a;b;
Wortsman et al., 2022b; Tian et al., 2023), most of them do
not consider the inherent limitations in the pre-trained mod-
els. Specifically, many previous works implicitly assume
that 1) the pre-trained models already have good enough
features for the new tasks and that 2) any problems with
generalization stem from the downstream (fine-tuning) data.
As a result, these algorithms mainly focus on preserving
the original pre-trained features and avoiding overfitting to
the fine-tuning data’s problems, such as spurious features –
informative during training, but not useful (transferable) in
general. However, such assumptions in prior works may not
be true in practice, and pre-trained features can also have
inherent issues. For example, even if there is no spurious
feature in the fine-tuning data, some of the features in the
pre-trained model can be improperly used in the downstream
tasks (Xue et al., 2023), e.g., pre-trained demographic fea-
tures in language models can be wrongly used in new rank-
ing systems. Moreover, pre-trained features may not have
all the important representations for the new tasks (Kang
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Figure 1. When both pre-trained features and fine-tuning data have inherent problems like spurious features, they can jointly affect the
OOD generalization ability of a resulting fine-tuned model. Indeed, we observe that the OOD performance of the fine-tuned model is
worse (red color in the table) than both the pre-trained and trained-from-scratch (i.e., randomly initialized then trained on fine-tuning data)
models, where we 1) fine-tune a pre-trained language model (T5x) on various downstream tasks (movie and product recommendations)
and 2) test on 20 distribution shifts (e.g., subpopulation and time shifts). To address this issue, our key idea is to separately leverage
different views from a pre-trained model and a trained-from-scratch model via layer-wise ensemble to reduce the impact of problematic
features while preserving necessary ones. Compared to the vanilla ensemble of such two complementing models (fourth column), LEVI
further improves both ID and OOD performances while preserving training and inference efficiencies – see framework details in Sec. 4.

et al., 2023; Bommasani et al., 2021); thus, simply preserv-
ing and relying on pre-trained representations may not be
enough to learn essential ones for the new tasks.

Therefore, we aim to mitigate the limitations from both
pre-trained features and fine-tuning data while maintaining
necessary features to improve fine-tuning generalization. To
systematically understand the problem, we use the spurious
feature problem as a key example, as it is one of the most
important factors causing OOD generalization failure. No-
tably, Fig. 1 shows that when both the pre-trained model
and fine-tuning data contain spurious features, the general-
ization ability of the fine-tuned model can be even worse
than the pre-trained and trained-from-scratch (i.e., randomly
initialized then trained on fine-tuning data) models, as the
fine-tuned model can be affected by more spurious features
than the other two. We provide other real-world cases in
Sec. 5. Here, the main challenge in the fine-tuning scenario
is the lack of information about spurious features, especially
from pre-training data that is unavailable during fine-tuning.

Our key insight to tackle this challenge is using multiple
views from both pre-training and fine-tuning data to com-
pensate each other’s weaknesses and keep useful features.
We thus propose LEVI, a Layer-wise Ensemble for gener-
alizable fine-tuning, which adaptively combines different
VIews from a large pre-trained model with those from a
small, trained-from-scratch model to implicitly mitigate the
impacts of spurious features and preserve necessary features,
as described in the rightmost part of Fig. 1. The fundamental
insight of LEVI is to harness the different views offered by
such two complementary models. Compared to traditional
fine-tuning that incrementally updates a pre-trained model
on the fine-tuning data, we separate and jointly emphasize
the complementary information from both sides. Also, as in
Fig. 1, LEVI further improves performance and efficiency
beyond simple prediction ensembles by tightly integrating
the intermediate layers of the pre-trained model, which also
offer different views (e.g., early layers are more general,
and the later layers are more specific) – see details in Sec. 4.

We note that there are several recent ensemble-based ap-
proaches for fine-tuning generalization (Kumar et al., 2022a;
Wortsman et al., 2022b) that only utilize the pre-trained
model variants, but we are the first to leverage the infor-
mation from the trained-from-scratch models to mitigate
the inherent problems from both pre-trained model and
fine-tuning data and to generate new representations – see
detailed comparisons in Secs. 2 & 5. Especially for train-
ing from scratch, LEVI uses a relatively small yet task-
specialized model, which allows to decrease the computa-
tional costs of ensembling while giving additional benefits
to effectively learn task-specialized features for new tasks.

Extensive experiments on language-based recommendation
and computer vision tasks show that LEVI greatly improves
the generalization ability of fine-tuning. We observe the
state-of-the-art results in various OOD scenarios, including
subpopulation, time, and domain shifts. We also show that
our approach is more efficient than most existing ensemble-
based generalization approaches. In addition, various abla-
tion studies and hyperparameter analyses help to understand
LEVI’s behaviors. Finally, LEVI can be gracefully merged
with efficient fine-tuning methods such as LoRA (Hu et al.,
2022), resulting in further improved training efficiency.

Summary of Contributions: (1) We reveal the impor-
tance of addressing inherent problems of not only fine-
tuning data, but also pre-trained models via theoretical and
empirical insights. (2) Based on such insights, we propose
a novel layer-wise ensemble LEVI for fine-tuning OOD
generalization, which synergistically combines different
views from two complementing models. (3) We show the
value of leveraging trained-from-scratch models in mitigat-
ing the limitations of pre-trained models. (4) LEVI largely
improves OOD generalization in both language and vision
models, while preserving training and inference efficiencies.

2. Related Work
OOD Generalization in the Traditional Literature
Among the broad model generalization issues, making the
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model more robust to various OOD scenarios becomes indis-
pensable for AI deployment (Shen et al., 2021a). Although
there are many promising directions (Finn et al., 2017; Li
et al., 2018; D’Innocente & Caputo, 2019; Carlucci et al.,
2019; Raghunathan et al., 2020; Roh et al., 2023), many
traditional studies do not consider the challenges in large
models (e.g., inherent problems in the pre-trained features
and scalability) or assume to access pre-training or unla-
beled test data. In comparison, our work improves general-
ization in the fine-tuning pre-trained model paradigm, where
1) the given models may already have inherent issues, 2) the
training and inference efficiency becomes more important,
and 3) additional information on the pre-training or deploy-
ment (OOD) data is unavailable. We leave a more detailed
discussion on the traditional OOD literature in Sec. A.

OOD Generalization in the Fine-tuning Paradigm
With the rapid growth of large pre-trained models, there is
an emerging focus on OOD generalization in fine-tuning.

As the pre-training data is known to cover large and diverse
distributions, many recent approaches aim to preserve the
pre-trained features for improving the generalization (Ku-
mar et al., 2022b; Tian et al., 2023). For example, Kumar
et al. (2022b) propose a two-step approach that first linear
probes the last layer and then fine-tunes all the parameters
so as to mitigate the feature distortion during fine-tuning.
Another work (Tian et al., 2023) designs a constrained bi-
level optimization to minimally change the pre-trained fea-
tures. In comparison, we consider the inherent problems in
the pre-trained model itself, including the limited features
for supporting downstream tasks and spurious correlations
between pre-trained features and the target labels. Further-
more, to our understanding, we are the first to reveal the
value of using trained-from-scratch models in mitigating
inherent issues of pre-trained models.

Among the fine-tuning generalization studies, recent en-
semble approaches are the most relevant to our work as
they utilize the information from multiple models for gen-
eralization and show promising improvements in computer
vision tasks with various OOD scenarios (Kumar et al.,
2022a; Wortsman et al., 2022b; Pagliardini et al., 2023).
For example, Kumar et al. (2022a) average the outputs of
the standard fine-tuned and robust-aware fine-tuned models.
Another line of studies (Wortsman et al., 2022b; Rame et al.,
2023; Wortsman et al., 2022a) ensemble the model weights
of the pre-trained model variants to gather diverse infor-
mation – e.g., ensembling fine-tuned and zero-shot models
or averaging multiple fine-tuned weights. Compared to
these studies, LEVI is the first work to emphasize the im-
portance of separately treating the complementary views
in pre-trained features and fine-tuning data, so as to also
mitigate the inherent problems in the pre-trained features.
Another ensemble-based approach (Pagliardini et al., 2023)
trains multiple models to have disagreed predictions on the

OOD distributions by accessing the unlabeled test data. In
contrast, our work does not assume any information on the
test OOD distribution. Moreover, LEVI does not require
more than one large model, preserving both training and
inference efficiencies.

In addition, a recent work (Xue et al., 2023) considers the
spurious correlations in pre-trained models that can harm
the group robustness and mitigates their impacts by utiliz-
ing a group-balanced dataset. However, this work assumes
to have the information of spurious correlation in advance,
which may not be available in real-world applications, es-
pecially when the pre-trained features and the target tasks
become complex. In contrast, we do not use any prior know-
ledge of spurious correlations in both the model and data.

3. When Fine-Tuning Fails to Generalize
To improve fine-tuning generalization, we first explain how
the inherent problems in the pre-trained model and fine-
tuning data can jointly harm model generalization (Sec. 3.1)
and discuss the limitations of previous approaches (Sec. 3.2).
In this paper, we use the following settings and notations.

Settings. We consider three data distributions each for pre-
training, fine-tuning, and testing. Pre-training data and test
data are not available, and we only have fine-tuning data and
pre-trained model features. When we refer to training data,
we mean the fine-tuning data. We consider the fine-tuning
distribution as in-distribution (ID), and the test distribution
as out-of-distribution (OOD). Thus, ID data represents the
samples that the model has been trained, and OOD data
represents unfamiliar samples not seen during training.

Notations. Let x ∈ X, y ∈ Y, and ŷ ∈ Y be the input
feature, true label, and predicted label, respectively. Let D
be the data distribution. Let w be the model weights. The
empirical loss is given by L(w)= 1

m

∑
i `(yi, ŷi), where m

is the number of data samples, and `(·) is the loss function.

3.1. Theoretical Backgrounds

We first provide theoretical backgrounds that show the fine-
tuned model can suffer from the spurious features from both
pre-trained models and fine-tuning data. Here, spurious
features are defined as features that are useful to increase
training (in-distribution) accuracy, but not transferable at de-
ployment with new distributions. These features are known
to hurt model generalization (Sagawa et al., 2020; McCoy
et al., 2019). We note that the pre-trained models can have
other inherent problems like demographic bias, but our work
focuses on the issue directly affecting model generalization.

Traditionally, the influence of spurious features in training
data on model performance has received much attention.
For example, Nagarajan et al. (2021) show that when there
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are statistical or geometric relationships between spurious
features and labels, the empirical risk minimization (ERM)-
based model can rely on such spurious correlations in pre-
diction, resulting in a worse OOD generalization. Lemma 1
summarizes the simple yet critical theoretical insights of pre-
vious work (Nagarajan et al., 2021; Khani & Liang, 2021).

Lemma 1. ERM-based model training can be affected by
spurious features in the training data. Let the training data
D has the input features x = [x1, x2], where x1 is a spurious
feature and x2 is a transferable feature. When we train a
model with randomly initialized weights w := [w1, w2] on
D, the ERM-based trained model will have a non-zero w1,
indicating a spurious correlation was used to predict labels.

More recently, there is a new focus on investigating the
potential harms from spurious correlations embedded within
pre-trained features. Specifically, Xue et al. (2023) show
that even if there is no spurious correlation in the fine-tuning
data, the features in the pre-trained model can be spuriously
used in the downstream task.

Lemma 2. (From (Xue et al., 2023)) If a pre-trained model
has spurious features for the downstream task, even the
fine-tuning data that does not have spurious features may
not eliminate the impacts of spurious correlations already
embedded in the pre-trained model. Let the training data D
have the input features x=[0, x2], where x2 is a transferable
feature (i.e., no spurious feature). When we fine-tune a pre-
trained model with non-zero weights w := [w1, w2] on D,
the resulting fine-tuned model will still have non-zero w1.

Given the above lemmas, we can consider a case where a pre-
trained model and fine-tuning data have different spurious
features. Let the model weight w be [w1, w2, w3] and the
data feature x be [x1, x2, x3], where x1 and x3 are spurious
features for the downstream task. Here, a pre-trained model
has an inherent spurious correlation with x1 (i.e., nonzero
w1), and fine-tuning data contains only the spurious feature
x3, but not x1 (i.e., [0, x2, x3]). When we train the given
pre-trained model on the fine-tuning data, the model training
will learn the spurious correlation from x3 (Lemma 1), while
not eliminating the pre-trained spurious correlation from x1

(i.e., nonzero w1), as the fine-tuning data is orthogonal to
x1 and cannot affect the model weight w1 during training
(Lemma 2). As a result, we get the next corollary.

Corollary 3. If both the pre-trained model and fine-tuning
data have spurious features to the downstream labels, both
spurious features will jointly affect the fine-tuned model.

Remark 4. Our work focuses on when spurious features in
pre-training and fine-tuning data do not overlap. We note
that when the two data share the same spurious features, the
problem turns into a traditional spurious correlation study.

We provide a toy example in Fig. 2 to give more intuition on
how both spurious features can jointly affect the fine-tuned

model (Corollary 3), using a duck image classification sce-
nario, where 1) the majority of duck images in fine-tuning
data contain the white color of ducks, and 2) a given model
is pre-trained to learn and focus on general vision features
like backgrounds of the image. Here, on the one hand, fine-
tuning data may provide a white color bias during training,
which can be used as spurious features derived from the
data. As we discussed, many previous studies on fine-tuning
generalization focus on such issues from fine-tuning data.
On the other hand, a pre-trained model itself may try to
classify ducks using the background information based on
its prior knowledge from pre-training data. Although the
background information may be a good feature in general,
it can become a spurious feature for this task, as ducks can
be in various different places like ponds and grass, which
are also accessible to other animals. Hence, the feature may
not generalize well to test data containing such OODs.

Y

Xfinetune
Pre-trained 

model

Spurious features

Transferable features

Background

Dog

x1

 White color

Duck

x2 x3 x5x4

Figure 2. Toy example of a duck classification scenario.

Thus, as the fine-tuned model can be affected by more spu-
rious correlations (e.g., both x1 and x5 in Fig. 2) than the
pre-trained model and the trained-from-scratch model (i.e.,
randomly initialized then trained on fine-tuning data), the
generalization ability of the fine-tuned model can be even
worse than the other two. This insight also aligns well with
Fig. 1 – see a more concrete synthetic example in Sec. B
and empirical results on real-world benchmarks in Sec. 5.

3.2. Limitation of Previous Approaches

Despite the importance of mitigating the influence of inher-
ent issues on both fronts for enhancing fine-tuning gener-
alization, it has not been actively considered in previous
studies. Most existing studies for fine-tuning generaliza-
tion challenge the long-held assumptions that pre-trained
model features are both 1) free from inherent flaws and 2)
good enough to support new tasks. Their strategies thus
focus on preserving the original pre-trained features during
fine-tuning and avoiding overfitting to the fine-tuning data.

However, these assumptions may not hold in reality. First,
pre-trained features may contain inherent problems (Bom-
masani et al., 2021; Xue et al., 2023), which can also limit
OOD generalization, as observed above. Also, pre-trained
features may not contain all necessary information for new
tasks, thus simply preserving the pre-trained features cannot
be the best solution to adequately support such new tasks.
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4. Framework
We now design a new fine-tuning framework for improving
generalization in OODs. We follow the previous theoretical
insights, which show the importance of reducing the impact
of spurious features from both pre-trained features and fine-
tuning data while maintaining necessary features.

Key Intuition. Our main idea is to leverage different
views from different models to mitigate problems in both pre-
trained features and fine-tuning data, while learning essen-
tial representations. Despite the importance of addressing
spurious correlations during fine-tuning, we usually do not
have any information about them, especially those from the
pre-training distribution. It is thus hard to explicitly prevent
utilizing spurious correlations during fine-tuning. Instead,
we implicitly mitigate such spurious correlations by merging
complementary information from two very different mod-
els: a pre-trained model and a trained-from-scratch model.
These models will not be affected by the spurious features
from each other, thus we expect to reduce the impact of
such features by comparing the complementing information
between them. Here, a key difference from conventional
fine-tuning is that we separate and jointly emphasize the
signals from pre-training and fine-tuning (downstream) data.

Using Ensemble. A key question is how we can effec-
tively combine the distinct information from different mod-
els. Our starting point is the idea of model ensemble, which
is known to be very effective in combining information from
multiple models (Zhang & Ma, 2012). Especially, when the
models are diverse and independent, ensembling is a good
choice to reduce the model variance, which can decrease
the generalization error (Kotu & Deshpande, 2014).

Methodology. Our design focuses on two key objectives:
1) harnessing a multitude of diverse views to maximize the
benefits of ensembling beyond simply averaging final model
predictions, and 2) maintaining efficiencies in both training
and inference phases, which is often a critical issue in en-
semble methods. We achieve these objectives by leveraging
different views from the models in two directions: among
the models and within the model. First, by ensembling pre-
trained and trained-from-scratch models, we can obtain a
general view from pre-training data and a task-specialized
view from fine-tuning data. Also, by ensembling within the
model, we can utilize different information from each inter-
mediate layer (e.g., early layers are more general, and the
last layers are more specific) (Yosinski et al., 2014). Note
that using multiple intermediate layers is also known to be
beneficial in fine-tuning generalization (Evci et al., 2022).

By this intuition, we propose LEVI, a layer-wise ensemble
framework for fine-tuning generalization. As described in
Fig. 3, LEVI tightly integrates 1) a pre-trained model, which
does not need to be updated during fine-tuning, together with

Xi

Downstream task 
representation learner

(e.g., small MLP)

ŷ(1)

ŷ(2)

ŷ(n)

Randomly 
initialized

Small adapting layers

Pre-trained model (frozen) Updated part (non-frozen)

Figure 3. LEVI architecture of using a layer-wise ensemble.

2) a small randomly-initialized model by utilizing adapting
layers that concatenate two models. Here, the role of the
randomly initialized model is to learn necessary and spe-
cialized representations from the fine-tuning data. Also, the
model size can be much smaller than the pre-trained model.
We then connect the two models with small adapting layers,
where their inputs concatenate 1) the pre-trained model’s
intermediate outputs and 2) the randomly-initialized model
final output for each input data. As a result, we can tightly
ensemble the information from both pre-trained and trained-
from-scratch (i.e., randomly initialized then trained) models.
Finally, we set the adapting layer outputs to be the predicted
labels and update the model via the following loss function:

min
w

1

m
· 1
n

m∑
i

n∑
j

`(yi, ŷ(j)i ),

where m and n are the numbers of training samples and
adapting layers, respectively, and ŷ(j)

i is the predicted label
from the adapting layer j for the input data i. Note that we
consider the equal weights on all ŷ(j), and one can change it
as a weighted sum of ŷ(j) – see more discussions in Sec. C.

Benefits. Finally, we highlight two key benefits of LEVI.

Adding a Task-specialized Model: LEVI has the flexibility
to use any model architecture as the trained-from-scratch
model, which allows for the selection of task-specialized
architectures. This flexibility is very beneficial to learn
critical features for new tasks effectively, which is particu-
larly notable when the pre-trained features are not enough
to support the new tasks. We provide a concrete example
in movie recommendation, aiming to predict user ratings
for movies using a pre-trained language model. LEVI can
utilize a multi-layer perceptron (MLP) model with an em-
bedding block as its trained-from-scratch model. Here, such
an MLP model is known to be very suitable for handling
sparse user and movie information, offering a distinct advan-
tage over conventional language models, thereby enhancing
the overall recommendation performances.

Using Multiple Intermediate Layers: Another advantage of
LEVI comes from leveraging both the later and early layers
of a large model, which contributes to enhancing the trade-
off between in-distribution (ID) and out-of-distribution
(OOD) performances. In our experiments, we observe no-
table results indicating that the later layers of the large model
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enhance ID performance, while the early layers contribute
positively to OOD performance – see detailed results in
Sec. 5.5. This intuition aligns with the previous knowledge
in the literature that different levels of intermediate layers in
a model have different characteristics, e.g., early layers are
more general, and later layers are more specific (Yosinski
et al., 2014). LEVI uses this knowledge to improve overall
results, as it enjoys different levels of intermediate outputs.

Remark 5 (Using a Fine-tuned Large Model). We note that
LEVI’s pre-trained model itself can also be replaced with
an adapted (i.e., fine-tuned) model. When the given large
model is suitable to learn the target downstream task (e.g.,
using ImageNet pre-trained ViT for ImageNet-related tasks),
using the adapted model can be helpful to further improve
overall performances of LEVI. In such cases, LEVI’s train-
ing efficiency is still better than ensembling multiple large
models and comparable with fine-tuning one large model.

Remark 6 (Compatibility with Efficient Training Ap-
proaches). If we replace LEVI’s pre-trained model with
an adapted (i.e., fine-tuned) model, we can also utilize ef-
ficient training methods for large models (Hu et al., 2022;
Chen et al., 2020b) like LoRA, which further enhance the
efficiency of LEVI – see results in Sec. 5.3.

5. Experiments
We perform extensive experiments to evaluate LEVI in var-
ious scenarios. All experiments are repeated with three
random seeds. We use TensorFlow (Abadi et al., 2015) with
JAX (Bradbury et al., 2018) and Flax (Heek et al., 2023).
More detailed settings (e.g., hyperparameters) are in Sec. D.

Datasets & OOD Scenarios. We consider various OOD
scenarios in two modalities: language-based recommen-
dation tasks and computer vision tasks. For language-
based recommendation, we use MovieLens (Harper & Kon-
stan, 2015) and Amazon Review (Ni et al., 2019) – see
an additional experiment for another natural language pro-
cessing task in Sec. E.3. For vision, we use Diabetic
Retinopathy (Medical) (Emma Dugas, 2015) and ImageNet-
Variants (Wang et al., 2019; Hendrycks et al., 2021a;b;
Recht et al., 2019). All datasets are from TensorFlow
Datasets (TFD). Pre-processing details are in Sec. D.1.

[MovieLens] Contains movie rating data from online movie
website, where each data sample has 12 attributes (e.g., user
id, movie title, and movie genre). We utilize user-id, user-
age, user-occupation, user-zipcode, movie-title, and movie-
id as input features and rating as the label attribute, where
the rating range is [1, 5]. For the OOD scenario, we consider
genre (subpopulation) shifts: the ID data contains movies
of top-5 popular genres (action, comedy, drama, romance,
thriller), and the OOD data contains other 12 genres (e.g.,
animation, sci-fi) that have at least 200 data points.

[Amazon Review] Contains product rating data from the
Amazon.com website, where each data sample has 15 at-
tributes (e.g., customer id, product category, product title).
We utilize customer-id, product-title, and product-id as input
features and rating as the label attribute, where the rating
range is [1, 5]. For the OOD scenarios, we consider time
shifts and product (subpopulation) shifts: the ID data
contains the first 4 years’ (oldest) ratings of books, and the
OOD data contains the most recent year’s ratings of books
and other products (e.g., watch, toy, sports, jewelry).

[Diabetic Retinopathy (Medical)] Contains human retina
images, where the label attribute is the severity of diabetic
retinopathy in the range [0, 4]. For the OOD scenario, we
consider quality shifts: the ID data and OOD data contain
high-resolution and low-resolution images, respectively.

[ImageNet-Variants] Contains different styles (e.g., sketch,
adversarial) of ImageNet datasets with 1,000 label classes.
For the OOD scenario, we consider domain shifts: the
ID dataset is ImageNet-Sketch, and the OOD datasets are
ImageNet-A, ImageNet-R, and ImageNet-V2.

Models. We use two large pre-trained models: T5x (Raf-
fel et al., 2020; Roberts et al., 2022) and ImageNet-21k
pre-trained ViT (Dosovitskiy et al., 2021) for language-
based recommendation and computer vision tasks, respec-
tively. We note that LEVI can also gracefully work together
with other types of model backbones, as LEVI is a model-
agnostic approach for improving OOD generalization.

In LEVI, we use a small randomly-initialized model and
adapting layers together with the pre-trained model, as ex-
plained in Fig. 3. For the small model, we use a two-layer
multi-layer perceptron (MLP) model with input embedding
layers for recommendation tasks and a four-layer convolu-
tional neural network (CNN) model for computer vision
tasks. Each adapting layer is composed of an MLP with one
hidden layer. Details on the model configurations (e.g., num-
ber of neurons in hidden layers) can be found in Sec. D.2.

Baselines. We compare LEVI with three types of base-
lines: 1) standard training baselines for pre-trained models,
2) state-of-the-art fine-tuning generalization baselines, and
3) parameter-efficient fine-tuning baselines.

For standard training, we consider four baselines: full fine-
tuning (FT), light-tuning of half of the parameters (i.e., half
of transformers; HT), light-tuning of the last linear layer
(i.e., linear probing; LP), and training-from-scratch (FS).
The full fine-tuning baseline updates all pre-trained model
parameters, while the light-tuning baselines update them
partially. These light-tuning baselines are also known as
robust fine-tuning methods for OODs (Kumar et al., 2022a).
The training-from-scratch baseline first randomly initializes
all parameters then trains on the fine-tuning data.
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Table 1. Performances on the MovieLens and Amazon Review datasets. All algorithms are evaluated on separate ID and OOD datasets
using the root-mean-square error (RMSE =

√∑
i (yi−ŷi)

2/m), a standard metric for recommendation systems, where lower is better.

MovieLens Amazon Review

Method ID OOD (12 genres) ID OOD (time) OOD (7 products)

Standard
Training
Baselines

T5x Fine-tuning (FT) 1.175±0.021 1.268±0.036 1.386±0.024 1.543±0.014 2.029±0.154

T5x Light-tuning: Half of transformers (HT) 1.230±0.006 1.297±0.005 1.436±0.035 1.529±0.014 1.862±0.289

T5x Light-tuning: Linear probing (LP) 1.226±0.014 1.218±0.054 1.453±0.065 1.529±0.045 1.759±0.130

T5x From scratch (FS) 1.175±0.021 1.291±0.019 1.410±0.064 1.532±0.014 1.494±0.010

Fine-tuning
Generalization

Baselines

LP→FT (Kumar et al., 2022b) 1.163±0.014 1.357±0.009 1.407±0.003 1.503±0.015 1.669±0.025

FT+RobustModel (Kumar et al., 2022a) 1.072±0.002 1.127±0.038 1.374±0.016 1.498±0.004 1.752±0.130

FT+FS 1.058±0.011 1.159±0.018 1.333±0.019 1.504±0.006 1.521±0.029

FT+ZeroShot (Wortsman et al., 2022b) 1.177±0.010 1.253±0.038 1.336±0.015 1.517±0.017 2.515±0.175

LEVI 0.932±0.005 1.065±0.018 1.095±0.003 1.310±0.006 1.298±0.006

For fine-tuning generalization, we consider four state-of-
the-art baselines for large pre-trained models: LP→FT (Ku-
mar et al., 2022b), FT+RobustModel (Kumar et al., 2022a),
FT+ZeroShot (Wortsman et al., 2022b), and FT+FS.
LP→FT is a two-step baseline that first performs linear
probing then full fine-tuning to mitigate the pre-trained fea-
ture distortion originated from the randomly initialized head.
FT+RobustModel, FT+ZeroShot, and FT+FS are the ensem-
ble baselines. FT+RobustModel ensembles the calibrated
outputs of a fine-tuned model and a robustness-aware trained
model, which are assumed to achieve good ID and OOD
performances, respectively. Here we use linear probing (LP)
as the robustness-aware model, as in the original paper (Ku-
mar et al., 2022b). FT+ZeroShot ensembles the parameters
of a fine-tuned model and a pre-trained (zero-shot) model to
preserve general features in the pre-trained model. FT+FS
ensembles the outputs of a fine-tuned model and a trained-
from-scratch model to reduce the impacts of problematic
pre-trained features via the trained-from-scratch model.

For parameter efficient fine-tuning, we utilize LoRA (Hu
et al., 2022), a state-of-the-art method that replaces Trans-
former layers with rank decomposition matrices to reduce
the number of training parameters. We use LoRA in Sec. 5.3
to further improve LEVI’s training efficiency.

5.1. Performances on IDs and OODs

Recommendation. Table 1 shows the in-distribution (ID)
and out-of-distribution (OOD) performances on the Movie-
Lens and Amazon Review datasets. Here we consider the
following OOD scenarios: genre, time, and product shifts.
The full results for genre and product shifts are in Sec. E.1.

For the standard training baselines, full fine-tuned models
indeed show worse OOD performances than at least one
of all the light-tuned (e.g., linear-probed) and trained-from-
scratch models, as expected in Sec. 3.1. Notably, for product
shifts in Amazon Review (last column of Table 1), the fine-
tuned model performs far worse than all the light-tuned and
trained-from-scratch models – full results are in Table 11.

Table 2. Performances on the Medical and ImageNet datasets using
standard accuracy, where higher is better. We mark the best and
second best results with bold and underline, respectively.

Medical ImageNet

Method ID Acc OOD Acc ID Acc OOD Acc

ViT Fine-tuning (FT) 78.58±0.16 74.20±0.15 83.06±0.05 21.62±0.48

ViT Light-tuning: HT 77.04±0.31 73.63±0.04 81.52±0.17 28.85±0.30

ViT Light-tuning: LP 74.76±0.08 71.21±0.38 66.48±0.11 31.49±0.07

LP→FT 78.83±0.02 73.81±0.03 81.39±0.14 28.26±0.16

FT+RobustModel 78.16±0.01 74.16±0.07 84.22±0.15 30.30±0.26

FT+ZeroShot 78.35±0.46 74.36±0.10 82.70±0.13 32.10±0.16

LEVI 78.60±0.04 75.15±0.05 83.33±0.03 33.62±0.12

The state-of-the-art fine-tuning generalization baselines
mostly improve the OOD performances of the fine-tuned
model. Among these baselines, we observe that the
heavy ensemble approaches FT+RobustModel and FT+FS
show promising performances. Also, we note that the
FT+ZeroShot baseline, which has a core assumption that
the pre-trained (zero-shot) features can give generally good
features to the target task, sometimes largely fails to im-
prove the OOD performances in our recommendation tasks
(e.g., last column of Table 1). We suspect that the pre-
trained (zero-shot) language features are not sufficient for
this downstream task and thus may even harm the results.

In contrast, LEVI greatly improves both ID and OOD results
in all scenarios by combining two complementing models.
This result shows that LEVI effectively suppresses the prob-
lematic features in both the fine-tuning data and pre-trained
model, while preserving useful features for the task.

Image Classification. Table 2 shows the ID and OOD per-
formances on the Medical and ImageNet-variants datasets
with quality shifts and domain shifts, respectively. The
full results for ImageNet OOD shifts are in Table 12. We
note that as ViT models are known to be hard to train on
small or mid-sized training data using random weight ini-
tialization (Steiner et al., 2022), we do not use the training-
from-scratch baseline in ViT experiments. Interestingly, in
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Table 3. Number of parameters and FLOPs of baselines and LEVI
on T5x-small. The FLOPs of T5x is obtained from Akbari et al.
(2022). See full results including all baselines and ViT in Sec. E.5.
Method Params (Train.) Params (Infer.) FLOPs

Fine-tuning 60M 60M 33G

LP→FT (Kumar et al., 2022b) 60M+∼5K 60M 33G
Baseline ensembles of two models 120M 120M 66G
Baseline ensembles of one model 60M 60M 33G

LEVI with pre-trained model ∼2M 60M+∼2M 33G+∼4M
LEVI with fine-tuned model 60M+∼2M 60M+∼2M 33G+∼4M

the medical dataset, the robust training baselines including
light-tuning and LP→FT are not helpful in improving gen-
eralization. The major assumption of these approaches is
that the pre-trained features have “good-enough” features
for supporting downstream tasks, but the ImageNet pre-
trained ViT may not have enough features to support the
medical image-specific features. On the other hand, in the
ImageNet classification, as the ImageNet pre-trained ViT
can be considered to already have reasonable features to
support ImageNet-variants OOD datasets, the previous ro-
bust training baselines indeed improve the generalization of
the fine-tuned model. In both datasets, LEVI can achieve
the best OOD accuracies among all baselines while having
ID accuracies comparable to that of the fine-tuned model.

5.2. Efficiency Comparison

We compare the efficiency of algorithms in Table 3 varying
1) the number of model parameters and 2) floating point
operations (FLOPs), which are widely used to estimate re-
quired memories and computational costs. When evaluating
LEVI, we either use a pre-trained model or its fine-tuned
version. When LEVI uses the original pre-trained model,
the number of training parameters is significantly lower than
all state-of-the-art baselines, and the number of inference
parameters and FLOPs are comparable to those of a sin-
gle large model. LEVI using a fine-tuned model shows
comparable results with single model-based baselines in all
three metrics. Notably, compared to the heavy ensembles
(i.e., FT+RobustModel, FT+FS), which consistently show
good performances among the baselines in Tables 1 and 2,
LEVI performs training and inference much faster while
also achieving better OOD generalization.

5.3. Compatibility with Efficient Fine-Tuning Methods

We evaluate how LEVI using a fine-tuned model performs
with LoRA (Hu et al., 2022) to improve its training effi-
ciency. In Table 4, LEVI still improves the ID and OOD
results of the LoRA-tuned models, indicating that LEVI
can be gracefully merged with existing efficient fine-tuning
methods. We provide more discussion on possible exten-
sions of LEVI to further improve its efficiency via other effi-
cient ensemble techniques (e.g., BatchEnsemble) in Sec. F.

Table 4. LoRA results on the Medical and ImageNet datasets.
Medical ImageNet

Method ID Acc OOD Acc ID Acc OOD Acc

LoRA-tuned ViT 75.23±0.01 73.06±0.14 79.71±0.09 22.08±0.17

LEVI w. LoRA-tuned ViT 76.69±0.17 73.57±0.06 78.78±0.21 25.64±0.25

Table 5. Ablation study on the recommendation tasks, where we
consider genre shifts for MovieLens and time shifts for Amazon
Review. We note that A1 and A2 are the final prediction ensembles,
and A3 is the intermediate layer ensemble.

MovieLens Amazon Review

Method ID RMSE OOD RMSE ID RMSE OOD RMSE

T5x Fine-tuning 1.175±0.021 1.268±0.036 1.386±0.024 1.543±0.014

A1) T5x+T5x 1.103±0.011 1.178±0.021 1.362±0.013 1.531±0.010

A2) T5x+MLP 1.035±0.009 1.163±0.015 1.272±0.008 1.455±0.019

A3) T5x Intermediates 1.125±0.003 1.142±0.012 1.137±0.001 1.285±0.007

A4) Single-head MLP 1.003±0.013 1.158±0.101 1.104±0.005 1.326±0.002

A5) Multi-head MLP 1.001±0.020 1.121±0.034 1.102±0.004 1.319±0.036

LEVI 0.932±0.005 1.065±0.018 1.095±0.003 1.310±0.006

5.4. Ablation Study

We perform an ablation study on LEVI to evaluate the im-
pact of each component. We first compare with simple final
prediction ensembles (A1) between two fine-tuned large
models and (A2) between one fine-tuned large model and
one trained-from-scratch small yet task-specialized model,
without using intermediate layers. We also compare with
(A3) only ensembling intermediate layers without using the
trained-from-scratch model. We then compare with solely
using task-specialized models with (A4) single-head and
(A5) multi-head – see detailed settings in Sec. D.4.

Table 5 shows the comparison with LEVI, where A1 and A2
show both worse ID and OOD results, A3 shows good re-
sults in OOD, but not enough in ID, and A4 and A5 achieve
good results in ID but not enough in OOD. We conclude
that all components in LEVI (i.e., using a small yet task-
specialized model with multiple intermediate layers of a
large model) contribute to the overall ID and OOD results.

5.5. Effects of Different Intermediate Layers

We investigate the roles of different intermediate layers used
in LEVI. We use one intermediate layer at each time and
attach a small MLP classification module to the target inter-
mediate layer for training. Interestingly, Fig. 4 shows that
the later and early layers tend to be more useful for ID and
OOD performances, respectively. This result is consistent
with previous work that early layers are more general (ro-
bust), and the later layers are more specific (accurate) (Yosin-
ski et al., 2014). A recent study also observes that using
multiple intermediate layers can improve the overall model
robustness compared to simple linear probing (Evci et al.,
2022). Similarly, this result demonstrates that using both the
later and early layers can improve the ID-OOD tradeoffs.
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Figure 4. Effects of intermediate layers on ID (blue) and OOD
(red) performances, where lower RMSE is better. We report the
average results on MovieLens and Amazon Review using T5x.

5.6. Discussion on the distribution gap (domain gap)
between pre-training, fine-tuning, and test data

We now discuss how the distribution gap (domain gap) be-
tween pre-training, fine-tuning, and test data affects LEVI.
Revisiting our results in Tables 1 and 2, we observe differ-
ent degrees of domain gap. First, Table 1 shows scenarios
where the pre-training domain is relatively distant from
the downstream fine-tuning and test domains (i.e., using
general language pre-trained models in recommendation
domains). On the other hand, Table 2 covers cases where
the pre-training domain is more similar to the downstream
domains (i.e., using image pre-trained models in other im-
age domains). Across both scenarios, LEVI shows clear
performance improvements over baseline methods.

In general, we anticipate that LEVI performs especially well
when the pre-training and downstream domains differ (e.g.,
language vs. recommendation domains), as LEVI’s advan-
tage comes from breaking the previous assumption that the
pre-training domain already has good enough features.

6. Conclusion
We proposed a novel fine-tuning method LEVI, which
tightly ensembles a large pre-trained model with a smaller
task-specific model for improving OOD generalization of
fine-tuning. We first identified that the inherent issues in
both pre-trained models and fine-tuning data can jointly hurt
the OOD generalization of fine-tuned models. To address
these issues, LEVI combines two complementing models to
suppress their problems while preserving useful features for
downstream tasks, leading to improved OOD generalization,
especially when pre-training and downstream distributions
are largely different. Experiments on large language and vi-
sion models showed that LEVI greatly enhances fine-tuning
OOD generalization while not losing ID performances. We
believe LEVI reveals the value of using trained-from-scratch
models in mitigating the limitations of pre-trained models.

Impact Statement
We believe our work on improving fine-tuning generaliza-
tion can positively impact society by making AI models

being more robust and safe when deployed in real-world
applications. Specifically, generalizable AI models would
be less prone to failures or unpredictable behaviors when
faced with new inputs from unseen distributions, leading
to increased reliability and safety. Also, AI models with a
strong generalization ability can improve people’s lives in
areas that require high adaptability across diverse contexts,
including healthcare, finance, and recommendation systems.

We do note that as our framework is based on supervised
learning that requires training (fine-tuning) data, consid-
ering privacy and fairness issues in the training data will
become essential. Many recent studies reveal that machine
learning models, especially large models applied irrespon-
sibly, could amplify privacy concerns and societal unfair-
ness (Bommasani et al., 2021; Barocas et al., 2023). Thus,
one needs to carefully build the training data for LEVI to
prevent potential negative impacts, especially when the tar-
get applications highly affect society.

References
TensorFlow Datasets, a collection of ready-to-use datasets.
https://www.tensorflow.org/datasets.

Abadi, M., Agarwal, A., Barham, P., Brevdo, E., Chen, Z.,
Citro, C., Corrado, G. S., Davis, A., Dean, J., Devin, M.,
Ghemawat, S., Goodfellow, I., Harp, A., Irving, G., Isard,
M., Jia, Y., Jozefowicz, R., Kaiser, L., Kudlur, M., Lev-
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A. More Related Work
Continuing from Sec. 2, we discuss more related work on traditional studies of out-of-distribution (OOD) generalization and
other related fields (e.g., model robustness for noisy or adversarial data, domain adaptation, and OOD detection).

OOD Generalization in the Traditional Literature Among the broad model generalization issues, making the model
more robust to various OOD scenarios becomes indispensable for AI deployment (Shen et al., 2021a). The main approaches
for OOD generalization can be categorized into: 1) unsupervised representation learning that finds a better representation for
diverse distributions (Mahajan et al., 2021; Zhang et al., 2022; Harary et al., 2022; Liao et al., 2020), 2) supervised model
training that modifies model architectures or training processes to prevent the model from losing the generalization (Finn
et al., 2017; Li et al., 2018; D’Innocente & Caputo, 2019; Carlucci et al., 2019; Raghunathan et al., 2020; Xie et al.,
2021), and 3) specialized optimization designing that uses robustness-aware objectives to ensure OOD performances (e.g.,
distributionally robust optimization and invariant risk minimization) (Sinha et al., 2017; Arjovsky et al., 2019).

Among the above approaches, the supervised model training approaches are the most relevant category to ours, as they
design new training processes by using given labeled training data. For example, a traditional approach is to utilize meta
learning (Finn et al., 2017; Li et al., 2018), where a model trained on a variety of tasks adapts to the new tasks using a
small number of training samples. Alternatively, adversarial training-based approaches (Roh et al., 2020; Yi et al., 2021)
train a model with perturbed input data or additional discriminator to make the model robust to OOD data. Also, several
self-training-based approaches (Raghunathan et al., 2020; Xie et al., 2021) show promising improvements in generalization
by leveraging additional unlabeled OOD data. However, many traditional studies do not consider the challenges in large
models (e.g., inherent problems in the pre-trained features, scalability) or assume to access pre-training or unlabeled test
data. In comparison, our work improves generalization in the fine-tuning pre-trained model paradigm, where 1) the given
models may already have inherent issues, 2) the training and inference efficiency becomes more important, and 3) additional
information on the pre-training or deployment (OOD) data is usually unavailable.

Other Related Work Although not our immediate focus, there are other noteworthy directions, including 1) model
robustness for noisy or adversarial data, which aims to maintain model accuracy even when the input data is corrupted (Song
et al., 2022; Gowal et al., 2021; Shen & Sanghavi, 2019; Carmon et al., 2019; Menon et al., 2019; Ren et al., 2018), 2)
domain adaptation, which focuses on enabling a model trained on one domain to perform effectively on different yet
related domains (Wang & Deng, 2018; Wang et al., 2022; 2021; Li et al., 2020; Kundu et al., 2020; Tzeng et al., 2017;
Ganin & Lempitsky, 2015), and 3) OOD detection, which concentrates on identifying data that are not from the training
distribution (Yang et al., 2021; Fort et al., 2021; Liu et al., 2020; Winkens et al., 2020; Ren et al., 2019; Vyas et al., 2018).
In comparison, we focus on training generalizable models in naturally occurring OODs, but do not explicitly consider
adversarial scenarios or OOD detection. Extending LEVI to support these directions can be an interesting future work.

Finally, we discuss other related studies that use relevant ideas with some parts of LEVI’s architecture. First, Li & Liang
(2021) and Houlsby et al. (2019) use adapting layers (adaptors) in the model architecture for achieving parameter-efficient
fine-tuning, where the adaptors are used to improve full fine-tuning performances with fewer parameters. In contrast, we
utilize the adapting layers to merge complementing information from two very different models for OOD generalization.
Also, Lee et al. (2023) and Shen et al. (2021b) use partial fine-tuning strategies in the OOD setting, but they require
small amounts of labeled new domain data (i.e., the OOD test data). In comparison, LEVI does not assume any prior
knowledge of OOD data. In addition, Zoph et al. (2020), He et al. (2019), and Shen et al. (2017) show that solely using
the trained-from-scratch models can perform better than using fine-tuned pre-training models in object detection and
segmentation. In contrast, we jointly use both pre-trained and trained-from-scratch models to utilize their strengths while
mitigating their own inherent problems.

B. Synthetic Example
Continuing from Sec. 3.1, we provide a synthetic example illustrating that fine-tuned models can have a worse generalization
ability compared to pre-trained and trained-from-scratch models.

Let a target task consists of five features [x1, x2, x3, x4, x5], where x1 and x5 are spurious features, and x2, x3, and x4 are
transferable features. In the following scenario, x1 and x5 are originated from pre-trained features and fine-tuning data,
respectively. Here are the settings:
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• We consider a linear model y = wxT . Here, the optimal model weights wtrue are [0, 1, 1, 1, 0], which do not rely on
the spurious features x1 and x5 while only using transferable features.

• [Fine-tuning data] We have three fine-tuning data points (x(1), y(1)) = ([0, 0, 1
3 ,

1
3 ,

1
3 ], 1), (x(2), y(2)) =

([0, 0,− 1
2 ,−

1
2 , 0],−1), and (x(3), y(3)) = ([0, 0, 1

2 ,
1
4 ,

1
4 ], 1), which are affected by the spurious feature x5.

• [Pre-trained model] Here, we assume a pre-trained model with weights wpretrain = [1, 1, 1, 0, 0], which utilizes the
spurious feature x1.

• [Fine-tuned model] Here, when we fine-tune the given pre-trained model with the above two data points, the fine-tuned
model weights become wfinetune = [1, 1, 1, 1, 1].

• [Trained-from-scratch model] On the other hand, when we train a model from scratch, the model weights can be
wtrain-from-scratch = [0, 0, 1, 1, 1].

As a result, we have three models wpretrain = [1, 1, 1, 0, 0], wtrain-from-scratch = [0, 0, 1, 1, 1], and wfinetune = [1, 1, 1, 1, 1].

Table 6 shows four test data points, where there is no correlation between the label y and spurious features x1 and x5. We
note that the optimal model with wtrue = [0, 1, 1, 1, 0] can predict all test samples correctly with zero errors. When we apply
the three models wpretrain, wtrain-from-scratch, and wfinetune to these test data points, we get the predictions ŷ as in the fourth
column in Table 6. As the fine-tuned model wfinetune uses both spurious features x1 and x5 while wpretrain and wtrain-from-scratch
use either x1 or x5, the errors of the fine-tuned model are worse than the other two models’ errors (last column in Table 6).
This observation is consistent with our previous discussions, including Corollary 3 and the results in Figures 1 & 2.

Table 6. Test data points, model predictions, and errors.

xtest ytest Model ŷ L1 loss (i.e, |ytest − ŷ|)

[1, 1
3 ,

1
3 ,

1
3 , 1] 1

wpretrain 5/3 2/3
wtrain-from-scratch 5/3 2/3

wfinetune 3 2

[1,− 1
3 ,−

1
3 ,−

1
3 , 1] -1

wpretrain 1/3 4/3
wtrain-from-scratch 1/3 4/3

wfinetune 1 2

[−1, 1
3 ,

1
3 ,

1
3 ,−1] 1

wpretrain -1/3 4/3
wtrain-from-scratch -1/3 4/3

wfinetune -1 2

[−1,− 1
3 ,−

1
3 ,−

1
3 ,−1] -1

wpretrain -5/3 2/3
wtrain-from-scratch -5/3 2/3

wfinetune -3 2

C. Weighted Sum of Loss Functions
Continuing from Sec. 4, we discuss a possible extension of the loss function in our framework.

In Sec. 4, we introduce LEVI’s loss function as follows:

min
w

1

m
· 1
n

m∑
i

n∑
j

`(yi, ŷ(j)i ),

where m and n are the numbers of training samples and adapting layers, respectively, and ŷ(j)i is the predicted label from
the adapting layer j for the input data i – see the architecture of LEVI in Figure 3, which illustrates each component in the
loss function. We update LEVI by using the above loss function, which allows us to tightly ensemble the information from
both pre-trained and trained-from-scratch (i.e., randomly initialized then trained) models in the adapting layers.
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We basically consider the equal weights on all ŷ(j), but one can change it as a weighted sum of ŷ(j) as follows:

min
w

1

m
· 1
n

m∑
i

n∑
j

w(j)`(yi, ŷ(j)
i )

s.t.
n∑
j

w(j) = 1, w(j) ≥ 0,

where w(j) is the weight for the loss of each adapting layer j (i.e., `(y, ŷ(j))). Here, w(j) can be a hyperparameter to tune the
importance between different intermediate layers. For example, when we aim to focus on more specific (general) features,
we can give more weight to the later (early) layers.

D. Experimental Settings
Continuing from Sec. 5, we provide more details on experimental settings. In all experiments, we use Dragonfish TPU
(i.e., TPUv3) and Jellyfish TPU (i.e., TPUv2) with 2x2 topology for T5x and ViT experiments, respectively. Also, as we
discussed in Sec. 5, we use TensorFlow (Abadi et al., 2015) with JAX (Bradbury et al., 2018) and Flax (Heek et al., 2023).

D.1. Datasets and Pre-processings

We consider four datasets: MovieLens (Harper & Konstan, 2015), Amazon Review (Ni et al., 2019), Diabetic Retinopathy
(Medical) (Emma Dugas, 2015), and ImageNet-Variants (Wang et al., 2019; Hendrycks et al., 2021a;b; Recht et al.,
2019). In this paper, we use MovieLens and Amazon Review for language-based recommendation tasks and Medical and
ImageNet-Variants for computer vision tasks. All datasets are from the TensorFlow Datasets library (TFD).

Tables 7 and 8 show the data examples of the MovieLens and Amazon Review datasets.

• MovieLens (Harper & Konstan, 2015) contains movie rating data from online movie website, and we utilize user-id,
user-age, user-occupation, user-zipcode, movie-title, and movie-id as input features and rating as the label attribute,
where the rating range is [1, 5]. We use a stable version of MovieLens that contains 100,000 ratings from 943 users on
1,682 movies. Each user gives ratings on at least 20 movies. For the OOD scenario, we consider genre (subpopulation)
shifts, where the ID data contains movies of top-5 popular genres (action, comedy, drama, romance, thriller), and the
OOD data contains other 12 genres (e.g., animation, sci-fi) that have at least 200 data points. We construct the ID and
OOD datasets to be mutually exclusive.

• Amazon Review (Ni et al., 2019) contains product rating data from the Amazon.com website, and we utilize customer-
id, product-title, and product-id as input features and rating as the label attribute, where the rating range is [1, 5]. For
the OOD scenarios, we consider time shifts and product (subpopulation) shifts. Here, the ID data contains the first 4
years’ (oldest) ratings of books, and the OOD data contains the most recent year’s ratings of books (i.e., time shifts)
and other products (i.e., product shifts), including watch, toy, sports, music, jewelry, furniture, and baby.

• When we serve these tabular-based data into the language model, we use the method proposed in Dinh et al. (2022),
which concatenates all attribute values into one sentence. For example, the first row in Table 7 can be converted into an
input sentence “When the user id is 138, the user occupation is doctor, the user zipcode is 53211, the movie title is
One Flew Over the Cuckoo’s Nest (1975), and the movie id is 357, what can be the user rating on this movie?:”. Also,
when we serve the data into the small MLP model of LEVI, we pre-process the data so that it can be used as the input
for the embedding layers. Here, we follow the pre-processing method used in Geng et al. (2022).

Figures 5 & 6 and Figures 7 & 8 show the data examples of the Diabetic Retinopathy (Medical) and ImageNet-Variants
datasets, respectively.

• Diabetic Retinopathy (Medical) (Emma Dugas, 2015) contains human retina images, where the label attribute is the
severity of diabetic retinopathy in the range [0, 4]. For the OOD scenario, we consider quality shifts: the ID data
(Figure 5) and OOD data (Figure 6) show different image styles and resolutions.

• ImageNet-Variants (Wang et al., 2019; Hendrycks et al., 2021a;b; Recht et al., 2019) contain different styles (e.g.,
sketch, adversarial) of ImageNet datasets with 1,000 label classes. For the OOD scenario, we consider domain shifts:
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Table 7. MovieLens data examples.

movie genres user id user occupation user zipcode movie title movie id rating

Drama 138 doctor 53211 One Flew Over the Cuckoo’s Nest (1975) 357 4
Comedy, Romance 92 entertainment 80525 Strictly Ballroom (1992) 709 2

Comedy 301 student 55439 Very Brady Sequel, A (1996) 412 4
Crime, Drama 60 healthcare 06472 Pulp Fiction (1994) 56 4

Horror, Thriller 197 technician 75094 Scream 2 (1997) 895 3
Drama, Thriller 601 artist 99687 Crash (1996) 325 4

Animation, Children, ... 710 student 92020 Aladdin (1992) 95 3
Action, Crime, Romance 833 writer 90019 True Romance (1993) 92 2

Comedy 916 engineer N2L5N Bob Roberts (1992) 425 5
Adventure, Sci-Fi, ... 920 administrator 02215 Starship Troopers (1997) 271 2

Table 8. Amazon Review data examples. We do not use the review body and title, which strongly indicate the ratings.

product category review date customer id product title product id rating

Books 2000-08-10 51389465 Admission Of Love (Arabesque) 1583141642 5
Books 2005-10-04 23641112 Solve Your Child’s Sleep Problems 0671620991 4

Watches 2013-08-20 45902750 Timex Men’s Expedition Metal Field Watch B004VRD6FY 3
Toys 2014-07-16 28742093 Ticket To Ride - Europe B000809OAO 4

Sports 2015-08-29 4005801 Chipolo Bluetooth Item Tracker (Blue) B00L177Z3Q 1
Music 2009-04-27 10801536 A Mi Edad B001P0XNJ4 5

Jewelry 2015-02-05 18490528 Sterling Silver Twisted Love Knot Stud Earrings B00CRMQ8OG 4
Furniture 2013-03-03 28467583 Rust Orange Full Sized with Arms Convertible Sofa B0070ZERCA 3

Baby 2014-10-15 20757152 Skip Hop Baby Duo Signature Diaper Bag B00J4J2AQK 5

the ID dataset is ImageNet-Sketch (Figure 7), and the OOD datasets are ImageNet-A, ImageNet-R, and ImageNet-V2
(Figure 8). ImageNet-Sketch consists of about 50,000 black and white sketch images, where each ImageNet class has
50 images. All these datasets share the original ImageNet classes. ImageNet-Sketch (Wang et al., 2019) consists of
about 50,000 black and white sketch images, where each class contains 50 images. ImageNet-A (Hendrycks et al.,
2021b) consists of adversarial images that are wrongly classified by ResNet-50 models. ImageNet-R (Hendrycks
et al., 2021a) consists of rendition images, which contain art, cartoons, graffiti, tattoos, toys, video games, and other
renditions. ImageNet-V2 (Recht et al., 2019) consists of new test data for ImageNet, which are collected a decade
after the original ImageNet dataset. Previous works (Kumar et al., 2022b; Wortsman et al., 2022b) used an ImageNet
pre-trained model, fine-tuned it with a smaller version of ImageNet, and tested it on other ImageNet variants (e.g.,
ImageNet-A and ImageNet-R). Compared to this setting, we focus on a more challenging scenario where the fine-tuning
data is different from the pre-training data; we thus fine-tune the model on ImageNet-Sketch, which has a different
image style from the original ImageNet, and test on other variants (ImageNet-A, ImageNet-R, and ImageNet-V2).

• We resize all images into 224×224 pixels.

y=0 y=3 y=0

y=0 y=3 y=0

Figure 5. Diabetic Retinopathy (Medical) data examples for the in-distribution. The images are from TensorFlow Datasets (TFD).
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y=0y=0

y=0

y=3

Figure 6. Diabetic Retinopathy (Medical) data examples for the out-of-distribution. The images are from TensorFlow Datasets (TFD).

y=421 y=956 y=233 y=414

y=898 y=758
y=829

y=366

Figure 7. ImageNet-Sketch data examples used for the in-distribution of ImageNet experiments. The images are from TensorFlow
Datasets (TFD).

D.2. Models

In our experiments, we use two large pre-trained models: T5x (Raffel et al., 2020; Roberts et al., 2022) and ImageNet-21k
pre-trained ViT (Dosovitskiy et al., 2021) for language-based recommendation and computer vision tasks, respectively.
Specifically, we use T5x-small and ViT-base architectures, which have 60M and 86M parameters, respectively. We modify
the last layers of T5x and ViT to work with each classification task.

LEVI uses a small randomly-initialized model and adapting layers together with the given large model (i.e., T5x and ViT).
We note that the small randomly-initialized model in LEVI can be defined to effectively learn the task-specialized features,
and we follow the general knowledge from recommendation and computer vision literature.

• For the large model, LEVI can use either an original pre-trained model or an adapted (fine-tuned or light-tuned) model,
as discussed in Remark 5. In our main experiments, we perform LEVI with a light-tuned model that updates half of the
parameters (i.e., half of the transformers) to improve the overall performance by aligning a given large model with the
target task. We also provide the full results of LEVI with pre-trained, light-tuned, and fine-tuned models in Sec. E.4.

• For the small randomly-initizlied model, we use a two-layer multi-layer perceptron (MLP) model with input embedding
layers for recommendation tasks and a four-layer convolutional neural network (CNN) model for computer vision tasks.
The two-layer MLP model used in the recommendation tasks consist of 512 and 256 neurons in each hidden layer. The
CNN model used in the vision tasks consist of four convolution layers ((3×3)-kernel, 32 features), ((3×3)-kernel, 64
features), ((3×3)-kernel, 64 features), and ((3×3)-kernel, 64 features), where a batch normalization, ReLU, and max
pooling are followed by each convolution layer. The last layer is flattened to be served to the adapting layers. We note
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y=314 y=110

y=641 y=317

(a) ImageNet-A

y=276 y=472

y=388 y=122

y=570
y=293

(b) ImageNet-R (c) ImageNet-V2

y=636 y=217

y=353y=421

y=572 y=429

Figure 8. ImageNet-A (a), ImageNet-R (b), and ImageNet-V2 (c) data examples used for out-of-distributions of ImageNet experiments.
The images are from TensorFlow Datasets (TFD).

that, in general, as the small model size increases (e.g., it has more layers), LEVI’s performance increases, but eventually
converges. In our experiments, the small models with good enough performances are much smaller than any large
pre-trained models used in the language-based and vision-based tasks.

• Each adapting layer is composed of an MLP with one hidden layer, where the numbers of neurons in the hidden layer
are 256 and 1024 for the recommendation and computer vision tasks, respectively.

D.3. Hyperparameters

We provide more details on hyperparameters and settings.

Here are common hyperparameters and settings for all algorithms. We use the Adam optimizer and SGD optimizer for T5x
and ViT experiments, respectively. For batch sizes, we use 200 for MovieLens, 100 for Amazon Review, and 512 for all
computer vision datasets. For learning rates, we consider a set {0.0001, 0.001, 0.01, 0.1} for all algorithms except linear
probing. In linear probing, we use a learning rate set with larger values {0.001, 0.01, 0.1, 1.0, 10.0}, as reported in previous
studies (Kumar et al., 2022b; He et al., 2020; Chen et al., 2020a). For each algorithm, we choose the best hyperparameters
from the above candidate sets to achieve the best performance in the in-distribution validation set, while not accessing the
out-of-distribution datasets.

When the baselines require other hyperparameters (e.g., FT+ZeroShot (Wortsman et al., 2022b) uses a weight parameter to
balance the importance between the fine-tuned model and the zero-shot model), we follow the candidate sets used in the
original paper and choose the best hyperparameters to achieve the best performance in the in-distribution validation set.

D.4. Settings of Ablation Study

We provide more details on the setting of the ablation study. We consider five ablations (A1–A5), as shown in Table 5. First,
we perform a simple prediction ensemble between two fine-tuned large models (A1). We also perform a simple prediction
ensemble between a fine-tuned large model and a small trained-from-scratch model (A2). We note that both A1 and A2 do
not use intermediate layer information and simply average the final outputs (predictions) of the models. We then perform an
ensemble between intermediate layers of a large model without using the trained-from-scratch model (A3). Finally, we
compare with trained-from-scratch (task-specialized) models with (A4) single-head and (A5) multi-head without using the
large model. Here, A4 is a standard model that produces one prediction per input sample. A5 consists of a shared-bottom
layer block followed by multiple final heads that produce predictions, where we average the predictions of the different
heads, similar to the ensemble.
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Based on the above ablations, we investigate the importance of each component in LEVI. For example, A1 and A3 show
the impact of using the small yet task-specialized trained-from-scratch model in LEVI. Also, A2, A4, and A5 show the
importance of using the large model. Finally, A1 and A2 show the benefits of using the intermediate layer outputs in the
large model. As a result, Table 5 show that all components in LEVI (i.e., using a small yet task-specialized model with
multiple intermediate layers of a large model) contribute to the overall ID and OOD performances.

E. Additional Experiments
Continuing from Sec. 5, we provide additional experimental results.

E.1. More Results on Recommendation Tasks

Continuing from Sec. 5.1, we provide full OOD performances on the MovieLens genre shifts in Tables 9 & 10 and Amazon
Review product shifts in Table 11. We compare LEVI with 1) standard training baselines (e.g., full fine-tuning, light-tuning,
and training-from-scratch) and 2) state-of-the-art fine-tuning generalization baselines.

The results are consistent with those in Table 1. For example, in many cases, full fine-tuned models show worse OOD
results than either the light-tuned or trained-from-scratch models. This phenomenon is especially notable in Table 11, where
the fine-tuned model performs far worse than all the light-tuned and trained-from-scratch models. Also, the fine-tuning
generalization baselines (e.g., LP→FT, FT+RobustModel) mostly improve the OOD performances of the fine-tuned model.
However, the FT+ZeroShot baseline sometimes largely fails to improve the OOD performances, as in Table 11. As we
discussed in Sec. 5.1, we suspect that the pre-trained (zero-shot) language features are not sufficient for this downstream
task and thus may even harm the results. In comparison, LEVI further improves OOD results in all types of shifts.

Table 9. OOD performances on the MovieLens dataset, where the type of OOD is genre shifts (part 1).

Method Adventure Sci-Fi War Crime Children Horror

T5x Fine-tuning (FT) 1.251±0.036 1.314±0.046 1.153±0.033 1.341±0.005 1.262±0.045 1.355±0.050

T5x Light-tuning: Half of transformers (HT) 1.283±0.018 1.352±0.022 1.276±0.019 1.405±0.089 1.298±0.028 1.403±0.008

T5x Light-tuning: Linear probing (LP) 1.233±0.005 1.231±0.099 1.166±0.224 1.402±0.118 1.195±0.032 1.398±0.123

T5x From scratch (FS) 1.350±0.022 1.296±0.018 1.246±0.032 1.367±0.060 1.279±0.031 1.399±0.046

LP→FT (Kumar et al., 2022b) 1.335±0.008 1.352±0.013 1.294±0.071 1.340±0.002 1.368±0.030 1.378±0.004

FT+RobustModel (Kumar et al., 2022a) 1.122±0.013 1.175±0.045 1.066±0.068 1.203±0.026 1.103±0.013 1.257±0.063

FT+FS 1.156±0.018 1.196±0.024 1.076±0.002 1.235±0.010 1.142±0.032 1.259±0.042

FT+ZeroShot (Wortsman et al., 2022b) 1.227±0.032 1.338±0.036 1.134±0.020 1.343±0.003 1.239±0.038 1.363±0.029

LEVI 1.036±0.006 1.138±0.010 1.059±0.069 1.178±0.051 1.047±0.017 1.105±0.019

Table 10. OOD performances on the MovieLens dataset, where the type of OOD is genre shifts (part 2).

Method Mystery Musical Animation Western Film-Noir Documentary

T5x Fine-tuning (FT) 1.268±0.023 1.265±0.060 1.262±0.049 1.216±0.068 1.125±0.082 1.404±0.045

T5x Light-tuning: Half of transformers (HT) 1.245±0.038 1.315±0.024 1.327±0.023 1.194±0.013 1.122±0.014 1.467±0.031

T5x Light-tuning: Linear probing (LP) 1.213±0.122 1.158±0.025 1.166±0.015 1.100±0.101 1.062±0.273 1.288±0.062

T5x From scratch (FS) 1.303±0.043 1.259±0.031 1.262±0.031 1.187±0.038 1.160±0.025 1.388±0.044

LP→FT (Kumar et al., 2022b) 1.428±0.083 1.356±0.049 1.396±0.034 1.327±0.039 1.260±0.004 1.455±0.029

FT+RobustModel (Kumar et al., 2022a) 1.125±0.084 1.097±0.028 1.092±0.020 1.048±0.088 1.017±0.127 1.221±0.073

FT+FS 1.167±0.033 1.143±0.028 1.139±0.026 1.091±0.044 1.033±0.018 1.277±0.024

FT+ZeroShot (Wortsman et al., 2022b) 1.254±0.016 1.235±0.049 1.246±0.033 1.124±0.096 1.143±0.076 1.396±0.026

LEVI 0.973±0.013 1.077±0.031 1.074±0.015 0.949±0.029 0.878±0.052 1.267±0.031
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Table 11. OOD performances on the Amazon Review dataset, where the type of OOD is product shifts.

Method Watch Toy Sports Music Jewelry Furniture Baby

T5x Fine-tuning (FT) 2.016±0.131 2.015±0.181 2.024±0.165 1.986±0.164 2.029±0.158 2.075±0.125 2.057±0.151

T5x Light-tuning: Half of transformers (HT) 1.925±0.291 1.875±0.304 1.814±0.287 1.645±0.295 1.966±0.239 1.916±0.304 1.892±0.303

T5x Light-tuning: Linear probing (LP) 1.776±0.120 1.782±0.129 1.752±0.135 1.668±0.165 1.763±0.123 1.792±0.110 1.782±0.125

T5x From scratch (FS) 1.564±0.004 1.505±0.007 1.471±0.012 1.241±0.029 1.553±0.004 1.593±0.003 1.532±0.012

LP→FT (Kumar et al., 2022b) 1.692±0.023 1.693±0.032 1.657±0.026 1.551±0.010 1.676±0.022 1.716±0.034 1.696±0.029

FT+RobustModel (Kumar et al., 2022a) 1.757±0.111 1.754±0.141 1.745±0.139 1.686±0.162 1.759±0.123 1.789±0.108 1.776±0.129

FT+FS 1.561±0.015 1.526±0.031 1.506±0.031 1.341±0.047 1.562±0.024 1.604±0.022 1.550±0.031

FT+ZeroShot (Wortsman et al., 2022b) 2.509±0.149 2.467±0.169 2.527±0.144 2.647±0.150 2.481±0.176 2.478±0.218 2.498±0.221

LEVI 1.346±0.003 1.303±0.003 1.275±0.003 1.118±0.013 1.348±0.007 1.366±0.010 1.327±0.002

E.2. More Results on Vision Tasks

Continuing from Sec. 5.1, we provide full OOD performances on the ImageNet-variant datasets in Table 12. We use the
same baselines in the previous section except the trained-from-scratch baseline, as ViT models are known to be hard to train
on small or mid-sized training data using random weight initialization (Steiner et al., 2022).

As we observed in Sec. 5.1, the existing fine-tuning generalization baselines improve OOD performances, as the ImageNet
pre-trained ViT has reasonable features to support ImageNet-variants datasets. Although these baselines show more effective
results in the ImageNet scenario compared to the language-based recommendation tasks, LEVI still achieves the best or
second-best OOD accuracies among all baselines while having ID accuracies comparable to that of the fine-tuned model –
see the ID results in Table 2.

Table 12. OOD performances on the ImageNet-variant datasets: ImageNet-A, ImageNet-R, and ImageNet-V2.

Method OOD Acc: A OOD Acc: R OOD Acc: V2

ViT Fine-tuning (FT) 1.90±0.22 33.60±0.74 29.37±0.49

ViT Light-tuning: Half of transformers (HT) 4.46±0.26 38.48±0.21 43.62±0.45

ViT Light-tuning: Linear probing (LP) 8.57±0.04 35.59±0.05 50.32±0.12

LP→FT (Kumar et al., 2022b) 4.43±0.19 36.90±0.15 43.44±0.15

FT+RobustModel (Kumar et al., 2022a) 5.22±0.08 39.98±0.54 45.71±0.15

FT+ZeroShot (Wortsman et al., 2022b) 5.21±0.03 43.35±0.16 47.75±0.32

LEVI 5.25±0.02 45.94±0.19 49.68±0.14
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E.3. Results on Another NLP Task

Continuing from Sec. 5, we perform an additional experiment for sentiment classification, a different type of natural language
processing (NLP) tasks, and observe consistent performance improvements when using LEVI.

In this experiment, we revisit the Amazon Review dataset (Ni et al., 2019), which can be used for the sentiment analysis
of customers using their review texts (Xie et al., 2020; Du et al., 2019). We note that while “review texts” have not been
used as an input feature in our recommendation experiments to follow the common setting of the recommendation task,
we now use the text information as the main input feature for classifying customer sentiments. For the baselines, we
compare four standard training baselines (FT, HT, LP, and FS) and a state-of-the-art fine-tuning generalization baseline
FT+RobustModel (Kumar et al., 2022a), which shows the best performances among the baselines in Table 1.

As a result, Table 13 shows that LEVI outperforms all the baselines in terms of both ID and OOD performances in the
sentiment classification task. This result indicates that LEVI can support more general types of NLP tasks.

Table 13. Performances on the Amazon Review dataset for sentiment classification.

Method ID RMSE OOD RMSE

T5x Fine-tuning (FT) 0.686 0.802
T5x Light-tuning: Half of transformers (HT) 0.743 0.868
T5x Light-tuning: Linear probing (LP) 1.343 1.487
T5x From scratch (FS) 0.900 1.089
FT+RobustModel (Kumar et al., 2022a) 0.624 0.727

LEVI 0.587 0.691

E.4. LEVI with Different Large Models

Continuing from Secs. 5.1 and D.2, we provide the results of LEVI with pre-trained, light-tuned, and fine-tuned models. As
LEVI’s large model can be one of original pre-trained or downstream task adapted (i.e., light-tuned or fine-tuned) models,
we compare the performances of LEVI with different large models.

Table 14 shows the ID and OOD performances of LEVI on the MovieLens and Amazon Review datasets. The ID
performances are better when using the fully fine-tuned large models in LEVI compared to using the pre-trained and
light-tuned models. In comparison, the OOD performances are better when using the pre-trained and light-tuned models.
This result shows the relationship between the ID-OOD tradeoff and adapting large models to the fine-tuning (ID) data.
LEVI can enjoy better ID performances when using a large model more adapted to the fine-tuning (ID) data, while achieving
better OOD performances with an original pre-trained model, which is less affected by the problematic features in the
fine-tuning data.

Table 14. Performances of LEVI on the MovieLens and Amazon Review datasets with different large models.

MovieLens Amazon Review

Method ID OOD (12 genres) ID OOD (time) OOD (7 products)

LEVI with pre-trained T5x 0.944±0.004 1.104±0.003 1.109±0.003 1.296±0.011 1.275±0.006

LEVI with light-tuned T5x 0.932±0.005 1.065±0.018 1.095±0.003 1.310±0.006 1.298±0.006

LEVI with fully fine-tuned T5x 0.927±0.004 1.085±0.014 1.093±0.001 1.318±0.004 1.524±0.110
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E.5. More Results on Efficiency Comparison

Continuing from Sec. 5.2, we provide the full results of efficiency comparison between LEVI and baselines. We use 1) the
number of model parameters and 2) floating point operations (FLOPs). Tables 15 and 16 show the comparisons for T5x and
ViT, respectively. As we observed in Sec. 5.2, when LEVI uses a pre-trained model, the number of training parameters is
much lower than all state-of-the-art baselines, and the other two metrics are comparable to those of using a single large
model. When LEVI uses a fine-tuned model, it shows comparable results with single model-based baselines, including
FT+ZeroShot, in all three metrics. Compared to the heavy ensembles with two large models (i.e., FT+RobustModel, FT+FS),
which show good performances among the baselines in various tasks, LEVI is much efficient while also achieving better
OOD generalization.

Table 15. Number of parameters and FLOPs of baselines and LEVI with T5x. The FLOPs of the default T5x model are obtained from the
previous study (Akbari et al., 2022).

Method Params (Train.) Params (Infer.) FLOPs

Fine-tuning (FT) 60M 60M 33G
Light-tuning: Half of transformers (HT) 30M 60M 33G
Light-tuning: Linear probing (LP) ∼5K 60M 33G
From scratch (FS) 60M 60M 33G

LP→FT (Kumar et al., 2022b) 60M + ∼5K 60M 33G
FT+RobustModel (Kumar et al., 2022a) 120M 120M 66G
FT+FS 120M 120M 66G
FT+ZeroShot (Wortsman et al., 2022b) 60M 60M 33G

LEVI with pre-trained model ∼2M 60M + ∼2M 33G + ∼4M
LEVI with light-tuned model 30M + ∼2M 60M + ∼2M 33G + ∼4M
LEVI with fully fine-tuned model 60M + ∼2M 60M + ∼2M 33G + ∼4M

Table 16. Number of parameters and FLOPs of baselines and LEVI with ViT. The FLOPs of the default ViT model are obtained from the
previous study (Rao et al., 2021).

Method Params (Train.) Params (Infer.) FLOPs

Fine-tuning (FT) 86M 86M 17.5G
Light-tuning: Half of transformers (HT) 43M 86M 17.5G
Light-tuning: Linear probing (LP) ∼1M 86M 17.5G

LP→FT (Kumar et al., 2022b) 86M + ∼1M 86M 17.5G
FT+RobustModel (Kumar et al., 2022a) 172M 172M 35G
FT+ZeroShot (Wortsman et al., 2022b) 86M 86M 17.5G

LEVI with pre-trained model ∼15M 86M + ∼15M 17.5G + ∼5G
LEVI with light-tuned model 43M + ∼15M 86M + ∼15M 17.5G + ∼5G
LEVI with fully fine-tuned model 86M + ∼15M 86M + ∼15M 17.5G + ∼5G
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E.6. More Results on Compatibility with Efficient Fine-Tuning Methods

Continuing from Sec. 5.3, we provide full OOD performances when using LoRA (Hu et al., 2022) on the ImageNet-variant
datasets. When LEVI uses a fine-tuned model instead of an original pre-trained model, we can use efficient fine-tuning
techniques like LoRA to improve the overall training efficiency. Table 18 shows that LEVI improves the OOD performances
of the LoRA-tuned models in all the three ImageNet-variant datasets (ImageNet-A, ImageNet-R, and ImageNet-V2),
demonstrating that LEVI can be gracefully merged together with existing efficient fine-tuning methods.

Table 17. OOD performances of LoRA experiments on the ImageNet-variant datasets: ImageNet-A, ImageNet-R, and ImageNet-V2.

Method OOD Acc: A OOD Acc: R OOD Acc: V2

LoRA-tuned ViT 2.50±0.01 31.21±0.36 32.53±0.14

LEVI with LoRA-tuned ViT 3.76±0.09 35.91±0.38 37.25±0.27

E.7. More Results on Compatibility with Efficient Fine-Tuning Methods

Continuing from Sec. 5.3, we provide full OOD performances when using LoRA (Hu et al., 2022) on the ImageNet-variant
datasets. When LEVI uses a fine-tuned model instead of an original pre-trained model, we can use efficient fine-tuning
techniques like LoRA to improve the overall training efficiency. Table 18 shows that LEVI improves the OOD performances
of the LoRA-tuned models in all the three ImageNet-variant datasets (ImageNet-A, ImageNet-R, and ImageNet-V2),
demonstrating that LEVI can be gracefully merged together with existing efficient fine-tuning methods.

Table 18. OOD performances of LoRA experiments on the ImageNet-variant datasets: ImageNet-A, ImageNet-R, and ImageNet-V2.

Method OOD Acc: A OOD Acc: R OOD Acc: V2

LoRA-tuned ViT 2.50±0.01 31.21±0.36 32.53±0.14

LEVI with LoRA-tuned ViT 3.76±0.09 35.91±0.38 37.25±0.27

E.8. Illustration on Spurious Feature Mitigation

Continuing from Sec. 5, we demonstrate that LEVI can mitigate the impact of spurious features. For a clear illustration,
we perform a synthetic experiment with datasets consisting of two spurious features (s1, s2), one transferable feature (x),
and one binary label attribute (y). Specifically, we construct three datasets: 1) a pre-training dataset, where s1 and x are
correlated with y; 2) a fine-tuning dataset, where s2 and x are correlated with y; and 3) a test dataset, where only x is
correlated with y. All datasets have 2,000 data points.

We compare three models, 1) fine-tuned, 2) trained-from-scratch, and 3) LEVI-based models. 1) We first pre-train a
3-layer neural network on the given pre-training data and then fine-tune it on the fine-tuning data. 2) We also prepare a
trained-from-scratch model only using the fine-tuning data. 3) Finally, we train a LEVI model that uses complementing
views from the pre-trained model and the trained-from-scratch model.

When applying the three models on the test data (only has the transferable feature), we have the following result: the
fine-tuned, trained-from-scratch, and LEVI models achieve accuracies (the higher the better) of 68.9, 69.5, and 75.5,
respectively. This result indicates that LEVI is clearly less affected by the spurious correlations by s1 and s2 and uses the
information of transferable feature x, compared to the fine-tuned and trained-from-scratch models.
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F. Possible Extension via Other Efficient Ensemble Techniques
Continuing from Sec. 5.3, we provide more discussion on a possible extension of LEVI to further improve its efficiency via
other efficient ensemble techniques. Here, we focus on a widely used efficient ensemble technique called BatchEnsem-
ble (Wen et al., 2020), which is designed to reduce the computational and memory costs of typical heavy ensembles of
multiple models, while achieving similar performances with the heavy ensembles. The key idea of BatchEnsemble is to use
one shared weight matrix with multiple rank-one matrices, where each rank-one matrix is multiplied by the shared matrix to
recover each member (model) of the original ensemble – please refer to the details in Wen et al. (2020).

To further improve the efficiency of LEVI, we can consider applying the idea of BatchEnsemble, especially to the adapting
layers in LEVI. When downstream tasks and models become much more complex and large, LEVI may require larger-
sized adapting layers compared to those used in our current experiments. In such cases, one possible way to reduce the
computational and memory costs can be to set each adapting layer with a single-rank matrix, as in BatchEnsemble. Although
LEVI is already very efficient compared to existing heavy ensembles, extending our work by studying the compatibility
with other efficient ensemble methods will be a promising future direction.
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