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Abstract

Generative large language models (LLMs) excel in natural language processing
tasks, yet their inner workings remain underexplored beyond token-level predic-
tions. This study investigates the degree to which these models decide the content
of a paragraph at its onset, shedding light on their contextual understanding. By ex-
amining the information encoded in single-token activations, specifically the "\n\n"
double newline token, we demonstrate that patching these activations can transfer
significant information about the context of the following paragraph, providing
further insights into the model’s capacity to plan ahead.

1 Introduction

Recent advancements in large language models have revolutionized Natural Language Processing,
enabling unprecedented performance on a wide range of tasks, including machine translation [24; 17],
question answering [3; 2], and text generation [16; 2]. Despite these successes, our understanding of
how these models internally process and represent information remains limited [14; 26].

Previous studies have demonstrated that internal model representations can reveal how models plan
ahead in text generation. By intervening on neural activations—specifically by patching them between
different locations at inference time - we can uncover existing causal relationships [31; 28; 23; 20; 7].
For instance, Pal et al. use causal intervention methods in their Future Lens approach [15] to show
that individual hidden states at position t contain signals rich enough to predict future tokens at t+ 2
or beyond, and this insight has been used to improve performance of models [6; 1]. However, existing
interpretability research predominantly focuses on token-level predictions by examining how models
predict individual words or tokens [12], rather than exploring broader contexts such as the thematic
coherence of a sentence or paragraph.

Our work aims to bridge the gap between token-level and paragraph-level understanding by investi-
gating whether the information content of single-token activations remains relevant when we consider
sequences of tokens, with a specific focus on the "\n\n" double newline token. We hypothesize that
these activations contain information about the structure and content of the following paragraph,
providing insight into the model’s comprehension of larger textual units.

In section 2, we demonstrate through a preliminary experiment that text structure is embedded
in a language model’s attention scores. In section 3, we examine the extent to which a model,
at the start of a paragraph, has already planned the rest of the generated text. To explore this,
we patch activations onto a model with a neutral prompt – a double newline – and investigate
whether the future paragraph contains information transferred at the hidden representation level.
Compute details can be found in Appendix B. The code for our experiments is available on GitHub
at: https://github.com/nickypro/extracting-paragraphs.
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2 Is Text Structure Encoded in the Model’s Attention Patterns?

To motivate our approach, we first demonstrate that sequences of paragraphs can be identified
through the analysis of an LLM’s attention activations. We generate texts by prompting a model with
instructions1 phrased as:

Tell me about topic 1 in k words, then tell me about topic 2 in k words. Structure it as 2
paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

These generated texts, referred to as original contexts, are structured uniformly by instructing the
model not to generate headings and additional comments. We then extract and inspect the combined
attention patterns across all heads for each model-generated text.

To observe the context switch, we conduct two key analyses, averaging across the textual generations:
(1) the distribution of attention weights close to the topic change, and (2) the cosine similarity of
attention output activations inside and across paragraphs, or topics. Experiment (1) checks to what
extent attention heads focus on the current paragraph, whilst (2) investigates if attention outputs differ
between paragraphs.

Figure 1: (Left): Heat map of the average attention weights around the topic change. (Right): Cosine
similarity between attention activations. Results averaged over 200 model-generated original contexts,
sharing a common structure.

Figure 1 shows the results of our attention pattern analysis. In our study, we used 20 prompts (i.e.,
pairs of topics), generating 10 texts per prompt, for a total of 200 generated texts. The generations
were implemented with the Gemma 2, 9b model [21] at a temperature of 0.3, and activations were
retrieved using the HuggingFace Transformers library [27]. On the left, the attention weights indicate
that the model tends to attend to previous tokens almost exclusively from the same paragraph. On the
right, the cosine similarities of attention outputs show how strongly text structure is encoded across
layers.

In the first 18 layers, the cosine similarities of attention activations increase within paragraphs and
decrease across paragraphs, suggesting that the model is learning abstract representations in early
layers, where it gradually develops an understanding of the paragraph topic. Another consistent
finding across all experimental settings is that distinctions between paragraphs diminish in the final
layers, from layer 30 onwards. We conjecture that this may be due to the model eventually producing
text of a very similar overall form for both topics. An additional plot displaying the cosine similarities
for all 42 model layers can be found in Appendix A.

Altogether, our preliminary experiments suggest that our model maintains a strong contextual
awareness during text generation, in line with research allowing consistent text embed fine-tuning
[30], and "planning" [10; 28; 8]. These results also confirm that the context switch at the start of a
paragraph is encoded in the activation space.

1We add a qualifier to not explicitly name the topic, as the model has a tendency to explicitly name the topic
at the start of the paragraph. The qualifier increases the difficulty of tasks in Section 3. Additionally, the model
would inconsistently write a heading before the paragraph. See Appendix C for results with a simpler prompt.
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Figure 2: Diagram describing our approach. After collecting activations at the transition token on the
original context model, we transfer these to all layers of the neutrally-prompted model.

3 Generation Experiments with Transferred Activations

To investigate how models plan ahead for a new section, we conduct a series of generation experiments,
illustrated in Figure 2. We first prompt a model with the original contexts (i.e., pairs of topics) and
extract the activations of the double newline token between topics. These activations are then
transferred to the corresponding double newline token of a neutral context, i.e. a fresh model
“neutrally” prompted with "<bos>\n\n". This transfer occurs across all layers of the model, i.e.
including both attention and Multi-Layer Perceptron (MLP) layers. Doing so effectively "seeds" the
neutral context with information encoded solely in the activation vector of the double newline token,
without additional context. Our goal is to analyse how much of the second paragraph’s information is
contained in this token, assessing the extent to which the model has planned the rest of the generated
text at the start of a new paragraph. A summary of different baselines is available in Table 1.

Generation Method Description

Original The initial generation we get from the prompt.
Full Context Another generation with the full context (the prompt and first paragraph).

Neutral0 Generate using a blank context "<bos>\n\n".
NeutralN Generate with a blank context + N tokens from the original output.

Transferred Generate with prompt "<bos>\n\n", but replace activations in the "\n\n"
token with those from the "\n\n" token in the full context

Table 1: Summary of different methods used for generating text outputs.

Figure 3: Context similarity visualised with T-SNE.
Results over 200 original contexts.

To analyse the context of the transferred
generations—i.e., texts generated from neu-
trally prompted models with transferred activa-
tions—we use state-of-the-art sentence embed-
ding techniques [22; 13; 11]. We convert the
output sequence of tokens into a single activation
vector using NV-Embed-v2 [9; 18; 19], and com-
pare the semantic similarity between the original
generations and those produced from the trans-
ferred activations. Additionally, we compare
these with texts generated by the model using
the same neutral prompt without activation trans-
plantation, referred to as the neutral0 generations.
(The relevance of ‘0’ is explained two paragraphs
below.)

Figure 3 shows the first two dimensions of a T-Distributed Stochastic Neighbour Embedding (T-SNE)
for the neutral0, original, and transferred generated texts. Our findings reveal a remarkable degree of
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semantic similarity between the original paragraphs and those generated from the transferred double
newline token activations. For each prompt, the transferred cluster aligns well with the original
cluster. In contrast, texts generated from the unaltered, neutrally prompted model are randomly
scattered, showing low similarity with the original generations. This confirms that the activations of
the double newline token hold a lot of information about the upcoming paragraph, despite it being a
separate topic from the previous one. An additional plot comparing the generations with PHATE can
be found in the Appendix A.

Figure 4: Distribution of cosine distances to the original generation. Contexts are summarized using
sentence transformers, and distributions are taken over 200 original contexts.

Full context Transferred Neutral0 Neutral1 Neutral2 Neutral5 Neutral10

Mean 0.145 0.361 0.906 0.835 0.717 0.474 0.282
St. Dev ±.089 ±.144 ±.044 ±.126 ±.151 ±.168 ±.143

Table 2: Cosine distances to original generation.
Given that we transfer the activations from every layer, we in particular transfer the activations of the
final layer. This means that we are effectively telling the model what the next token is, so comparing
this case with the neutral prompt may unfairly advantage our transferred generations. To address this,
we add “cheat” tokens to assist the neutral baseline by hinting at the context of the next paragraph and
removing the next-token prediction advantage of the transferred generations. Specifically, we create
four additional sets of generations—neutral1, neutral2, neutral5, and neutral10—where the neutral
prompt is concatenated with one, two, five, or ten “cheat” tokens, which are the first words of the
following paragraph in the original generation. Finally, we also compare to a Full Context baseline,
where we generate a new completion for the second paragraph given each original completion of the
prompt and first paragraph. We use the same sentence transformer to retrieve the embeddings of the
generations.

Figure 4 displays the distribution of cosine distances to the original generation, with Table 2 sum-
marising the average cosine distances. The transferred generations significantly outperform neutral0
up until neutral5, being much closer to the original generations. Neutral10, however, manages to
outperform Transferred activations on the cosine distance metric. We see overall that the model can
bootstrap from the limited context to restore the original paragraph it was going to generate.

While this showcases that sentence embed cosine distances can be a relatively reliable scalable metric
for understanding paragraphs, it does not paint a full picture. Looking at full examples in Appendix
E, we see that the transferred paragraph maintains better coherence to the topic, at the cost of having
less exact match to the specific tokens generated. In particular, see the Ancient Mayan Civilisation
example in Table 5, which manages to maintain references to Mayan civilisation, while even the
Neutral10 generations err towards Ancient Greek and Babylonian.
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4 Related work

Our work leverages activation patching, a standard technique in mechanistic interpretability intro-
duced by Vig et al. [25; 29; 4]. This is in line with the work of Jenner et al., which uses activation
patching to understand the look-ahead behaviour in Leela Chess Zero’s policy network. However,
contrasting with their focus on chess strategy optimization, we explore how language models antici-
pate the context of future paragraphs. Our work also builds upon recent studies examining lookahead
in causal language models, although they adopt a different approach to the question. For example, the
Future Lens approach [15] investigates how much signal individual hidden states contain by using
them to predict subsequent embeddings, and Wu et al. [28] modify training procedures to gain deeper
insights into token planning. Addressing context planning from another perspective, the Patchscope
approach [5] combines inspection prompts and activation engineering to investigate how context is
read, demonstrating that this process occurs predominantly in early layers.

While these studies offer valuable perspectives, our research question diverges by examining the
phenomenon at a different scale. We focus on the context of an entire section of generated text, notably
using sentence embedding. This approach allows us to explore broader contextual relationships and
planning mechanisms within language models [8] .

5 Discussion

Conclusion

In this work, we investigate how an LLM plans for future context. By using a specific set of
prompts, we observed the model’s attention allocation between the current paragraph and the previous
paragraph on a different topic. We further examined the extent of “pre-planned” information the model
holds for the subsequent paragraph by performing activation transfers on a neutrally prompted model.
Our findings suggest that a single token encodes a substantial amount of contextual information about
the forthcoming section, and that most (but not all) of this information seems to be contained in the
first two tokens of generation.

Limitations While our framework provides valuable insights, it has several limitations. First, it is
designed specifically for autoregressive (or “causal”) models and does not apply to word2word models,
which lack the same sequential generation process. Thus, its utility is tied to autoregressive model
architectures. Second, this study is an experimental investigation rather than a comprehensive solution.
The methods are not foolproof and are not suited for explaining sensitive or high-stakes models. This
work should be viewed as a foundational step for future research aimed at developing more robust
methods. Additionally, our experiments have been conducted using only a specific language model.
However, we reasonably expect that our findings generalize to other transformer-based language
models, which are widely used today.

Future work Our experiments focus on abrupt context switches, which, while useful for certain
analyses, may not fully represent realistic scenarios. Future work could explore applying our approach
to cohesive texts without abrupt context switches, though this poses its own challenges. Specifically,
distinguishing between the information the model “remembers” across sections and what it knows at
the onset of a paragraph is complex. Currently, our framework examines the model’s planning for the
“next paragraph”, but future research could extend this to predict further sections ahead. Evaluating
whether the framework can anticipate not just the immediate next paragraph but also subsequent
sections could provide insights into its ability to construct and maintain a global narrative structure.
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A Further Experimental Results

Figure 5: Cosine similarity between attention activations across all 42 layers of the model. Results
averaged over 200 model-generated original contexts, sharing a common structure.

B Experimental details

For our observational experiment in Section 2, note that a few generations were excluded from our
analysis as the outputs were not in line with the expected structure. (e.g. text wasn’t about two
different topics, one blended text about two topics).
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Figure 6: Comparison of context similarity between (left) original, neutral0, and activation-transferred
text generations and (right) adding neutral1 and neutral5. Contexts were summarized using sentence
transformer embeddings and visualized with PHATE, with results shown over 200 model-generated
original contexts.

To make the attention weights plot in figure 1, we collected the attention weights in each head of
a layer and summed them up. We then average the result from each layer and each text to get a
combined plot.

Table 3: Computing details

Experiment Compute specification Compute time
Observational 1x RTX A4000 16GB 6 mins
(Section 2)

Transferred generations 2x RTX A4000 16GB 24 hours for generating the 8 types of texts:
(Section 3) (original, full-context, transferred, neutral0,

neutral1, neutral2, neutral5, and neutral10).

We used the Huggingface Transformers library [27] to implement the extraction of attention weights.

C Different Prompts

We show here some results with a simpler prompt:

"Tell me about topic 1 in 150 words and then tell me about topic 2 in another 150 words. Only
do that. Make sure you don’t add any headings or comments"

We find that results with this prompt are "more accurate", but only because the output almost always
starts by naming the topic. For example, "Tell me about contactless payments" would often be
completed with "Contactless payments are...". This confounds the results, as the activations implicitly
contain the beginning of the next token "Contactless", which significantly reduces the space of
possible completions.

We in figure 7 and table C, we see the results, and note that the cosine distances of Transferred and
Neutral are significantly lower, with even Neutral1 sometimes giving results with cosine similarity
of approximately 0, and Neutral2 having mean cosine distance 0.303, similar to what we got for
Neutral10 in Table 2 with the improved prompt.

The plots for T-SNE and PHATE show that the outputs are also more similar, as seen in Figure ??.

C.1 Experimenting with more complex topics

To test whether our transition token only contains information for the immediate next 1-2 tokens, we
try experimenting with more complex topics. We have not yet run the full experiments for these cases,
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Figure 7: Cosine Distances of various generations to the original outputs.

Type of Generation Neutral0 Neutral1 Neutral2 Transferred
Mean Cosine Distace
(Standard deviation)

0.973 (0.06) 0.616 (0.293) 0.303 (0.239) 0.214 (0.210)

Table 4: Mean cosine distances to the original generation with standard deviations. Contexts are
summarized using sentence transformers, and distributions were taken over 1,000 original contexts.

but anecdotally trying with dozens of examples shows that the double newline token only contains
enough information to capture a part of the topic.

Topic: Alternative energy storage

Original output: ’Alternative energy storage is now a crucial topic ’

Start of transferred output 1 Alternative energy sources are becoming increasingly important in the
face of climate change and the growing need for sustainable energy solutions. These sources, such as
solar, wind, and geothermal...

Start of transferred output 2 Alternative energy sources are becoming increasingly important as the
world transitions towards a more sustainable future. Solar panels, wind turbines, and other renewable
energy technologies are ...

Start of transferred output 3 Alternative energy sources are becoming increasingly popular as the
world seeks to reduce its reliance on fossil fuels. Solar panels, wind turbines, and hydroelectric dams
are just a few examples ...

Topic: Astrophysics recent findings

Original output: ’Astrophysics has recently made strides in understanding’

Figure 8: (Left) TSNE of 1,000 generations with simpler prompt and (Right) PHATE of 1,000
generations with simpler prompt. Both show generations for original, transferred, and Neutral0
generations.
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Start of transferred output 1 Recent advancements in artificial intelligence (AI) have led to the
development of powerful tools that can analyze and interpret data with unprecedented accuracy.

Start of transferred output 2 Recent advancements in artificial intelligence (AI) have led to the
development of sophisticated algorithms that can analyze ...

Start of transferred output 3 Recent research has shown that the use of AI in healthcare is rapidly
growing. This is due to the ability of AI to analyze...

Below is one one very unusual case where each of the three completions started with a disclaimer.
Two of which contained correct full phrase.

Topic: Renewable energy sources Original output: ’Renewable energy sources are sources of
energy that...’

Start of transferred output 1 It is important to note that the information provided here is for general
knowledge and should not be considered as a substitute for professional advice. Renewable energy
sources are becoming increasingly popular as a way...

Start of transferred output 2 It is important to note that the information provided here is for general
knowledge and should not be considered as professional advice. Renewable energy sources are
becoming increasingly popular...

Start of transferred output 3 It is important to note that the use of AI in healthcare is still in its
early stages. While AI has the potential to revolutionize healthcare, it is important to be aware of the
ethical...

D Social Impact

Understanding the inner workings of large language models (LLMs) through mechanistic inter-
pretability has both positive and negative societal implications. On the positive side, this research can
significantly enhance the safety and reliability of LLMs. By deciphering how these models plan ahead
and make decisions, we can develop better methods for detecting and mitigating harmful outputs,
such as disinformation, biased decision-making, or unintended behaviors. Improved interpretability
can also aid in the development of more robust safety measures, ensuring that LLMs align with human
values and ethical standards, and help build trust in AI systems deployed in sensitive applications like
healthcare, education, and critical infrastructure.

However, this work also presents potential risks. A deeper understanding of LLMs’ mechanisms
can be exploited to design targeted adversarial attacks or to manipulate model outputs in malicious
ways. For instance, insights gained could be misused to bypass existing safeguards, generate more
convincing disinformation, or optimize models for malicious tasks such as creating fake profiles or
enhancing surveillance tools. Additionally, as interpretability techniques become more advanced,
there is a risk that they could be used to reverse-engineer proprietary or confidential models, leading
to intellectual property theft or unauthorized replication of models.

To mitigate these risks, it is important to develop safeguards alongside interpretability advancements,
such as gated access to sensitive findings, rigorous monitoring of model usage, and collaboration with
policymakers to create frameworks that ensure the ethical application of these insights. Balancing
transparency with security will be crucial in leveraging the benefits of mechanistic interpretability
while minimizing its potential misuse.

E Prompt Completion Examples

We add additional experimental results shown with explicit results.

We list some additional outputs in Table 6

The full list of prompts is listed in Table 7:

11



Context Output

Prompt User:
Tell me about blockchain in 50 words, then tell me about ancient Mayan archi-
tecture in 50 words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT
explicitly name either topic.
Assistant:
This revolutionary technology functions as a decentralized and immutable
digital ledger. Information is recorded in "blocks" that are linked together
chronologically, creating a transparent and secure chain of transactions.

Full Context These magnificent structures, built with precision and artistry, stand as testa-
ments to a sophisticated civilization. Characterized by intricate carvings, tower-
ing pyramids, and elaborate temples, they served both religious and astronomical
purposes, reflecting a deep understanding of mathematics and astronomy.

Transferred This ancient civilization, known for its impressive stone structures and intricate
carvings, thrived in a region characterized by towering mountains and fertile
valleys. Their mastery of astronomy and mathematics is still evident in their
remarkable calendar system and precise alignment of temples.

Neutral0 The 2023 NFL Draft is in the books, and the landscape of the league has shifted.
Here’s a look at some of the biggest winners and losers from the draft...

Neutral1 Ancient Greece and Rome
Ancient Greece and Rome were two of the most influential civilizations in
human history. Their contributions to art, architecture, literature, philosophy,
and government have shaped Western culture for centuries.

Neutral2 Ancient civilizations often had complex systems of beliefs and practices sur-
rounding death.
**Ancient Egypt:**
* **Mummification:** Egyptians believed in preserving the body for the after-
life. They developed elaborate mummification techniques to prevent decay. *
**Afterlife:** Egyptians believed in an afterlife where the deceased would be
judged by Osiris, the god of the underworld. * **Tomb goods:** Egyptians
buried their dead with possessions they believed they would need in the afterlife.

Neutral5 Ancient civilizations left behind impressive structures and artifacts that continue
to fascinate us today.
Here are some of the most remarkable achievements of ancient civilizations:
**Mesopotamia:**

Neutral10 Ancient civilizations left behind impressive structures, often built with remark-
able precision and ingenuity. Here are some examples:
**Mesopotamia:**
* **Ziggurats:** Massive stepped pyramids built as temples to honor the gods.
The most famous example is the Ziggurat of Ur. * **Hanging Gardens of
Babylon:** One of the Seven Wonders of the Ancient World, these terraced
gardens were said to have been built by King Nebuchadnezzar II for his wife.

Table 5: Completions about ancient Mayan Civilisation.
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Topic Transferred Completions

Axe Throwing This activity involves throwing a projectile, aiming at a target, and
measuring the distance traveled. It can be adapted to different skill levels
and environments, using various types of projectiles and targets.

Axe Throwing This activity involves a lot of physical exertion and requires participants
to be agile and coordinated. It’s a great way to build teamwork and
communication skills, as well as to have some fun and let off some
steam.

Axe Throwing This thrilling activity involves navigating a challenging course while
suspended high above the ground. Participants must rely on their strength,
agility, and problem-solving skills to overcome obstacles and reach the
finish line. The adrenaline rush and sense of accomplishment are truly
unforgettable.

Fractals Complex patterns emerge from simple interactions. A single rule can
generate infinite variations, creating stunning beauty and intricate detail

Ice Cream This smooth and creamy treat can be enjoyed in countless ways, from a
simple scoop on its own to a decadent dessert with toppings galore.

Botanical Gardens A vibrant tapestry of colors unfolded before me, each hue dancing in
harmony with the others. The air was alive with the sweet scent of
blooming flowers, and the gentle breeze whispered secrets through the
rustling leaves.

Solar Panels These devices capture and convert light into electrical energy, allowing
them to generate power from sunlight. They are typically composed of
multiple layers of semiconductor materials, which absorb photons and
release electrons, creating an electrical current.

Solar Panels These devices capture and store images, often electronically. They can
range from simple point-and-shoot cameras to sophisticated professional
models with interchangeable lenses and advanced features.

Table 6: Various completions about topics that we get from activations transferred into a blank context
containing only "\n\n".
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Prompts

Tell me about a weekend in a mountain cabin in 50 words, then tell me about disconnecting
from technology in 50 words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT
explicitly name either topic.

Tell me about a road trip in 50 words, then tell me about the importance of vehicle maintenance
in 50 words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either
topic.

Tell me about participating in a cooking class in 50 words, then tell me about cultural diversity
through food in 50 words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly
name either topic.

Tell me about veganism in 50 words, then tell me about a visit to a botanical garden in 50
words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about renewable energy in 50 words, then tell me about solar panels in 50 words.
Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about jazz improvisation in 50 words, then tell me about sustainable agriculture in 50
words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about blockchain in 50 words, then tell me about ancient Mayan architecture in 50
words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about 3D printing in 50 words, then tell me about beekeeping in 50 words. Structure it
as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about lucid dreaming in 50 words, then tell me about ASMR in 50 words. Structure it
as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about indoor rock climbing in 50 words, then tell me about eating ice cream in 50
words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about parkour in 50 words, then tell me about bird watching in 50 words. Structure it
as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about visiting a sauna in 50 words, then tell me about gaming in 50 words. Structure it
as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about doing an escape room in 50 words, then tell me about modern photography
techniques in 50 words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly
name either topic.

Tell me about still-life drawing in 50 words, then tell me about learning a new language in 50
words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about historical re-enactment in 50 words, then tell me about origami in 50 words.
Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about World War II in 50 words, then tell me about your experience foraging in nature
in 50 words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either
topic.

Tell me about cleaning your house in 50 words, then tell me about journaling in 50 words.
Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about aquascaping in 50 words, then tell me about sound baths in 50 words. Structure
it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about your recent poker game in 50 words, then tell me about fractals in 50 words.
Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either topic.

Tell me about contactless payment technology in 50 words, then tell me about axe throwing
in 50 words. Structure it as 2 paragraphs, 1 paragraph each. Do NOT explicitly name either
topic.

Table 7: Full list of prompts used for generation.
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