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Abstract

Natural Language Processing (NLP) has seen
remarkable advancements in Large Language
Models (LLMs). Despite these advancements,
a persistent challenge remains: LLMs often
produce biased outputs. This paper introduces
EquiSync, a novel method designed to miti-
gate social bias in LLMs without significantly
compromising their performance. EquiSync
utilizes a multi-agent framework, incorporating
three agents that employ a two-phase approach:
Attributes Masking and Attributes Balancing.
This method aligns with human values trans-
parently and reduces disparities between so-
cial groups. Unlike traditional debiasing tech-
niques, which often lead to performance degra-
dation, EquiSync achieves substantial bias re-
duction while maintaining or even improving
accuracy in downstream tasks. Our experi-
ments demonstrate that EquiSync reduces bias
scores by up to 87.7%, with only a marginal
performance degradation of up to 6.8% in the
BBQ dataset. Additionally, it significantly en-
hances the multi-objective metric icat in the
stereoset dataset by up to 56.98%. The code
will be made publicly available upon accep-
tance.

1 Introduction

Natural language processing has advanced rapidly
with the growth of large language models (LLMs)
like GPT-4, demonstrating an enhanced ability to
generate human-like text (OpenAl et al., 2024).
However, even these advanced models often en-
counter difficulties in producing fair and unbiased
responses (Shrawgi et al., 2024; Zack et al., 2024;
Liu et al., 2024). As LLMs scale up, social bias not
only emerges but also tends to increase, highlight-
ing the urgent need for effective debiasing methods
in LLMs (Ganguli et al., 2023).

Existing debiasing methods often rely on im-
plicit adjustments such as data augmentation, pa-
rameter tuning, decoding strategies, etc. These
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Figure 1: This figure depicts a scenario: “A cashier
and a lawyer were talking. Who did very well in high
school?” The first agent responds with bias; the second
with human values shows reversed bias or hallucina-
tions; our methods utilize multiple agents to give a fair
and unbiased response, controlling the influence of hu-
man values.

techniques can be effective (Kumar et al., 2023).
But they sometimes fall short in terms of explain-
ability and transparency (Marchiori Manerba and
Guidotti, 2022; Mensah, 2023; Zhao et al., 2024),
which are the crucial elements in building trustwor-
thy LLMs (Liao and Wortman Vaughan, 2024). In
contrast, Chain-of-Thought (CoT) methods (Ko-
jima et al., 2022a; Dige et al., 2023) introduce ex-
plicit reasoning steps, enhancing transparency but
can unintentionally amplify biases (Turpin et al.,
2023b). In response, research such as (Ganguli
et al., 2023; Tamkin et al., 2023; Si et al., 2022)
has demonstrated that incorporating human values
or instructions and then engaging models in think-
ing can effectively mitigate social bias, offering
a promising avenue for transparent and explain-
able bias mitigation in LLMs. However, we later
observe that these methods often significantly de-
crease performance, presenting a critical trade-off
issue, see Figure 1.

In this paper, we propose a novel method
called EquiSync, which addresses these challenges
through a multi-agent framework designed to mit-
igate social bias without compromising perfor-



mance. Our approach begins with a comprehensive
analysis of social bias and its origins in LLMs,
moving towards a practical solution that incorpo-
rates human values strategically to reduce bias. Our
work contributes the following:

* We examine the trade-off between down-
stream performance and bias reduction in tra-
ditional single-agent setups, focusing on how
the integration of human values influences
model outcomes.

* To optimize the use of human values and
control their influence more effectively, we
develop a multi-agent framework to achieve
multi-objective optimization.

¢ Inspired by the definition of social bias, we
introduce the EquiSync method within our
proposed framework. EquiSync orchestrates
multiple agents to collaborate effectively, each
with specialized roles and focused objectives.

2 Related Work

Social Bias in LLMs. Social bias in LLMs man-
ifests through discriminatory patterns and stereo-
typical representations that unfairly favor or dis-
advantage certain social groups. This bias primar-
ily stems from the training datasets, which inher-
ently reflect the historical, cultural, and structural
inequalities in human language use (Gallegos et al.,
2024a). Consequently, biased outputs from LL.Ms
can lead to significant harm when these models are
employed in real-world contexts (Bolukbasi et al.,
2016; Caliskan et al., 2017). Addressing these
biases is crucial, especially given the widespread
application of LLMs.

Recognizing the diverse manifestations of bias,
datasets such as those developed by (Parrish et al.,
2022; Nangia et al., 2020; Smith et al., 2022) cat-
egorically highlight nine main attributes prone to
bias: Age, Disability status, Gender identity, Na-
tionality, Physical appearance, Race/ethnicity, Re-
ligion, Socioeconomic status, and Sexual orienta-
tion. These datasets play a vital role in quantifying
and understanding biases in models, providing a
comprehensive taxonomy that guides our research
to address and encompass all identified facets of
bias systematically.

Methods for Mitigating Bias. Existing bias mit-
igation strategies in LLMs can generally be cate-
gorized based on the level of model access they
require: "Architecture-Access" and "API-Access."

The former focuses on the "white box" LLMs;
methods include data augmentation (Gaut et al.,
2019; Li et al., 2024b; Butcher, 2024), parameter
tuning, decoding strategies, reinforcement learn-
ing (Bai et al., 2022), word embedding adjustment
(Gaut et al., 2019; Sahoo et al., 2024; Ungless et al.,
2022), etc. Adjusting at a granular level within the
model’s structure, these techniques are sometimes
effective but require a deep dive into the model’s in-
ner workings (Kumar et al., 2023), often involving
retraining or precise adjustments at specific layers.
This makes the debiasing process less transparent
and complicates its understanding.

While direct model manipulation methods are
prevalent, complementary strategies that do not al-
ter the internal model have also gained traction.
(Schick et al., 2021) proposed "Natural Language
Intervention," which was initially limited by the
models’ capabilities at the time. Later, (Ganguli
et al., 2023) find the CoT helpful in mitigating
bias by using simple prompts infused with human
values, which we later find that these prompts are
useful in debiasing but have brought unacceptable
performance degradation. (Oba et al., 2024) ef-
fectively reduced bias in binary gender issues us-
ing a fixed counterfactual sentence. (Venkit et al.,
2023) discussed debiasing nationality topics by pre-
pending positive adjectives to demonyms, similar
to our use of dynamically generated phrases by bal-
ancing agents tailored to enhance the representation
of underrepresented groups and balance disparities.
Additionally, (Gallegos et al., 2024b) leverages
the zero-shot capabilities of LLMs to perform self-
debiasing through explanation and re-prompting.

These methods leverage the power of natural lan-
guage to debias models in ways that are more trans-
parent and comprehensible to humans, yet they
often suffer from performance degradation, the in-
troduction of unrelated information, or a lack of
holistic approach to various biased topics. We high-
light these limitations in our study and provide a
comprehensive view.

Multi-Agent Framework. Existing multi-
agent architectures are inspired by human multi-
perspective thinking and collaborative roles in mod-
ern society. They are primarily utilized for solving
complex reasoning tasks, evaluation tasks (Chan
et al., 2023), and typically involve role-playing
(Wang et al., 2024; Cheng et al., 2024), multi-
round debates (Du et al., 2023), and other auxiliary
agents (Wang and Li, 2023a; Orner et al., 2024).



For instance, in the research conducted by (Wang
and Li, 2023a), a Study Assistant agent is designed
to interact with the main LLM to help it learn from
incorrect cases. With its simple two-agent design,
their system has improved the performance of the
main LLM on the BBQ dataset by collecting data
and retrieving cases. While their system shares
similarities with ours in its hierarchical structure,
their primary focus is improving downstream per-
formance, not debiasing models.

Unlike these approaches, we advocate that the
multi-agent framework is suited for multi-objective
tasks, particularly because it can incorporate mul-
tiple perspectives and manage various objectives
simultaneously.

3 Method

3.1 Multi-Objective Formulation

The challenge of balancing multiple objectives has
long been acknowledged across various systems.
Our multi-objective formulation concerns two cri-
teria: reducing social bias and maintaining down-
stream performance.

In their comprehensive review, (Gallegos et al.,
2024a) define social groups as “a subset of the
population that shares an identity trait.” They fur-
ther define social bias as "disparate treatment or
outcomes between social groups." We adopt these
definitions for our study, focusing our methods pri-
marily on balancing these disparities that arise from
differences in identity traits. However, we acknowl-
edge that the concept of social bias is dynamic and
continually evolving; biases or stereotypes toward
certain groups may vary across different times and
contexts. Our methods specifically target balancing
social groups instead of mitigating certain social
biases to ensure flexibility and adaptability.
Reducing Social Bias: Reducing social bias en-
tails strategically aligning model outputs with hu-
man values, which serve as proxies for varying
definitions of bias. This black-box optimization
alignment configures our agents to interpret and
adapt to a spectrum of human values. These values
act as dynamic standards for bias identification and
mitigation. Our proposed framework, detailed in
Section 3.2, and its implementation, described in
Section 3.3, ensures that agents remain flexible and
responsive to diverse and evolving social norms,
representing the underlying values defining biases.
Maintaining downstream Performance: Ensur-
ing the maintenance of downstream performance is
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Figure 2: The proposed multi-agent framework.

critical for the functionality and utility of models,
as the debiasing process must balance bias miti-
gation with performance preservation to maintain
the model’s practical applicability in real-world
scenarios.

3.2 Multi-Agent Framework for Debiasing

Human beings and LLMs both encounter large
amounts of data infused with biases and inequali-
ties. However, unlike LLLM, humans can achieve
relatively unbiased responses through contempla-
tion, integrating multiple perspectives, and employ-
ing various cognitive regions to process complex
information simultaneously or sequentially.

The challenge of producing unbiased responses
is pronounced in LL.Ms. Although LLMs can simu-
late human-like contemplation through explicit rea-
soning techniques such as CoT (Wei et al., 2022)
and other even more sophisticated methods (Yao
etal., 2024) (Wang et al., 2022), they still exhibit
biases in their reasoning processes (Turpin et al.,
2023a). The contrast between autoregressive mod-
els using a left-to-right generation approach and the
dynamic non-linear thought processes typical of hu-
mans is particularly striking. The linear generation
process of such models can lead to compounding
biases, as each subsequent word is selected based
on the narrow context set by the preceding word,
often ignoring broader or conflicting perspectives
that may counteract the bias. This is particularly
true for autoregressive models with a left-to-right
generation approach. The sequential nature of these
models contrasts with the dynamic and nonlinear
thought processes typical of humans. This linear



generation process may lead to compounding bi-
ases because each subsequent word is chosen based
on a narrow context set by the preceding words,
often overlooking broader or conflicting perspec-
tives that might counteract biases. Consequently,
without proper intervention, LLLMs can reinforce
existing biases as they elaborate on their reason-
ing, creating a feedback loop that exacerbates these
biases.

To counteract this problem, we propose a multi-
agent framework to mirror human cognitive abili-
ties in assimilating and processing multiple view-
points. This framework integrates several candidate
agents drawn from existing studies and our own
research, each functioning as a debiasing module
to intervene in the reasoning process. By utiliz-
ing natural language for coordination, these agents
collectively work to ensure that the generation of
responses aligns with and actively promotes human
values concerning bias mitigation.

The multi-agent framework we propose consists
of two essential parts: task agents and assistant
agents. While the Task agents are solely responsi-
ble for executing operations, intentionally isolated
from direct engagement with human values, the
assistant agents incorporate human values to aid
the task agents in generating fairer and less biased
responses. At first glance, this division might ap-
pear unnecessary. However, as detailed in Section
4.2, we observe that LLMs, while capable of debi-
asing themselves when instructed to do so, some-
times suffer from unacceptable performance degra-
dation. This phenomenon, known as the "Align-
ment Tax," refers to the costs in performance or
unintended negative outcomes, such as reverse bias
or increased erroneous outputs like hallucinations,
when models are overly aligned with specific hu-
man values (see Figure 1). By dividing tasks be-
tween agents and assistant agents, our framework
regulates these influences and enhances response
equity.

Figure 2 presents a multi-agent framework that
leverages the collective intelligence of varied
agents. The roles of some assistant agents are con-
ceptualized as follows:

* Perspective Expansion: Agents provide a
range of viewpoints, engage in advising, de-
bating (Du et al., 2023; Wang et al., 2024),
memorizing and recalling (Wang and Li,
2023b), and role-playing (Li et al., 2024a;
Cheng et al., 2024) to enrich understanding.

* Contextual Focus: Agents help refocus the
attention of task agents away from content
that may evoke bias, steering them towards
the context. This is achieved through strategic
masking of attributes associated with social
groups. More details are provided in § 3.3.

* Social Group Balancing: Agents reduce
disparities among social groups and balance
these disparities by modifying their represen-
tations in the context. More details are pro-
vided in § 3.3.

To our knowledge, this paper is the first work
that introduces a multi-agent system framework ap-
plied specifically to debiasing. While multi-agent
systems have been previously explored, their use
in bias mitigation is novel. This research extends
the multi-agent framework to effectively address
both bias mitigation and performance preservation,
enhancing the fairness and utility of Al systems.

3.3 EquiSync

EquiSync implements our proposed multi-agent
framework to strategically mitigate social bias by
managing variations in social group attributes. This
system operationalizes the concept of social bias
as differential treatment based on these attributes,
and introduces a progressive two-phase approach:
Attributes Masking followed by Attributes Balanc-
ing.

In the Attributes Masking phase, the Mask-
ing Agent masks identifiers associated with social
groups. This neutralizes potentially biased prompts,
such as societal expectations based on occupation
in Figure 3. By masking overt identifiers, the Mask-
ing Agent forces the Task Agent to evaluate the sce-
nario based on a neutral context, avoiding reliance
on stereotypical perceptions of social groups and
thus achieving Contextual Focus.

Following the masking process, the Balancing
Agent reintroduces and moderates the previously
masked social group attributes to compensate for
information loss. It strategically employs balanc-
ing words or adjectives before mentioning these
groups to foster a balanced representation. For ex-
ample, as shown in Figure 3 , the Balancing Agent
generates adjectives such as "knowledgeable" to
enhance the perceived educational background of
cashiers, and "friendly" to improve the overall im-
age of lawyers, effectively using LLMs’ stereo-
types to counter stereotypes—cultivating non-toxic
fruits from unhealthy soil.
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Figure 3: The EquiSync Pipeline

The Masking Agent begins by masking social attributes in the prompt

to reduce bias, causing some information loss. The Balancing Agent then compensates for this loss, ensuring
equitable representation of social groups. The Assistant agents promote human values by adjusting the Task Agent’s
perception of different social groups. This coordination prevents the Task Agent’s direct interaction with human

values, thus achieving multi-objective.

The balancing adjectives are varied and tailored
to each social group, designed to enhance aspects
typically underrepresented or negatively perceived.
The agent first compares the attributes of the tar-
geted social group with those of opposite groups.
It then generates one or multiple adjectives for the
targeted group, focusing on improving underrepre-
sented traits rather than merely amplifying positive
aspects, as amplifying only positive traits can some-
times inadvertently reinforce stereotypes. We ex-
plore these nuances and their implications in § 4.4.

4 Experiments

4.1 Experimental Setup

Datasets We assess the debiasing capabilities of
LLMs using two specialized datasets in a question-
answering format: BBQ (Parrish et al., 2022) and
StereoSet (Nadeem et al., 2020).

BBQ comprises multiple-choice questions
across nine social bias dimensions, reflecting bias,
anti-bias, and neutral positions within the Ameri-
can English context. We measure bias using the
absolute value of the Bias Score, which varies be-
tween -1 and 1. Performance is evaluated by the
accuracy on disambiguous questions to separate
bias detection from logical reasoning capabilities.

StereoSet explores stereotypes in Gender, Profes-
sion, Race, and Religion through questions format-
ted with stereotype, anti-stereotype, and unrelated
options. For our purposes, we transform these into
a QA format and apply metrics like Stereotype
Score(ss), Language Modeling Score(/ms), and Ide-
alized CAT Score(icat) for comprehensive bias and
performance analysis.

Further details on dataset adaptation and metric
application are provided in the appendix.

Models We use GPT-3.5-Turbo-0125 with the
temperature fixed at 0 and Llama-3-8B-Instruct
with the temperature set to 0.01 to ensure repro-
ducibility of our results.

Baselines We take Standard Prompting (SP) and
some of the methods we discuss as baselines, in-
cluding CoT (Kojima et al., 2022b), Anti-bias
Prompting (ABP) in preliminary experiments, and
Multi-agent method Society of Mind (SoM) (Du
et al., 2023). Prompts for the ABP methods can be
found in Appendix A.x.

Execution We implement the EquiSync method
as follows: The assistant agents are few-shot to
execute tasks related to masking and balancing.
For the masking task, agents are instructed to filter
potentially biased content while preserving opera-
tional flexibility. In the balancing task, agents are
prompted to respect each group and use positive
adjectives, integrating human values into their re-
sponses. For general task execution, whether by
individual or multiple agents, we use zero-shot to
ensure fairness in different methods.

4.2 Preliminary Experiments

To substantiate the need for a multi-agent frame-
work, we replicated existing natural language de-
biasing techniques for contemporary LLMs. The
results presented in Table 1 indicate that while
LLMs can effectively align with ethical prompts
and reflect human values, this alignment often re-
sults in considerable reductions in general down-
stream task performance. Specifically, we observed
a 64.6% reduction in the average bias score and a
decrease in the average performance score to 37.2%
in models such as Llama-8b-Instruct and similar re-
sults in GPT-3.5-Turbo. Furthermore, our findings
indicate that existing LLLMs are extremely sensi-



Method Llama-3-8B-Instruct GPT-3.5-Turbo

Bias Score Ay(%) Task Acc. A(%) | BiasScore A(%) TaskAce. A(%)
SP 0.138 - 0.863 - 0.09362 - 0.83993 -
CoT 0.131 -5.5 0.801 -7.2 0.08954 -4.4 0.87116 3.7

Debias methods (using Explicit Debias Prompt)

ABP-0 0.028 -79.9 0.398 -53.9 0.02228 -76.2 0.46208 -45.0
ABP-1 0.028 -79.9 0.637 -26.2 0.04365 -53.4 0.76334 9.1
ABP-2 0.076 -45.3 0.794 -8.0 0.02885 -69.2 0.73407 -12.6
ABP-3 0.019 -86.3 0.042 -95.1 0.02687 -71.3 0.26613 -68.3
ABP-4 0.093 -32.8 0.839 2.8 0.07421 -20.7 0.87968 4.7
ABP-avg 0.049 -64.6 0.542 -37.2 | 0.03917 -58.2 0.62106 -26.1

Table 1: Comparison of different Anti-Bias Prompts infused with human values on Llama-3-8B-Instruct and
GPT-3.5-Turbo, showing the trade-off between reduced bias and task accuracy.

tive to the nuances of human values, with different
prompts yielding contrasting results. For instance,
some ABPs like AB Py —— "Really don’t discrim-
inate" mitigate bias effectively at certain levels with
minimal performance sacrifice; however, their bias
scores remain elevated. Thus, these results substan-
tiate that single-agent approaches are insufficient to
handle the complexities of human values in LLMs,
driving us to develop methods that address this
multi-objective issue more effectively.

4.3 Main Results

Results on the BBQ Dataset Figure 4 and 5
illustrate the performance of two models in the
BBQ dataset. EquiSync approaches the optimal
performance point more closely than other meth-
ods. And it significantly mitigates bias in the BBQ
dataset without substantially sacrificing accuracy.
Furthermore, EquiSync maintains efficient down-
stream performance; it only slightly reduces task
accuracy in the Llama-3-8B-Instruct model. In con-
trast, some ABPs experience severe degradation in
downstream performance. Notably, in the GPT-3.5-
Turbo model, EquiSync not only preserves but also
slightly enhances downstream task accuracy, un-
like other debiasing methods that offer limited de-
biasing effects or significantly compromise down-
stream capabilities.

Results on the StereoSet Dataset The perfor-
mance comparisons of different debiasing methods
on two models are detailed in Table 2 and 3. For
Intrasentence Tasks, EquiSync exhibits the most ro-
bust debiasing performance, achieving nearly a 50
ss score in balancing. This is complemented by a
more than 90 icat score for GPT and close to 90 icat
score for Llama, indicating strong multi-objective
utility. However, these results are accompanied
by a slight decrease in overall model performance.
This decline may be attributed to the complexity

of managing multiple social groups present in the
StereoSet, which sometimes exceed three. This
complexity challenges the models’ ability to main-
tain performance while effectively balancing across
a broader range of identity traits.

For Intersentence Tasks, the effect of EquiSync
is not that significant in the GPT-3.5-Turbo model
due to the minor initial variances of the results of
all methods in this section. Nevertheless, EquiSync
still improves icat by at least 2% in such tasks.
Unlike the CoT method, which remains similar to
the Baseline, or the ABP methods, which show de-
graded multi-objective debiasing performance. In
Llama-3-8B-Instruct, EquiSync also shows strong
debiasing ability. Again, due to the small num-
ber of parameters in this model, the effect of our
method is not as stable as it is in GPT-3.5-Turbo.

Method SS Ims icat
Intrasentence Tasks
Baseline 70.10 97.99 58.60
CoT 69.98 98.99 59.43
ABP« 63.62 95.28 69.33
ABPgS 61.47 95.89 73.89
SoM 68.12 99.02 63.14
Masking  51.28 95.05 92.63
Balancing 50.31 92.57 91.99
Intersentence Tasks
Baseline 53.32 96.57 90.16
CoT 53.44 96.14 89.52
ABP«a 46.37 91.29 84.66
ABPpS 4270 92.25 78.79
SoM 52.31 92.84 88.55
Masking  46.29 96.57 89.41
Balancing 47.46 97.37 9242

Table 2: GPT-3.5-Turbo on StereoSet



Pareto Frontier of BBQ

A

0.8 ] e

Methods
Baseline
Pure CoT
ABPO
ABP1
ABP2
ABP3
ABP4
Society of Mind
0.2 Masking
Balancing
-+ New Pareto Frontier
=+ Old Pareto Frontier

0.6

Accuracy

Aooxeo+No

:

T T
0.90 0.92
1 - Bias Score

T T T
0.84 0.86 0.88

T
0.94

T T
0.96 0.98

Figure 4: Performance of Llama-3-8b-Instruct on BBQ
datasets, our methods effectively flattening the Pareto fron-
tier, indicating robust debiasing and maintained perfor-

mance.
Pareto Frontier of BBQ
0.9 1
< 6.
o Tl
084 e
@,
Methods R
071 @ Baseline
. B Pure CoT
S o6 " ABPO
g ’ @ ABP1 B
g ¢ ABP2 .
051 € ABP3 .
© ABP4 &
N <« Society of Mind
0. Masking
Balancing
0.34 == New Pareto Frontier
++ Old Pareto Frontier ‘

0.94 0.95 0.96

1 - Bias Score

0.91 0.92 0.93

0.97 0.98

Figure 5: Performance of GPT-3.5-Turbo on BBQ datasets.
With Masking, the model achieves optimal performance.

Method SsS Ims icat
Intrasentence Tasks
Baseline 64.53 94,20 66.83
CoT 67.32 96.59 63.13
ABP« 62.52 94.60 70.91
ABPjS 64.80 90.11 63.44
SoM 69.21 93.25 57.42
Masking 48.94 88.87 86.99
Balancing  50.67 89.43 88.23
Intersentence Tasks
Baseline 53.24 88.96 83.20
CoT 54.96 96.59 87.01
ABP« 48.97 92.44 90.54
ABPjS 49.87 94.16 93.92
SoM 50.01 93.47 93.45
Masking 48.66 95.85 93.28
Balanicng  49.92  96.58 92.42

Table 3: Llama-3-8B-Instruct on StereoSet

Method Bias Score Accuracy
Llama-3-8B-Instruct
Masking 0.017 81.3%
Balancing 0.043 80.5%
Neutral 0.129 84.0%
Positive 0.084 82.1%
GPT-3.5-Turbo
Masking 0.019 89.8%
Balancing 0.045 85.3%
Neutral 0.068 87.6%
Positive 0.059 84.8%

Table 4: Balancing Styles Experiment on BBQ

Symbols | Bias Score Accuracy | Bias Score Accuracy

| Masking | Balancing
XY 0.019 0.898 0.045 0.853
Y X 0.025 0.893 0.042 0.881
a_f 0.020 0.926 0.047 0.897
B_a 0.023 0.935 0.051 0.909
LI 0.024 0.902 0.050 0.863
I 0.024 0.932 0.051 0.899
Catl 0.022 0.926 0.052 0.906
Cat2 0.023 0.922 0.052 0.899
Smilel 0.020 0.931 0.051 0.906
Smile2 0.025 0.925 0.049 0.903
Average | 0.025 0.915| 0.050 0.898

Table 5: Mask Symbols Experiment with GPT-3.5-Turbo.

4.4 Ablation Study

In this section, we conducted several key ablation
experiments on the proposed EquiSync method.
Styles of Balancing Experiment We conducted
experiments to assess the Balancing Agent, using
two styles: neutral and positive. In the neutral
style, the agent generates neutral background infor-
mation for masked social group attributes, while
in the positive style, it adds positive prefixes to the
masked attributes. Results shown in Table 4 indi-
cate that masking achieves the lowest Bias Score,
suggesting that fewer bias-inducing details lead to
lower bias. However, masking also results in lower
downstream task accuracy compared to methods
that include some background information, high-
lighting the necessity of a Balancing Agent to main-
tain task performance. The Balancing method, de-
spite slightly reducing downstream task capabil-
ity due to feature interchange, shows the strongest
debiasing effect, underscoring its effectiveness de-
spite some limitations.

Mask Symbols Experiment In the EquiSync
method, the Mask Agent needs to mask social
group attributes present in the original input us-
ing symbols that do not contain any social group



information. After fixing the list of symbols, the
Mask Agent assigns these symbols to the positions
in the input where social group attributes first ap-
pear. We conduct an ablation study on the mask
symbols. This ablation study focuses on two as-
pects: the selection of mask symbols and their order
of appearance. So we conduct this experiment by
selecting additional pairs of mask symbols and fur-
ther swap their positions in masking processes. The
experimental data are shown in Table 5. We can
easily found that selecting different symbols and
altering their sequence do not significantly impact
EquiSync’s performance on the BBQ dataset.

4.5 Analysis

This section analyzes why the EquiSync method
excels in multi-objective debiasing. As discussed
in Section 2, biases in LLMs originate from bi-
ases present in the training datasets towards certain
social groups. To prevent LLMs from overly fo-
cusing on social group attributes and consequently
generating biased outputs, we first employ a Mask
Agent to obscure features that may lead to bias.
Subsequently, a Balancing Agent performs balanc-
ing masked group attributes and restores the lost
information. The processed text by these auxil-
iary agents is then fed into the Task Agent. The
effectiveness of the EquiSync method in achiev-
ing multi-objective debiasing stems from its multi-
agent design, which avoids the trade-offs inherent
in single-agent systems. The debiasing capability is
derived from the Mask operation, which obscures
bias-inducing group features, and the Balancing
operation, which attaches suitable descriptions to
the attributes. Furthermore, the ability to maintain
performance in downstream tasks is ensured by
the Mask operation, making LLMs focus more on
the context and the Balancing operation, restoring
background information to prevent a decline in task
performance.

4.6 Limitations

Our study selects datasets with question-answering
formats to simplify the analysis of LLMs’ behav-
ior and effectively measure bias and downstream
performance. However, it is important to note
that bias manifests across various other tasks as
well (Gallegos et al., 2024a). Further, Our methods
involve utilizing few-shots for our agents to per-
form these tasks. We acknowledge that generating
high-quality data and training smaller, specialized
models could yield more efficient and robust re-

sults. We leave this for future work to better equip
agents with relevant capabilities and enhance the
generalizability of our findings.

5 Conclusion

This study underscores the challenges and trade-
offs inherent in debiasing LLMs. While explicit de-
biasing prompts are instrumental in reducing biases,
they can inadvertently impair performance on gen-
eral downstream tasks due to the added complex-
ity and caution they introduce in model responses.
Our proposed EquiSync method leverages a so-
phisticated multi-agent framework to address these
challenges, offering a novel approach to achieving
balanced debiasing objectives.

Through extensive experiments on the BBQ and
StereoSet datasets, we demonstrated that EquiSync
not only effectively mitigates bias but also pre-
serves—sometimes even enhances—the accuracy
of downstream tasks. This is achieved without the
need for direct model retraining, instead employ-
ing a strategy of prompt engineering and dynamic
adjustment of model parameters through a multi-
agent setup.

EquiSync stands out by creating an environ-
ment where models can produce non-toxic outputs
from less-than-ideal data conditions. This approach
mirrors natural human reasoning processes more
closely than traditional methods, promoting fair-
ness and accuracy simultaneously. By integrating
these techniques, EquiSync sets a new standard
for ethical Al, ensuring LLMs act responsibly in
real-world applications without compromising their
utility.

As we move forward, it is crucial to continue re-
fining these techniques, exploring their applications
in broader contexts, and enhancing their effective-
ness across diverse datasets and scenarios. This
will help in realizing the full potential of LLMs as
tools for positive impact in society.
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A Appendix

A.1 Benchmark Introduction

The BBQ dataset comprises a set of manually
crafted question sets that cover nine social bias
dimensions and two cross-dimensions within the
context of American English. Each question is for-
matted as a multiple-choice QA problem. The three
answer options for each question include two social
groups and "Cannot be determined," representing
bias, anti-bias, and neutral (unbiased) choices, re-
spectively. And we measure the debiasing capabil-
ity using the Bias Score defined in the BBQ dataset.
The Bias Score ranges from -1 to 1: a positive value
indicates a bias against the protected group, a neg-
ative value suggests anti-bias. A Bias Score of 0
indicates an ideal, unbiased model. As we aim to
avoid both a biased and an anti-biased model, we
calculate the absolute value of the Bias Score to
measure the level of bias in LLMs. We also mea-
sure downstream task performance using the accu-
racy of Disambiguous questions. The questions are
categorized as Ambiguous or Disambiguous. Am-
biguous questions lack specific context within the
text, making "Cannot be determined" the correct
answer. In this case, if LLMs choose either so-
cial group for ambiguous questions, it indicates the
presence of bias or anti-bias issues. Disambiguous
questions provide an unambiguous context, with
one of the two social group representations being
the correct answer. Choosing the wrong group or
"Cannot be determined" for Disambiguous ques-
tions can indicate a decline in downstream perfor-
mance. Given that the BBQ dataset was not orig-
inally designed for multi-objective debiasing, we
adapt our methodology by calculating the absolute
value of the Bias Score in ambiguous contexts to
assess bias levels accurately. An unbiased model
achieves a Bias Score of 0, whereas a completely
biased model reaches an absolute value of 1, en-
compassing both bias and anti-bias as manifesta-
tions of bias. For downstream task performance,
we measure accuracy specifically in unambiguous
contexts. We avoid using accuracy from ambigu-
ous contexts, as it correlates closely with the Bias
Score and does not adequately test the LLMs’ ca-
pacity for logical reasoning. Since the BBQ dataset
is not initially designed for multi-objective debi-
asing, we calculate the absolute value of the Bias
score in ambiguous contexts to measure bias levels.
An unbiased model has a Bias Score of 0, while an
entirely biased model has an absolute value of 1,
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where we consider bias and anti-bias as bias. We
also measure downstream task performance using
accuracy in disambiguous contexts, and we don’t
use accuracy from ambiguous contexts because it
is heavily related to Bias Score and choosing un-
known couldn’t test the LLMs’ logical abilities.. A
robust and impartial Language Model will remain
unbiased toward any social group when the text is
insufficient and provide a logical answer when the
text is adequate, resulting in a Bias Score of zero
and 100% accuracy for disambiguous questions.
As previously mentioned, we measure the multi-
objective target of LLMs on the BBQ dataset using
the Bias Score defined in (Parrish et al., 2022).
The Bias Score ranges from -1 to 1: a positive
value indicates a bias against the protected group, a
negative value suggests anti-bias (i.e., bias against
the dominant group not typically subjected to prej-
udice), and a Bias Score of O indicates an ideal,
unbiased model. As we aim to avoid both a bi-
ased and an anti-biased model, in our experiments,
we define a new metric, the Bias Score, calculated
as the absolute value of the Bias Score defined in
(Parrish et al., 2022).

The StereoSet dataset measures stereotypes
across four domains, including Gender, Profession,
Race, and Religion . As the model must provide
probabilities, we adapt it into a QA format. Each
question has three answer options: stereotype, anti-
stereotype, and unrelated. Each question is posed
six times in different sequences to mitigate order in-
fluence. We use three metrics defined in (Nadeem
et al., 2020): Stereotype Score (ss), Language Mod-
eling Score (Ims), and Idealized CAT Score (icat)
to measure the bias level, the performance on down-
stream tasks, and the overall multi-objective perfor-
mance.



A.2 Anti-Bias Prompts in Preliminary
Experiments

‘ Method ‘ Prompts ‘
| ABP-0
| ABP-1

Let’s think about how to answer the question in a way that avoids bias or stereotyping. ‘

Please ensure that your answer is unbiased and does not rely on stereotypes. ‘

ABP-2 | We should treat people from different socioeconomic statuses, sexual orientations, reli-
gions, races, physical appearances, nationalities, gender identities, disabilities, and ages
equally. When we do not have sufficient information.

ABP-3 | We should choose the unknown option, rather than making assumptions based on our
stereotypes.

ABP-4 | Really don’t discriminate.

Table 6: Anti-Bias Prompts in Preliminary Experiments

A.3 Main Experiments Results
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Method Bias Score Delta(%) Task Acc Delta(%)

Baseline 0.13845 - 0.86365 -

Pure CoT 0.13079 -5.5 0.80173 -7.2

Society of Mind 0.17183 +24.1  0.83465 -3.3
using EquiSync methods

Masking 0.01696 -87.8 0.81345 -5.8

Balancing 0.04281 -69.1  0.80502 -6.8

Table 7: Llama-3-8B-Instruct on BBQ

Method Bias Score Delta(%) Task Acc Delta(%)

Baseline 0.09362 - 0.83993 -

Pure CoT 0.08954 -47  0.87116 +3.7

Society of Mind 0.09139 24 0.86982 +3.6
using EquiSync methods

Masking 0.01877 -80.0  0.89769 +6.9

Balancing 0.04545 -51.5 0.85292 +1.5

Table 8: GPT-3.5-Turbo on BBQ
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