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Abstract

To create culturally inclusive vision-language001
models (VLMs), developing a benchmark that002
tests their ability to address culturally relevant003
questions is essential. Existing approaches typ-004
ically rely on human annotators, making the005
process labor-intensive and creating a cognitive006
burden in generating diverse questions. To ad-007
dress this, we propose a semi-automated frame-008
work for constructing cultural VLM bench-009
marks, specifically targeting multiple-choice010
QA. This framework combines human-VLM011
collaboration, where VLMs generate questions012
based on guidelines, a small set of annotated013
examples, and relevant knowledge, followed by014
a verification process by native speakers. We015
demonstrate the effectiveness of this framework016
through the creation of K-Viscuit, a dataset017
focused on Korean culture. Our experiments018
on this dataset reveal that open-source mod-019
els lag behind proprietary ones in understand-020
ing Korean culture, highlighting key areas for021
improvement. We also present a series of fur-022
ther analyses, including human evaluation, aug-023
menting VLMs with external knowledge, and024
the evaluation beyond multiple-choice QA.1025

1 Introduction026

Recent advances in vision-language models027

(VLMs) have demonstrated remarkable capabilities028

in tasks ranging from image captioning to visual029

question answering. However, these models are030

predominantly trained on Western-centric datasets031

(Lin et al., 2014; Young et al., 2014; Antol et al.,032

2015), leading to significant performance dispar-033

ities when applied to non-Western contexts (Liu034

et al., 2021; Yin et al., 2021, 2023; Romero et al.,035

2024). This cultural bias is particularly problem-036

atic as visual interpretation often depends heavily037

on cultural context, necessitating the development038

of more culturally aware VLMs.039

1Our dataset and code will be publicly available.

Several benchmarks have been proposed to eval- 040

uate cultural understanding in VLMs (Liu et al., 041

2021; Yin et al., 2021; Romero et al., 2024; Nayak 042

et al., 2024). These approaches primarily rely on 043

manual question generation, which, while valuable, 044

faces certain practical challenges. The manual pro- 045

cess can be time-consuming and resource-intensive 046

when scaling to new cultural contexts. Addition- 047

ally, as noted in cognitive science research (Ramos, 048

2020), human annotators may experience cognitive 049

fixation, potentially limiting the diversity of gen- 050

erated questions. These practical considerations 051

motivate the need for more efficient benchmark 052

construction approaches. 053

Inspired by recent successes in human-LLM col- 054

laborative data generation (Liu et al., 2022; Bar- 055

tolo et al., 2022; Kamalloo et al., 2023), we pro- 056

pose a semi-automated framework for constructing 057

cultural VLM benchmarks that enhances both the 058

efficiency and diversity of culture-relevant visual 059

question and answer generation, as shown in Fig. 1. 060

Our framework incorporates human-VLM collabo- 061

ration, where the VLM generates and recommends 062

questions and answers based on carefully crafted 063

guidelines, a small set of human-annotated exam- 064

ples, and image-specific knowledge. Native speak- 065

ers then verify these recommended questions to 066

ensure quality and cultural relevance. 067

Using this framework, we develop K-Viscuit 068

(Korean Visual and Cultural Interpretation Test), 069

a benchmark dataset for Korean culture that can 070

be adapted for other cultural contexts. K-Viscuit 071

features two distinct evaluation types: visual recog- 072

nition and visual reasoning. Also, the benchmark 073

employs carefully designed multiple-choice ques- 074

tions with highly similar distractors to prevent mod- 075

els from exploiting superficial patterns. 076

Our evaluation with K-Viscuit reveals a signif- 077

icant performance gap between open-source and 078

proprietary VLMs in understanding Korean culture. 079

We provide insights into the current limitations 080
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Please write questions and 
options about the image.
Here are the guidelines  to 
follow for writing.
{Annotation Guidelines}

Information about the given 
image is as follows.
{Description}

You can refer to below 
examples that are annotated 
for other images.
{Demonstration Samples}

QA Generation🧑🤖2
Concept: Game

Image Selection1

Yutnori (Korean: 윷놀이), also 
known as yut, is a traditional 
board game played in Korea, 
especially during Korean New 
Year. The game is (…)

Human Verification3 🧑🏫
What is the feature that allows 
the player to move backward? 

(a) Do    (b) Mo
(c) Geol (d) Back Do

✅

What outcome is indicated by 
having three rounded sides 
and one flat side facing up? 

(a) Gae (b) Geol (c) Yut (d) Do

✅

What season is this game 
played? 

(a) Spring (b) Summer 
(b) Autumn     (d) Winter

❌

Figure 1: Framework Overview.

and potential improvements in VLMs’ cultural un-081

derstanding capabilities through detailed analyses,082

which include human evaluation, external knowl-083

edge integration, and extended evaluation beyond084

a multi-choice question-answering setup.085

Our contributions are summarized as follows:086

• We propose a semi-automated framework for087

constructing benchmarks to evaluate the cul-088

tural understanding capabilities of VLMs.089

• We develop K-Viscuit, a Korean culture-090

focused VQA benchmark using our proposed091

framework.092

• We present comprehensive experimental re-093

sults and analyses of both open-source and094

proprietary VLMs evaluated on K-Viscuit.095

2 Related Work096

Recent research has made significant strides in de-097

veloping benchmarks to assess AI models’ cul-098

tural understanding capabilities. These efforts099

are particularly important as many existing mod-100

els, including VLMs and Large Language Models101

(LLMs), are trained predominantly on Western-102

centric datasets (Young et al., 2014; Lin et al.,103

2014; Antol et al., 2015), limiting their effective-104

ness in non-Western contexts. For LLMs, sev-105

eral notable cultural benchmarks have emerged:106

Kim et al. (2024) introduced CLIcK, a benchmark107

for evaluating Korean language models’ cultural108

knowledge through carefully designed QA pairs,109

while Wibowo et al. (2023) developed COPAL-ID to110

capture Indonesian cultural nuances in text-based111

commonsense reasoning.112

In the multimodal domain, VLMs require con- 113

sideration of both visual and textual inputs to ef- 114

fectively reflect cultural contexts. Liu et al. (2021) 115

addressed this challenge with MaRVL, a multilin- 116

gual visually-grounded reasoning dataset spanning 117

five languages and cultures, demonstrating the im- 118

portance of cross-cultural visual-linguistic under- 119

standing. Building on this foundation, Yin et al. 120

(2021) introduced GD-VCR to evaluate geographical 121

and cultural aspects of visual commonsense reason- 122

ing, while Romero et al. (2024) developed CVQA, a 123

comprehensive multilingual VQA benchmark for 124

assessing VLMs across diverse cultural contexts. 125

While these cultural benchmarks have provided 126

valuable insights, their reliance on manual annota- 127

tion can constrain both the diversity and efficiency 128

of dataset creation (Liu et al., 2021; Yin et al., 2021; 129

Ramaswamy et al., 2024; Romero et al., 2024). Re- 130

cent work has demonstrated the potential of AI- 131

assisted dataset generation when combined with 132

human expertise. Liu et al. (2022) successfully 133

applied this approach to natural language infer- 134

ence tasks, and similar strategies have been widely 135

adopted in creating language-only datasets (Taori 136

et al., 2023; Kim et al., 2023; Dubois et al., 2024; 137

Kim et al., 2024). Our work extends this paradigm 138

to multimodal cultural benchmarks, leveraging AI 139

models to enhance dataset diversity while maintain- 140

ing high quality through human verification. 141

3 Data Construction Framework 142

We present our human-AI collaborative framework 143

for constructing datasets to evaluate VLMs’ under- 144

standing of specific cultural domains. In this work, 145

we focus on Korean culture as our target domain. 146

First, we provide an overview (§3.1) and imple- 147
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Food

Q: What is the name of the food?

(a) Yugwa (b) Yakbap
(c) Maejap-gwa (d) Yakgwa

Q: What is the decorative topping 
used in this snack to enhance its 
appearance?

(a) Pine nut (b) Almond slices
(c) Sesame seeds  (d) Raisins

Religion

Q: What is this structure called?

(a) Menhir          (b) Cairn
(c) Stonehenge  (d) Dolmen

Q: What historical period in Korea 
is primarily associated with the 
shown construction of structures?

(a) Joseon Era (b) Goryeo Dynasty 
(c) Three Kingdoms Period 
(d) Bronze Age

Celebrations

Q: What kind of traditional 
celebration is depicted?

(a) Chuseok (b) Lunar New Year 
(c) First birthday party
(d) Independence Day

Q: What is traditionally predicted 
for his future?
(a) Athletic prowess
(b) Scholarly success
(c) Musical talent (d) Culinary skills

Beverage

Q: What is the name of the drink 
being poured into the glass?

(a) Cheongju  (b) Soju
(c) Makgeolli     (d) Bokbunja-ju

Q: What is the traditional Korean 
way of holding the glass shown 
while receiving a drink?

(a) Two hands (b) One hand 
(c) With napkin    (d) With coaster

Game

Q: What traditional Korean game 
is being played by the people?
(a) Tuho (b) Jegichagi
(c) Neolttwigi (d) Yutnori

Q: What type of motion is primarily 
involved in the traditional activity 
presented?
(a) Swinging (b) Bouncing
(c) Spinning (d) Sliding

Tool
Q: What is the object on a mat?
(a) Millstone (b) Grain storage 
container (c) Round wooden board 
(d) Ancient ceramic plate

Q: What is the meaning of a Korean 
proverb where there is no wooden 
handle in the image?
(a) a happy situation (b) capable 
person picked first (c) a confession 
of oneself (d) a ridiculous situation

Agriculture

Q: What is the name of the main 
crop being displayed in the image?

(a) Dried Licorice (b) Wild Ginger   
(c) Red Ginseng (d) Wild Yam

Q: Which region is traditionally 
known for cultivating the plant from 
which this product is derived? 

(a) Geumsan (b) Suwon 
(c) Busan       (d) Incheon

Architecture
Q: What is the name of the building 
shown in the image?
(a) Busan Harbor (b) Incheon 
Terminal (c) Old Seoul Station
(d) Gwanghwamun Gate 

Q: What was the primary function of 
the building shown in this image 
throughout most of the 20th century?
(a) Public library (b) Railway station
(c) Government office (d) Museum 

Clothes
Q: What is the occupation of the 
figurine in the center of the image?
(a) Student (b) Businessman 
(c) Teacher (d) Gang

Q: What is the significance of the 
gat (traditional hat)  worn by the doll 
in preserving Confucian traditions?
(a) Represents social status
(b) fashionable purposes (c) Marital 
status (d) Worn by farmers

Heritage
Q: What is this historical map called?
(a)  Medieval European Map 
(b) Cheonsang Yeolcha Bunyajido
(c) Daedongyeojido
(d) Ancient Roman Map

Q: What is the primary method 
used in creating the detailed 
geographic features on this map?

(a) Engraving (b) Hand drawing
(c) Lithography (d) Photography

Figure 2: Dataset Examples. We present an image and two questions of different types for each concept category.

mentation details. Then, we present the analysis of148

our resulting dataset, K-Viscuit (Korean Visual149

and Cultural Interpretation Test) (§3.2).150

3.1 Framework Overview151

Our framework is designed to create a multiple-152

choice visual question answering (VQA) task,153

where each evaluation sample consists of an im-154

age, a question, and four options with one correct155

answer. Native Korean speakers participate in the156

dataset construction process, while a powerful pro-157

prietary VLM is employed to mitigate unintended158

human biases, such as cognitive fixation (Ramos,159

2020), and streamline the annotation process. The160

generated samples cover various aspects of the tar-161

get culture derived from daily life and require multi-162

modal reasoning to interpret both visual and textual163

information accurately. The dataset construction164

consists of four stages: 1) concept selection, 2) im-165

age selection, 3) question and options annotation,166

and 4) human verification. Fig. 1 illustrates the167

overall framework.168

3.1.1 Concept Categorization169

Inspired by recent studies on multicultural evalua-170

tion datasets (Liu et al., 2021; Wibowo et al., 2023;171

Kim et al., 2024), we aim to assess knowledge of172

various concepts encountered in daily life by Ko-173

rean natives. While each concept should have some174

degree of universality, its manifestation often varies175

across cultures. Following Liu et al. (2021), we ref-176

erence semantic concepts from the Intercontinental 177

Dictionary Series (IDS) (Key and Comrie, 2015) to 178

define our concept list. Our dataset encompasses 179

ten core concepts: FOOD, BEVERAGE, GAME, 180

CELEBRATIONS, RELIGION, TOOL, CLOTHES, 181

HERITAGE, ARCHITECTURE, and AGRICULTURE. 182

3.1.2 Image Selection 183

Korean native annotators collected web images cor- 184

responding to the selected concepts. To ensure 185

diverse representation, we limited each specific 186

object to appearing no more than twice within 187

any single category. Following Liu et al. (2021), 188

we selected only images depicting concepts that 189

could physically exist in everyday life. Annota- 190

tors were encouraged to source diverse and suitable 191

images from various web resources. Wikimedia 192

Commons2 served as the primary source, and only 193

CC-licensed images were selected. 194

3.1.3 Question Generation 195

Question Type Based on the selected images, 196

we annotate questions in multiple-choice QA for- 197

mat. To comprehensively evaluate understanding 198

of Korean culture, we categorize questions into two 199

types: visual recognition (TYPE 1) and reasoning 200

(TYPE 2). Visual recognition questions assess ba- 201

sic visual information such as object identification, 202

while reasoning questions require fine-grained cul- 203

tural knowledge or deeper reasoning processes re- 204

2https://commons.wikimedia.org/wiki

3

https://commons.wikimedia.org/wiki


# of samples 657
- TYPE 1/ TYPE 2 237/420

# of unique images 237
# of options 2628

# of unique options 2129
Avg. question length 13.5

- TYPE 1/ TYPE 2 10.1/15.5
Avg. option length 1.7

Table 1: Dataset statistics. The length of questions and
options denotes the number of words.

lated to the image. For each image, we created one205

TYPE 1 question and between one to four TYPE206

2 questions. This categorization offers two key207

advantages: First, TYPE 1 questions enable assess-208

ment of a model’s basic visual understanding of209

culturally embedded concepts. Second, TYPE 2210

questions comprehensively evaluate cultural under-211

standing beyond simple object recognition.212

AI-assisted Question Annotation We create213

questions and their options (one correct answer and214

three distractors) by leveraging a powerful propri-215

etary VLM (GPT-4-Turbo). For each concept cate-216

gory, human annotators first create exemplar ques-217

tions and options for at least three images. These218

manually annotated examples serve as demonstra-219

tions for the VLM to generate additional questions220

and options.221

Specifically, the VLM receives: 1) the target im-222

age, 2) human-annotated demonstration examples,223

3) detailed annotation guidelines, and 4) image-224

specific knowledge descriptions. We include rel-225

evant contextual knowledge for each image to en-226

hance question diversity and relevance, ensuring227

VLM-generated questions are grounded in real-228

world understanding. Notably, following Wang229

et al. (2023), our guidelines emphasize maintaining230

high similarity among all four multiple-choice op-231

tions, a principle also reflected in human-annotated232

examples. All information is provided to the VLM233

through natural language prompts, with distinct234

annotation guidelines for visual recognition and235

reasoning questions. The detailed prompts are pre-236

sented in Appendix A.237

It should be noted that all text in the dataset is238

written in English to isolate the evaluation of multi-239

cultural comprehension from multilingual aspects.240

However, as culture and language are not entirely241

orthogonal (SUSAN, 1996; Kramsch, 2014), com-242

pletely separating them can be challenging. For243

instance, we observed that certain Korean terms244

lack exact English equivalents. In such cases, we245

Food22%

Beverage

8%

Game

8%

Celebrations

7%
Religion

4%
Tool

11%

Clothes 6%

Heritage
9%

Architecture

17% Agriculture

8%

Figure 3: Concept distribution of our dataset.

romanize these Korean terms following standard 246

transliteration rules. 247

3.1.4 Human Verification 248

Our preliminary studies showed that while the 249

VLM often produced factually correct samples, 250

some did not fully align with the cultural nuances 251

we sought to capture. Rather than discarding only 252

incorrect content, our human verification process 253

prioritizes selecting question-option sets that best 254

reflect intended cultural subtleties. Although this 255

leads to setting aside numerous plausible samples, 256

it does not imply unreliability; instead, it refines 257

the dataset to ensure deep cultural resonance. Ap- 258

proved samples require minimal revision before 259

inclusion. This approach emphasizes nuanced cul- 260

tural alignment and indicates the need for further 261

work to better synchronize VLM outputs with hu- 262

man cultural intentions. 263

3.2 K-Viscuit 264

Statistics Table 1 presents detailed statistics of 265

our benchmark dataset. Our dataset comprises 657 266

total examples (237 TYPE 1 and 420 TYPE 2 ques- 267

tions) based on 237 unique images across 10 con- 268

cept categories. The average word counts are 10.11 269

and 15.46 for TYPE 1 and TYPE 2 questions respec- 270

tively, with an overall average of 13.53 words. Each 271

question includes four options, totaling 2,628 op- 272

tions with an average length of 1.74 words. Fig. 3 273

shows the distribution of concept categories in our 274

dataset. We also compare our dataset size with 275

CVQA (Romero et al., 2024), a recently proposed 276

cultural VQA benchmark, in Appendix E. 277

Required Knowledge to Solve Questions To 278

characterize our dataset, we analyze the types of 279

knowledge required to solve questions. Following 280

Tong et al. (2024), we used GPT-4 to analyze TYPE 281

2 questions. We provided all TYPE 2 QA pairs 282

and summarized the required knowledge for each 283
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Model All Food Beverage Game Celeb. Religion Tool Clothes Heritage Arch. Agri.

InstructBLIP-7B (Dai et al., 2024) 50.84 40.85 42.31 38.46 53.19 40.74 50.67 62.16 51.61 60.55 72.22
instructBLIP-13B (Dai et al., 2024) 55.56 45.77 50.00 46.15 59.57 55.56 54.67 64.86 66.13 60.55 64.81
mPLUG-Owl2-7B (Ye et al., 2023) 48.25 42.25 42.31 30.77 63.83 55.56 48.00 54.05 45.16 49.54 66.67
LLaVA-1.6-7B (Liu et al., 2024) 56.32 43.66 48.08 40.38 57.45 51.85 54.67 67.57 59.68 72.48 72.22
LLaVA-1.6-13B (Liu et al., 2024) 57.08 45.07 53.85 36.54 68.09 40.74 53.33 70.27 66.13 69.72 70.37
InternLM-XC2-7B (Dong et al., 2024) 59.67 50.70 48.08 40.38 65.96 55.56 58.67 64.86 69.35 69.72 75.93
Molmo-7B-D (Deitke et al., 2024) 61.04 58.45 71.15 44.23 68.09 44.44 61.33 70.27 56.45 64.22 68.52
Idefics2-8B (Laurençon et al., 2024) 63.62 51.41 50.00 50.00 74.47 66.67 69.33 75.68 74.19 73.39 62.96
Llama-3.2-11B (Dubey et al., 2024) 68.04 61.27 65.38 50.00 72.34 70.37 72.00 75.68 72.58 69.72 81.48

Claude-3-opus (Anthropic, 2024) 70.02 62.68 73.08 59.62 72.34 77.78 74.67 78.38 75.81 67.89 75.93
GPT-4-Turbo (Achiam et al., 2023) 80.82 73.94 80.77 78.85 85.11 85.19 81.33 86.49 85.48 79.82 87.04
Gemini-1.5-Pro (Reid et al., 2024) 81.58 80.28 78.85 71.15 85.11 77.78 82.67 83.78 83.87 84.40 85.19
GPT-4o (OpenAI, 2024) 89.50 88.73 82.69 86.54 95.74 85.19 90.67 91.89 91.94 91.74 87.04

Table 2: VLMs Evaluation Results. Celeb., Arch., and Agri. denote Celebration, Architecture, and Agriculture.
The highest and the second highest scores in each column are highlighted in bold and underlined.

Traditional clothing and its functional use

Traditional Attire Social status and historical attire
Accessories and materials

Historical roles and attire
Historical and 

Social Roles
Values and proverbs
Cultural items in media
Roles and attire distribution

Symbols and culture in Korean universitiesUniversity Culture
Traditional culinary tools and methods

Culinary Culture

Ingredients and recipes
Health benefits and nutritional content
Serving methods and seasonings
Modern adaptations
Locations and contexts of food consumption
Agricultural and farming practices
Seasonal and regional practices
Market practices and social settings

Herbal drinks and sweet products
Traditional 
Beverages

Serving methods and health benefits
Brewing methods and aesthetic elements
Flavor characteristics and purposes

Farming and agricultural practices
Traditional Practices 

and Activities
Timing of activities
Regional and seasonal farming
Religious dietary practices

Games and their strategic elementsTraditional Games 
and Entertainment Music and dance performances

Cultural significance and attire

Specific ceremonies and belief systemsHistorical and 
Cultural Ceremonies Historical contexts of objects and texts

Iconic artists and figuresHistorical Figures 
and Structures Historical buildings and their purposes

Figure 4: Required Cultural Knowledge.

question. As shown in Fig. 4, the analysis reveals284

diverse cultural elements. Detailed categorization285

instructions are provided in Appendix B.1.286

Qualitative Examples Fig. 2 showcases sample287

images, questions, and options along with their288

concept categories and question types.289

4 Experiments290

We conduct experiments to evaluate various VLMs291

on our constructed dataset.292

4.1 Models293

The following open-source VLMs are used for ex-294

periments: InstructBLIP-7B/13B (Dai et al., 2024),295

LLaVA-v1.6-7B/13B (Liu et al., 2024), mPLUG- 296

Owl2-7B (Ye et al., 2023), InternLM-XComposer2- 297

VL-7B (Dong et al., 2024), Molmo-7B-D (Deitke 298

et al., 2024), Idefics2-8B (Laurençon et al., 2024), 299

and Llama-3.2-11B-Vision-Instruct (Dubey et al., 300

2024). We also use the following proprietary 301

models: Claude-3-opus (Anthropic, 2024), GPT-4- 302

Turbo (Achiam et al., 2023), Gemini-1.5-Pro (Reid 303

et al., 2024), and GPT-4o (OpenAI, 2024). All 304

models are evaluated in the conventional multiple- 305

choice setup, where a model is prompted to choose 306

its answer from one of four options. The input 307

text is constructed by concatenating (1) a question, 308

(2) each option with option letters in alphabetical 309

order, and (3) the instruction about output format 310

(i.e., "Answer with the option’s letter from the given 311

choices directly."). We use accuracy as an evalua- 312

tion metric. 313

4.2 Results 314

Table 2 demonstrates the evaluation results of dif- 315

ferent VLMs on our dataset. We first observe 316

that proprietary models usually show higher ac- 317

curacies. The GPT-4o and Gemini-1.5-Pro achieve 318

the highest and second-highest scores, respectively. 319

Among the open-sourced models, Llama-3.2-11B 320

and Idefics2-8B usually perform better than other 321

models. The accuracy of models in different ques- 322

tion types is shown in Table 3. We observe that 323

most models show higher accuracy in TYPE 2 ques- 324

tions compared to TYPE 1 questions. Regarding 325

these trends, we suspect visual recognition with 326

diverse cultural contexts poses inherent challenges 327

for VLMs. Our dataset enables evaluating and 328

identifying such aspects where models can be im- 329

proved. 330

5



Model TYPE 1 TYPE 2 Total

InstructBLIP-7B 45.57 53.81 50.84
InstructBLIP-13B 51.48 57.86 55.56
mPLUG-Owl2-7B 43.04 51.19 48.25
LLaVA-1.6-7B 50.21 59.76 56.32
LLaVA-1.6-13B 54.01 58.81 57.08
InternLM-XC2-7B 56.12 61.67 59.67
Molmo-7B-D 55.27 64.29 61.04
Idefics2-8B 63.71 63.57 63.62
Llama-3.2-11B 69.20 67.38 68.04

Claude-3-opus 69.62 80.24 70.02
GPT-4-Turbo 78.90 81.90 80.82
Gemini-1.5-Pro 83.97 70.24 81.58
GPT-4o 92.41 87.86 89.50

Table 3: Results on Different Question Types. TYPE 1
and TYPE 2 denote question types in visual recognition
and visual reasoning, respectively.

Model EN KO∗ EN + KO∗

Claude-3-Opus 70.02 65.30 70.32
GPT-4-Turbo 80.82 75.34 80.37
Gemini-1.5-Pro 81.58 80.82 83.41
GPT-4o 89.50 76.56 79.76

Table 4: Results with Different Input Languages. KO∗

is machine-translated texts. For EN+KO∗, we provide
questions and options in both languages to models.

4.3 Analyses331

Asking the VLM in Korean In this work, we332

primarily focused on evaluating the VLM’s un-333

derstanding of Korean culture and intentionally334

excluded their understanding of the Korean lan-335

guage. Thus, we designed the dataset to focus336

on the VLM’s multiculturality, independent of its337

multilingualism. However, cultural information338

about certain groups often exists in the language339

that persons in the group frequently use. In other340

words, VLMs trained in multilingual corpora might341

have learned about Korean culture through texts342

written in Korean. Therefore, we probe whether343

asking questions in Korean could improve the per-344

formance of VLMs on our dataset. To translate our345

dataset into Korean, we use proprietary unimodal346

LM (gpt-3.5-turbo) as a machine translation sys-347

tem. For each sample in our dataset, the LM trans-348

lates questions and four options into Korean. Three349

proprietary VLMs that can receive Korean text (i.e.,350

GPT-4-Turbo, Claude-3-opus, and Gemini-1.5-Pro)351

are used for experiments.352

Evaluation results with different input languages353

are presented in Table 4. We observe that solely354

providing translated texts in Korean to VLMs does355

not contribute to model performance. When En-356

Human (Korean) Human (Non-Koreans)
30

40

50

60

70

80

90

Ac
cu

ra
cy

 (%
)

LLaVA-v1.6-13B: 66.0

GPT-4-Turbo: 88.0
Korean Culture Proficiency Test

Figure 5: Human Evaluation. Accuracy comparison
between Koreans and non-Koreans on 50 samples of
K-Viscuit. The performance of selected models on this
subset is also displayed. The average scores for Koreans
and non-Koreans are 80.2 and 47.0, respectively.

VQAv2 CVQA K-Viscuit

LLaVA-v1.6-13B 82.8 57.9 57.1
Molmo-7B-D 85.6 65.5 61.0
Idefics2-8b 81.2 69.0 63.6
Llama-3.2-11B 75.2 72.4 68.0

Table 5: Evaluation results of selected open-source
VLMs on various VQA datasets. The results on the
VQAv2 (Goyal et al., 2017) are taken from the respec-
tive papers of each model. The performance on the
CVQA dataset was measured on the Korean subset.

glish texts are also given to models, Gemini-1.5- 357

Pro shows increased performance (i.e., 81.58 to 358

83.41). GPT-4-Turbo and Claude-3-opus usually 359

do not take the benefits of using Korean texts. 360

Human Evaluation on the Benchmark We con- 361

ducted a human evaluation to evaluate how well 362

people from different backgrounds perform on 363

K-Viscuit. We selected a subset of our dataset 364

by randomly sampling 25 images, each with one 365

TYPE 1 and one TYPE 2 question, totaling 50 ques- 366

tions. This test was administered to 20 Koreans 367

and 14 non-Koreans. As depicted in Fig. 5, the 368

results showed that participants with better knowl- 369

edge of Korean culture achieved higher accuracy. 370

However, even among Koreans, knowledge gaps 371

exist between individuals and within a single per- 372

son’s knowledge across different domains, such as 373

history. A Proprietary VLM (i.e., GPT-4-Turbo) 374

shows comparable performance to human perfor- 375

mance, indicating that utilizing VLMs for generat- 376

ing diverse, culturally nuanced questions is more 377

effective than relying solely on individual human 378

annotators. Details of the user study are provided 379

in the Appendix B.2. 380
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Figure 6: Qualitative examples of selected VLMs (i.e., LLaVA-1.6-13B, InternLM-XC2-7B, GPT-4-Turbo, and
Gemini-1.5-Pro) on sampled questions. The answer option is highlighted in the underline. The correct and incorrect
choice of models are highlighted in green and red .

Comparison of open-source VLMs on Various381

VQA Datasets We conducted experiments to382

measure the performance of VLMs on various383

VQA datasets. To this end, we compared the per-384

formance of four open-source VLMs on commonly385

used VQA benchmarks: the VQAv2 (Goyal et al.,386

2017) dev-test split, the Korean subset of CVQA387

(Romero et al., 2024), and our dataset, with results388

shown in Table 5. The VLMs demonstrated their389

best performance on VQAv2, while showing rel-390

atively lower accuracy on CVQA and our dataset.391

This suggests that the cultural questions we col-392

lected are indeed challenging for VLMs to solve.393

Qualitative Results Fig. 6 presents the predic-394

tion of selected models on sampled examples. In395

the first example, all models fail to correctly answer396

the question about asking detailed game rules. In397

the second case, two proprietary models are wrong398

while open-source models make correct answers.399

The third problem requires the model to recognize400

the structure in the image as Cheomseongdae and401

infer that it serves a function similar to that of the402

Griffith Observatory in the United States. Both403

proprietary models make correct answers to this404

example. In the final example, all models success-405

fully identify the correct answer about agriculture.406

5 Discussion407

We discuss several components and future direc-408

tions to build VLMs grounded on diverse cultures.409

5.1 Evaluation beyond Multiple-choice VQA410

Our dataset is designed as a multiple-choice Visual411

Question Answering (VQA) task, where Vision-412

Language Models (VLMs) select one answer from413

given options. While this classification setup en- 414

ables straightforward performance measurement 415

through accuracy, it may not fully reveal the mod- 416

els’ depth of cultural understanding. For instance, 417

VLMs may correctly select an answer from the 418

available options but fail in a generative VQA setup, 419

where they must generate a free-form answer. As 420

shown in Fig. 7, while the VLM accurately identi- 421

fies the object as bibimbap in both multiple-choice 422

and generative setups for the first example, it fails 423

to provide accurate cultural context in the second 424

example despite choosing the correct option in the 425

multiple-choice format. 426

To quantitatively analyze this aspect, we ran- 427

domly sampled 80 questions from the Food cate- 428

gory and evaluated Llava-v1.6-13B’s performance 429

in a generative setting. The model was prompted 430

with the instruction: "This is a question about Ko- 431

rean culture. Answer the given questions briefly 432

and concisely." without access to the original 433

multiple-choice options. Two native Korean evalu- 434

ators assessed the generated responses using three 435

categories: (1) Correct: The model’s response fully 436

contained the original answer or was reasonably ac- 437

curate to the question, (2) Hallucinated: The model 438

confidently provided incorrect information, and (3) 439

Abstained: The model’s response did not include 440

a direct answer to the question but provided a rele- 441

vant description of the image and did not attempt to 442

generate an answer hastily (e.g., "The specific type 443

of food and its cultural context would determine 444

when it is commonly served"). 445

The human analysis results are shown in Table 6. 446

We observed that the VLM’s accuracy in the gener- 447

ative setup was relatively lower than in the multiple- 448

choice setup (from 45.07% to 36.25%). This de- 449
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Q. What are the objects  hanging 
on the bar in the image? 

Choose one of the four options.

(a) brick (b) meju
(c) blue cheese (d) mud

Multi-choice VQA

The answer is (b) meju.

The objects hanging on the bar in 
the image appear to be large, 
irregularly shaped stones or 
bricks. (…) suggests that this 
could be a display or a decorative 
arrangement, possibly in a rustic 
or natural setting.

Generative VQA

Q. What is the name of this food?

Choose one of the four options.

(a) Kimchi Fried Rice (b) Japchae 
(c) Dolsot Bibimbap 
(d) Sundubu Jjigae

Multi-choice VQA

The answer is (c) Dolsot Bibimbap.

Generative VQA

The food in the image appears to 
be a traditional Korean dish known 
as bibimbap. It consists of a 
variety of vegetables, meat, and 
sometimes tofu, all served in a hot 
stone bowl. The ingredients are 
typically arranged in (…)

Figure 7: Qualitative results of a VLM with multi-
choice and generative VQA setups. LLaVA-1.6-13B
is used for the analysis. The correct and incorrect model
generations are manually highlighted by the authors.

Correct Hallucinated Abstained Total

29 (36.35%) 34 (42.5%) 17 (21.25%) 80 (100%)

Table 6: Human evaluation results of LLaVA-1.6-13B
on Food category.

crease in accuracy is likely because the task is in-450

herently more difficult without predefined options.451

Interestingly, a significant proportion of responses452

(21.25%) were classified as abstained, indicating453

that the VLM recognized the need for additional in-454

formation to answer confidently and refrained from455

providing a definitive but potentially incorrect re-456

sponse. This behavior suggests that providing the457

necessary external knowledge could enhance per-458

formance. Our future research aims to propose var-459

ious evaluation methods to assess whether VLMs460

genuinely possess the knowledge to answer ques-461

tions accurately.462

5.2 Augmenting VLMs with External463

Knowledge464

In previous experiments, models struggled with465

questions requiring cultural knowledge. To ad-466

dress these gaps, we considered fine-tuning open-467

source models and augmenting models with exter-468

nal knowledge. Since the latter can be applied to469

both open-source and proprietary models, we fo-470

cused on that approach. We augmented the models471

with relevant documents for each test image from472

the FOOD concept. Our retrieval method involved473

Model NONE RETRIEVED ORACLE

LLaVA-1.6-7B 43.66 68.31 78.87
LLaVA-1.6-13B 45.77 64.08 80.28
InternLM-XC2-7B 50.70 68.31 82.39
Idefics2-8B 51.41 67.61 82.39

Claude-3-opus 62.68 70.42 87.32
GPT-4-Turbo 73.94 78.17 88.73
Gemini-1.5-Pro 80.28 78.17 90.85
GPT-4o 88.73 83.10 92.25

Table 7: Retrieval-augmented Generation Results.

generating captions using GPT-4-Turbo, embed- 474

ding these captions via text-embedding-3-large 475

to build queries, and retrieving Top-1 document 476

from 152 Wikipedia pages related to the objects 477

mentioned in the TYPE 1 options. The K-Viscuit 478

distractors were designed to closely resemble cor- 479

rect answers, creating a challenging retrieval set- 480

ting with numerous hard negatives that mimic real- 481

world conditions. We assess if the retrieval method 482

remains effective under these conditions by examin- 483

ing performance changes when cultural knowledge 484

is introduced. 485

As shown in Table 7, Providing retrieved docu- 486

ments can enhance model performance, as demon- 487

strated by improved scores in the RETRIEVED 488

setting compared to NONE. In cases where propri- 489

etary models did not benefit from certain retrieved 490

documents, their performance still surpassed the 491

baseline when given carefully curated ORACLE 492

documents. This suggests that retrieval-based aug- 493

mentation has the potential to strengthen cultural 494

knowledge in VQA tasks, provided that the quality 495

and relevance of the selected documents are refined. 496

We provide the details in the Appendix D. 497

6 Conclusion 498

In this work, we proposed a semi-automated frame- 499

work for constructing culturally aware benchmarks 500

for vision-language models through human-VLM 501

collaboration, focusing on visual recognition and 502

reasoning in multi-choice QA. We demonstrated 503

its effectiveness by creating K-Viscuit, revealing 504

a significant performance gap between proprietary 505

and open-source VLMs in understanding Korean 506

culture. Through detailed analyses and knowl- 507

edge augmentation experiments, we established 508

the impact of cultural understanding on VQA per- 509

formance and extended our investigation to open- 510

ended answer generation. This work highlights the 511

importance of cultural diversity in model evalua- 512

tion and paves the way for more inclusive VLMs. 513
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Limitations514

Our current framework requires a manual selection515

of images that match specified concepts, preventing516

fully automated dataset generation. These human517

efforts can be alleviated by multimodal retrieval518

modules to some extent. To this end, it should519

be predetermined whether current multimodal en-520

coders can sufficiently understand culturally nu-521

anced images and texts. Enhancing retrieval mod-522

els to better understand and match cultural contexts523

remains our exciting future work. The manual veri-524

fication of automatically generated questions also525

can be a considerable burden. Developing a quality526

estimation module for generated questions could527

assist in this process by reducing the workload on528

human annotators.529

Ethical Statement530

In constructing K-Viscuit, we ensured all images531

were sourced from Wikimedia Commons under532

Creative Commons licenses, maintaining proper533

attribution and copyright compliance. The dataset534

was carefully curated to avoid harmful or inappro-535

priate content, and all questions and answers were536

verified by native Korean speakers to ensure cul-537

tural relevance. While comprehensive, we acknowl-538

edge that our dataset captures only a subset of Ko-539

rean cultural elements.540
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A Dataset Construction Details 760

Guidelines to GPT-4-Turbo for Dataset Annota- 761

tion The detailed prompts for the annotation with 762

GPT-4-Turbo are presented in Table 8 and Table 9. 763

B Dataset Analyses Details 764

B.1 Required Knowledge Analysis 765

We analyzed how diverse the cultural knowledge re- 766

quired by the questions in our K-Viscuit dataset is. 767

To this end, we used the following prompt to obtain 768

responses from the GPT-4 model. We delivered all 769

TYPE 2 samples (including both the questions and 770

the options) to the model by concatenating them 771

into a single string. 772

B.2 Human Evaluation Details 773

We randomly selected images according to the pro- 774

portion of each category to create the questionnaire 775

for the human evaluation. If there were multiple 776

TYPE 2 questions for a single image, we sampled 777

them randomly. The number of selected images 778

per category is as follows: FOOD (4), BEVERAGE 779

(2), GAME (2), CELEBRATIONS (2), RELIGION 780

(2), TOOL (3), CLOTHES (2), HERITAGE (2), AR- 781

CHITECTURE (4), and AGRICULTURE (2). 782

We released the survey on the Amazon MTurk 783

platform, where non-Koreans with a relatively lim- 784

ited understanding of Korean culture were asked 785

to complete the K-Viscuit questions within 20 786

minutes for a compensation of $5. The sur- 787

vey on the MTurk platform resulted in a demo- 788

graphic composed entirely of Americans. Their 789

self-assessed proficiency levels were: Very famil- 790

iar (35.7%), Somewhat familiar (50%), Slightly 791

familiar (14.3%), and Not familiar at all (0%). For 792

Koreans, we administered the survey to 20 graduate 793

students in their mid-to-late twenties. We received 794

feedback that Koreans had the most difficulty with 795

questions related to history. 796

C VLM Evaluation Details 797

Model Implementation Details We present 798

further implementation details in VLMs used in 799

our experiments. All open-source VLMs are im- 800

plemented with the Transformers framework (Wolf 801

et al., 2020), and the checkpoints are downloaded 802

from Huggingface Hub3. For proprietary models, 803

gpt-4-turbo-2024-04-09, gemini-1.5-pro, 804

and claude-3-opus -20240229 are used. The text 805

3https://huggingface.co/models
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prompt used for proprietary models is presented in806

Table 11.807

Prompt for TYPE 1 annotations:

[System Prompt]
You are a helpful Korean annotator to make visual
question answering datasets.

[User Prompt]
Given an image, generate a question asking for
the name of the main object or the main activity
that people are engaged in, and generate one
correct option (answer) and three wrong options
(distractors).

Detailed guidelines are as follows:
1. The objects shown in the image is called
“{object_name}” in Korean. You can include this
word into your correct options after translation into
English.
2. All options should be written in up to 5 words.
3. Please struggle to make creative or challenging
distractors so that they are not easily distinguished
from the answer.
4. Distractors should seem similar to the correct
answer and related to the category of the main
object in image (e.g., Hanok - Agungi, Sarangchae,
Anchae, Daecheongmaru).
Distractors are better when they have similar color,
shape, or texture with the answer.
5. Separate each distractor with “;” symbol.
6. Don’t make any explanation.
7. Distractors should be culturally related to the
image.
8. All the options should be either transliterated or
translated. Never mix transliteration and translation.
9. Don’t be too specific (Avoid using a proper name:
instead use [University building] instead of
[Ewha Campus Complex])

You can refer to below examples that are
annotated for other images.
Question: What is the name of this place shown in
the image?
Answer: Sarangchae
Distractors: Anchae ; Sadang ; Daecheongmaru

Question: What is the name of the structure seen in
the image?
Answer: Ondol
Distractors: Agungi ; Jangdokdae ; Buttumak

Question: What is the name of this building shown
in the image?
Answer: Gosiwon
Distractors: Officetel ; Apartment ; Share house

Please make four options (single answer and three
distractors).

Table 8: A prompt of GPT-4-Turbo used in the anno-
tation of TYPE 1 questions (i.e., visual recognition) in
the ARCHITECTURE category.

Prompt for TYPE 2 annotations:

[System Prompt]
You are a helpful Korean annotator to make visual
question answering datasets.

[User Prompt]
Please ask 5 questions and their options about the
image. Here are the guidelines to follow for writing.

Detailed guidelines are as follows:
1. The objects shown in the image is
“{object_name}”. Don’t include this word
in your questions.
2. The question should require looking at the image
to answer.
3. Questions should require some knowledge about
Korean cultures.
4. Don’t make a simple question that does not
require knowledge of Korean cultures, such as
recognizing objects or counting objects.
5. It is desirable to generate questions that are
difficult for foreigners who are unfamiliar with
Korean culture.
6. After writing a question, please write a single
correct option (answer) and three wrong options
(distractors) for your above question.
7. All options should be written in up to 5 words.
8. Don’t ask traditional celebrations about the given
image.
9. Try to ask questions that are more derived from
the given image.
10. Any creative questions are very welcome.
11. Separate each distractor with “;” symbol.
12. [Description]
“{object_name}\n{description}”

You can refer to below examples that are annotated
for other images.
Question: Seen in the image, what traditional
Korean heated floor system is associated with the
heat source from this feature?
Answer: Ondol
Distractors: Daecheongmaru ; Anchae ; Buttumak

Question: In the image, what kind of Korean roof
finishing is visible, known for its multicolored
patterns?
Answer: Dancheong
Distractors: Seoggarae ; Cheoma ; Maru

Question: Which mode of transportation is com-
monly used by tourists to ascend the mountain
where the tower is located?
Answer: Cable Car
Distractors: Bus ; Bicycle ; Funicular Railway

Please make four options (single answer and three
distractors).

Table 9: A prompt of GPT-4-Turbo used in the annota-
tion of TYPE 2 questions (i.e., visual reasoning) in the
ARCHITECTURE category.
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Prompt for required knowledge analysis:

I created a multiple-choice quiz with four op-
tions per question, based on images related to
Korean culture. Each question is designed to assess
the understanding of one or more cultural elements.
Please analyze which cultural element each question
aims to measure and provide an overall summary.
“{TYPE 2 samples}”

Table 10: Prompt for required knowledge analysis.

Inference prompt for proprietary VLMs:

[System Prompt]
You will be given an image taken in Korea and
a 4-way multiple-choice question. Answer the
question based on the given image and your
knowledge about Korean culture.

[User Prompt]
Question: “{question}”
Options:
a. “{option_a}”
b. “{option_b}”
c. “{option_c}”
d. “{option_d}”

Make sure to respond with the option’s letter:
‘a.’, ‘b.’, ‘c.’, or ‘d.’. Do not make any additional
explanation.

Table 11: Inference prompt for proprietary VLMs.

D Retrieval Methodology Details808

For external knowledge retrieval, we generated im-809

age captions using GPT-4 with the prompt shown810

in Table 12.811

Prompt for generating image captions:

You are an AI language model specializing
in identifying and describing Korean food from
photographs. When given a photograph of Korean
food, your task is to accurately describe the food
based on its visual characteristics and visible
ingredients. Your description should include the
name of the dish, main ingredients, common
accompaniments, and notable features that help
identify the food. Be detailed yet concise, providing
clear and helpful information to those trying to
understand Korean cuisine. Ensure that your
description is within 150 words.

Table 12: Prompt for generating image captions.

E Comparison of K-Viscuit with CVQA 812

dataset 813

Recent advances in vision-language models have 814

sparked a growing interest in evaluating their 815

cultural awareness across diverse global con- 816

texts. A notable contribution in this direction 817

is CVQA (Romero et al., 2024), which intro- 818

duces a comprehensive multilingual VQA bench- 819

mark spanning 28 countries with 9,044 total ex- 820

amples, averaging approximately 323 examples 821

per country. Our K-Viscuit dataset, while fo- 822

cused solely on Korean culture, contains 657 823

examples—substantially exceeding CVQA’s per- 824

country average. Moreover, CVQA’s Korean sub- 825

set comprises 290 examples, less than half the 826

size of K-Viscuit. This focused approach enables 827

K-Viscuit to provide more comprehensive cover- 828

age of Korean cultural elements, offering deeper 829

insights into VLMs’ understanding of specific cul- 830

tural contexts. 831
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