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Abstract
Large language models (LLMs) present a valuable
technology for various applications in healthcare,
but their tendency to hallucinate introduces unac-
ceptable uncertainty in critical decision-making
situations. Human-AI collaboration (HAIC) can
mitigate this uncertainty by combining human
and AI strengths for better outcomes. This paper
presents a novel guided deferral system that pro-
vides intelligent guidance when AI defers cases to
human decision-makers. We leverage LLMs’ ver-
balisation capabilities and internal states to create
this system, demonstrating that fine-tuning small-
scale LLMs with data from large-scale LLMs
greatly enhances performance while maintaining
computational efficiency and data privacy. A pilot
study showcases the effectiveness of our proposed
deferral system.

1. Introduction
Implementing artificial intelligence (AI) in decision-
sensitive fields such as healthcare involves balancing the
benefits of autonomy with the risks and costs of errors.
Human-AI Collaboration (HAIC) aims to find this balance,
by combining human and AI efforts. One approach to HAIC
is using deferral systems which allow AI to handle straight-
forward cases while deferring complex ones to humans.

Clinicians often make decisions using their expertise in
addition to the intelligent guidance of colleagues, which
we define as task-based recommendations and informed
reasoning rooted in logic. Current deferral systems lack this
guidance, isolating human decision-makers. We propose
that effective deferral systems should additionally simulate
providing this intelligent guidance to decision-makers. This
paper explores using LLMs to achieve this.
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The main challenge in building such systems is the computa-
tional expense of LLMs. Proprietary LLMs offer advantages
such as state-of-the-art performance and easy implementa-
tion without needing high-performance hardware. However,
they are impractical for data-sensitive applications due to
lack of internal state access and privacy concerns. Open-
source LLMs can perform well with relatively large amounts
of parameters, but are slow and require high-performance
hardware. Smaller LLMs are faster but less effective. These
issues affect all real-world LLM applications, not just defer-
ral systems. In this paper, we propose methodology for de-
veloping efficient and accurate LLMs of which are capable
of guided deferral and suitable for healthcare applications.

In summary, the contributions of this paper are:

• We propose a novel deferral system, guided deferral,
for large language models (LLMs) in computer-aided
clinical diagnosis. This system not only defers cases to
human decision-makers, but also provides intelligent
guidance. We detail its practical application in health-
care and evaluate its efficacy through a pilot study.

• We evaluate the classification and deferral performance
of two distinct sources of predictions; the verbalised
and hidden-state predictions. Additionally, we demon-
strate how a combination of these sources leads to
a significant prediction in terms of classification and
deferral performance.

• We demonstrate that instruction-tuning an open-source,
efficient, and small-scale LLM on the guard-railed
generation of a large-scale version of the same LLM
leads to significantly improved classification and de-
ferral performance in this task, surpassing even that of
the larger model through the use of guardrails. This
methodology ensures data privacy, which is critical for
high-stakes environments such as healthcare.

2. Related Work
Human-AI Collaboration with Large Language Models.
Few studies explore the use of LLMs in HAIC. Wiegreffe
et al. (2022) first examined LLMs for explaining classifica-
tion decisions using a human-in-the-loop approach to train
a filter assessing explanation quality. Rastogi et al. (2023)
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Figure 1. Our guided deferral system. Reports are parsed by an instruction-tuned LLM for clinical disorders. From the text output, we
extract a verbalised prediction t̂. We calculate a hidden-state ϵ̂ prediction from the final hidden-layer of the LLM, and its combination with
t̂ through their mean µ̂. Uncertain predictions, determined by either t̂, ϵ̂, or µ̂, are deferred to humans with guidance. Certain predictions
are autonomously handled by the LLM.

used HAIC to audit error-prone LLMs with other LLMs.
Dvijotham et al. (2023) proposed CoDoC, a deferral sys-
tem with a black-box classifier and learned deferral AI for
healthcare. Our system differs by using LLMs for guided de-
ferrals. Banerjee et al. (2023) used LLMs to provide textual
guidance for clinicians in decision-making on clinical imag-
ing tasks and argued that deferral systems are sub-optimal
due to anchoring bias and lack of decision-maker support.
They proposed learning-to-guide, which trains LLMs to
provide decision-making guidance without deferring cases.
We contend that this approach still burdens decision-makers
with the time and fatigue issues deferral systems address.
Our work combines LLMs in deferral systems with valuable
guidance for decision-makers on deferred cases, laying the
foundation for advanced deferral algorithms like Learning-
to-Defer (Madras et al., 2018) or Learning with Rejection
(Cortes et al., 2016). Few studies (Mozannar & Sontag,
2021; Liu et al., 2021) have evaluated the efficacy of HAIC
on text classification tasks but are not LLM focused.

Selective Prediction of Large Language Models. Ex-
isting research on LLMs in selective prediction includes
methods to measure uncertainty in model responses after
generation (Varshney & Baral, 2023). Chen et al. (2023)
proposed improving selective prediction by incorporating
self-assessment. Ren et al. (2023) explored detecting out-
of-distribution instances in summarisation and translation
tasks. Our paper applies selective prediction to deferral
systems in clinical parsing. We show that combining the
model’s internal state with its generated prediction enhances
selective prediction without post-generation methods. We
provide a comprehensive evaluation of selective prediction
performance in clinical classification using real-world data,
applied in deferral systems with in-distribution data.

Instruction-Tuning of Large Language Models. Finally,
whilst there exists literature demonstrating improved zero-

shot performance of instruction-tuned (IT) LLMs on unseen
tasks (Wei et al., 2022), our work studies this improve-
ment specifically on an in-domain task through the use of
guardrails. Additionally, there exists works on the use of
IT in the medical domain (Liu et al., 2023), but these focus
on report summarisation. No works have researched the
applications of IT LLMs for the use of deferral systems.
Zhang et al. (2023) provide a recent survey for additional
insight in this area.

3. Methods
3.1. Sources of Predictions

Utilising LLMs in clinical parsing for disorder classification
presents a unique challenge in determining the classifica-
tion approach. We focus our study on the top-performing
methods of two distinct sources of classifications; one from
the internal-states of the LLM and another from the gen-
erated textual output. Additionally, we experiment with a
third through combining these sources. Specifically, the
verbalised, hidden-state and combined sources. Next, we
formally define these sources.

Verbalised Prediction Source. The verbalised probability
is the probability of the positive class extracted from the
generated text of the LLM. We denote these probabilities
for input xi as t̂i.

Hidden-State Prediction Source. The second prediction
probability is defined based on the hidden representations
of LLM to implicitly detect classifications. This is inspired
by Ren et al. (2023), which utilises the final-layer hidden
embedding of LLMs for out-of-distribution detection. The
output embedding ĥi ∈ H for input xi is computed as the
average of the decoder’s final-layer hidden-state vectors
gik ∈ Rd over all K output tokens with a hidden dimension
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of d = 5120 for the small-scale LLM:

ĥi :=
1

K

K∑
k=1

gn
ik.

Then, an MLP g : H 7→ R is trained as a hidden-state clas-
sifier to learn the probability of the disorder from the LLM
hidden representation, the hidden-state prediction probabil-
ities, denoted ϵ̂i, i.e. ϵ̂i = g(ĥi). We experimented with
different models for the hidden-state classifier in ambitions
of fully utilising the information embedded in ĥ (see Ap-
pendix D.1 for details).

Combined Prediction. Additionally, we combine the ver-
balised prediction and the hidden state prediction through
their mean to form the combined prediction, of which we
denote µ̂i.

3.2. Instruction-Tuning Methodology

In generating well-calibrated verbalised probabilities, we
use the “verb. 1S top-k” prompting strategy (Tian et al.,
2023), prompting the LLM to provide the top k guesses and
their probabilities in a single response. Adapting this to
k = 1 for a binary setting, we prompt the LLM to return the
probability of the positive class. Additionally, we prompt for
the top reason the disorder might and might not be present,
using dialectic reasoning (Hegel, 2018) to provide intel-
ligent guidance for decision-makers. This technique has
proven effective in decision support (Jarupathirun & Zahedi,
2007). An example output is in Figure 2.

Example Generated Guidance

TOP REASON FOR: The MRI report indicates that there is narrowing of the
right exit foramen at the L5-S1 level, which is causing compression of the ex-
iting right L5 nerve root. This suggests that there is foraminal stenosis (FS) at this level.

TOP REASON AGAINST: There is no mention of foraminal stenosis
specifically at the L5-S1 level.

CONCLUSION: Based on the information provided, there is a possibility
of foraminal stenosis at the L5-S1 level due to the narrowing of the right exit foramen
and compression of the exiting right L5 nerve root. However, the report does not
explicitly mention foraminal stenosis at this level.

PROBABILITY OF FS PRESENT AT L5-S1: 60%

Figure 2. Example guidance based on a spinal MRI radiological
report. The instruction-tuned LLM is able to intelligently infer a
diagnosis with sound logic without explicit textual diagnosis.

3.3. Deferral Mechanism

Our deferral strategy is based on the confidence of predic-
tions that is determined by its distance to the chosen deci-
sion boundary of 0.5. Formally, predictions p̂ ∈ {t̂, ϵ̂, µ̂}
are transformed to sorted relative confidence probabilities
p̃ = sorted (2 |p̂− 0.5|) for equal comparison between the
positive and negative classes. The resulting p̃ determines
the hierarchy of cases to be deferred.

The deferral performance is measured through recursively
iterating through all elements p̃, deferring this prediction
(without replacement) and measuring the classification per-
formance of the LLM on the remaining cases. This proce-
dure describes the AUARC metric (Nadeem et al., 2009)
when measuring accuracy. Intuitively, good deferral be-
haviour should demonstrate a monotonically increasing ac-
curacy with increasing deferral rate.

3.4. Pilot Study in Investigating the Effectiveness of
Generated Guidance

We conduct a pilot study with 20 participants to evaluate the
effectiveness of our guidance in the scenario of deferring 30
(≈5%) of the most uncertain test predictions. Participants
received background information, including clinical details,
examples of prediction outcomes with associated MRI re-
ports and the LLM’s performance on a validation set to help
participants develop a sufficient mental model of the LLM,
of which has been shown to be important in HAIC systems
(Kulesza et al., 2012; Bansal et al., 2019). The ordering of
the 30 questions were randomised for each participant to
reduce order bias.

Participants moved to the next question if their prediction
matched the LLM’s. If it differed, they received guidance
and could either change their prediction or keep it based
on the guidance and their understanding of the LLM. This
process allowed us to assess human performance with and
without guidance. Effective guidance should help partici-
pants recognise both the accuracy and inaccuracy of their
judgements. Full details are in Appendix C.

4. Experiments
Data. We use the OSCLMRIC (Oxford Secondary Care
Lumbar MRI Cohort) dataset, containing professionally an-
notated lumbar MRIs and radiological reports for various
types of stenosis at different spinal levels, of which serve
as our ground-truth labels. An example report is shown in
Listing 2. The dataset is highly imbalanced, with ≈95% of
labels negative. Each report is parsed to detect the binary
presence of three types of spinal stenosis (foraminal stenosis
[FS], spinal canal stenosis [SCS], and lateral recess stenosis
[LRS]) at six lumbar spine levels, resulting in 1,800 exam-
ples. The data is randomly split into 30% for generating an
instruction-tuning dataset, 20% for training the hidden-state
classifier, 20% for validation, and 30% for testing.

SOTA Baseline. We use Tulu V2 70B as the SOTA base-
line model for our experiments, of which is the highest-
performing open-source LLM against several benchmarks
at the time these experiments were conducted (Beeching
et al., 2023). Proprietary LLMs are omitted as baselines due
to the aforementioned data privacy issues.
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Table 1. Classification, calibration, deferral performance and LLM efficiency against test split (N=540) of 9 setups: 13B base and
instruction-tuned models on their verbalised (t̂BASE-13B and t̂INSTRUCT-13B respectively), hidden-state (ϵ̂BASE-13B and ϵ̂INSTRUCT-13B respectively)
and combined probability predictions (µ̂BASE-13B and µ̂INSTRUCT-13B respectively). We include Tulu-70B experiments as the SOTA baselines
highlighted in grey . Statistically significant best results in bold.

SETUP
CLASSIFICATION PERF. CALIBRATION PERF. DEFERRAL PERF. LLM EFFICIENCY

RECALL↑ PRECISION↑ F1-SCORE↑ ECE↓ ACE↓ AUARC↑ REL. S./GEN.↓ MEM.↓ E.R.↓

(1) t̂BASE-13B 0.85±0.02 0.61±0.01 0.61±0.01 0.26±0.01 0.32±0.01 0.897460±0.0063 | | |
(2) ϵ̂BASE-13B 0.73±0.02 0.94±0.03 0.80±0.02 0.03±0.01 0.04±0.01 0.994715±0.0006 0.08±0.02 6.02 0.29
(3) µ̂BASE-13B 0.78±0.03 0.87±0.04 0.82±0.03 0.13±0.01 0.18±0.01 0.993318±0.0010 | | |

(4) t̂BASE-70B 0.90±0.02 0.78±0.01 0.83±0.01 0.27±0.01 0.33±0.01 0.973529±0.0052 | | |
(5) ϵ̂BASE-70B 0.87±0.01 0.97±0.01 0.91±0.01 0.02±0.01 0.05±0.01 0.997191±0.0002 1.00 32.08 0.04
(6) µ̂BASE-70B 0.90±0.01 0.95±0.02 0.92±0.01 0.14±0.01 0.19±0.01 0.997260±0.0003 | | |

(7) t̂INSTRUCT-13B 0.85±0.02 0.92±0.02 0.88±0.02 0.27±0.01 0.32±0.01 0.987501±0.0024 | | |
(8) ϵ̂INSTRUCT-13B 0.89±0.01 0.98±0.01 0.93±0.01 0.01±0.01 0.05±0.01 0.997409±0.0002 0.08±0.02 6.02 0.0002
(9) µ̂INSTRUCT-13B 0.91±0.01 0.98±0.01 0.94±0.01 0.14±0.01 0.19±0.01 0.996978±0.0013 | | |

Abbreviations. We abbreviate IT and base (non-IT) mod-
els as “INSTRUCT” and “BASE”, respectively. Tests for
statistical significance (SS) are conducted using a one-sided
non-parametric Mann-Whitney U test (Mann & Whitney,
1947), unless stated otherwise.

Evaluation Metrics. The Area Under Accuracy-Rejection
Curve (AUARC) and F1-score are used to measure the defer-
ral and classification performance, respectively. We further
evaluate the calibration of our setups with ECE (Guo et al.,
2017) and ACE (Nixon et al., 2020). LLM efficiency is
evaluated based on Rel. s/Gen. (seconds/generation relative
to the baseline), Mem. (GPU VRAM required in GB), and
E.R. the error rate (the number of unsuccessful generations
for each successful generation).

4.1. Computational Results

Instruction-Tuned Models Are More Accurate, Equally
Calibrated, Better Deferral Systems, and More Efficient.
We find a SS improvement in F1-Score of verbalised pre-
dictions of t̂INSTRUCT-13B in comparison to the baseline
t̂BASE-70B, demonstrating instruction-tuning methodology
to be successful. The greatest deferral performance results
from the hidden-state predictions of the 13B setup, sur-
passing that of the 70B baseline. The IT model is seen to
significantly improve in all LLM efficiency metrics.

Access to Internal States of LLMs Improves Deferral Per-
formance. Utilising open-source LLMs allows for hidden-
state predictions which are shown to be the best calibrated
and are utilised in the greatest deferral performance (Table
1, Row 8). This finding suggests deferral systems built util-
ising proprietary LLMs without access to internal states and
relying solely on verbalised predictions are inadequate.

The Combined Prediction Leads to Greatest Classifi-
cation Performance. µ̂INSTRUCT-13B is the greatest clas-
sification source (Table 1, Row 9), surpassing that of

ϵ̂INSTRUCT-13B and t̂INSTRUCT-13B (p<0.01). The improvement
in µ̂ over t̂ and ϵ̂ is seen in all setups. This implies an in-
teresting finding; in that the verbalised and hidden-state
sources contain valuable and distinct pieces of information
contributing to classification. There exists a positive corre-
lation of ρ = 0.53 ± 0.07 between these predictions. When
focusing our analysis when µ̂ is correct and the predictions
of t̂ and ϵ̂ differ, a correct ϵ̂ prediction is combining with an
incorrect t̂ prediction in the majority of cases, at an average
of (75 ± 0.14)% of these cases. When µ̂ is incorrect, a cor-
rect t̂ prediction is combining with an incorrect ϵ̂ prediction
in the majority of cases, at an average of (75 ± 0.25)% of
these cases. See Figure 3 for confusion matrices.

Figure 3. Confusion matrix illustrating the number of test cases
for t̂ and ϵ̂ precision, given (i) the incorrect prediction of their
combination µ̂, and (ii) correct prediction.

The Combined Prediction Has The Greatest Deferral
Performance in Mostly-Autonomous Systems. We find
a SS (p<0.1) improvement in the deferral strategy of de-
ferring on ϵ̂INSTRUCT-13B and classifying on µ̂INSTRUCT-13B, in
comparison to the next-best strategy of deferring and classi-
fying solely on ϵ̂INSTRUCT-13B , in situations where <5% of
cases are deferred. In practice, this would be cases where
users would require the system to be mostly autonomous.
This implies that the combined prediction is a greater pre-
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dictor of disease in high-uncertainty situations. In deferral
rates ≥5%, there exists no SS difference between the two
strategies, but a SS over all other setups.

4.2. Pilot Study Results

Following the computational deferral results in high uncer-
tainty, we defer 5% of the test cases based on the hidden-
state prediction and provide the classification prediction of
the combined prediction.

Figure 4. Human accuracy without guidance is lower and more
variable than with guidance (HAIC). Accuracy of prediction
methods from pilot study. On average, guided humans outperform
both unguided humans and the LLM.

Guidance is Effective in Aiding Human Decision-
Making. Figure 4 displays the accuracy of participant
decision-making with and without guidance, compared to
LLM performance. All participants’ accuracy improved
with guidance. We rejected the null hypothesis that per-
formance without guidance equals performance with guid-
ance (paired one-sided Wilcoxon signed-rank test, p<0.01).
When confronted with AI disagreement, the provided guid-
ance proved effective in assisting participants to arrive at the
correct final decision. This was true not only when the par-
ticipant was incorrect, but importantly also when the LLM
was incorrect. We rejected the null hypothesis that the pro-
portion of humans changing their prediction is independent
of the AI’s prediction correctness (χ2-test, p<0.01).

5. Conclusion
We develop a guided deferral framework using LLMs for
clinical decisions, with HAIC as a key focus. Our study
shows that IT small-scale LLMs can achieve significant
deferral and classification performance while maintaining
computational efficiency through instruction-tuning on su-
pervised data from a large-scale LLM. We utilise two predic-
tion sources—verbalised and hidden-state, yielding valuable
insights for classification and deferral. The combination of
these sources results in a significant classification and high-
uncertainty deferral prediction. Finally, we validate the effi-

cacy of our proposed guided deferral system through a pilot
study, with the results showing a significant improvement
in human decision-making performance under the LLM
guidance.

Limitations. In this paper, we prioritise healthcare in our
analysis due to its greater ethical significance in research.
However, there exists a severe lack of high-quality report
data with labels in medical domain, making it difficult for
LLM evaluation. When implementing our system, extra ef-
forts are required to educate clinicians about its capabilities
to prevent unexpected errors. This involves addressing hu-
man biases such as anchoring and confirmation bias, as well
as briefing them on the system’s training data distribution,
including concepts such as data drift and out-of-distribution
instances. Such understanding is vital, particularly in sce-
narios where variations in report style or format might affect
the system’s performance.
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A. Additional Listings
### QUESTION: Is there <disorder> at the <ivd> level?

### INSTRUCTIONS: You are an expert spinal surgeon, giving guidance to novices in diagnosing <disorder> at the <ivd> level based on the
contents of a report. Firstly, start by giving the single top reason both for and against, considering information ONLY
regarding the <ivd> level. Finally, at the end of your response, give a final detailed conclusion including a definitive answer
to the question, based solely on your top reasons, and importantly including a probability that <disorder short> is present at
the <ivd> level in this format: ’CONCLUSION: <your conclusion>. PROBABILITY OF <disorder short> PRESENT AT <ivd>: <your
probability>% </s>’. You must end your response after this.

### RULES:
1. Your probability must not be 50%.
2. If you think it is present, your probability must be greater than 50%.
3. If you think it is not present, your probability must be less than 50%.
4. Even if the question is not answerable, you must still give a definitive answer and probability.
5. Give your answer only in English.

### ASSUMPTIONS:
1. Assume that any severity or of <disorder> indicates that it is present and your probability should be greater than 50%.
2. The absence of information about <disorder> at the <ivd> level indicates that it is not present and your probability should be less

than 50%.
3. Assume that you can only use information at the <ivd> level to diagnose <disorder>.
4. Foraminal Stenosis is the narrowing of the foramen, Lateral Recess Stenosis is the narrowing of the lateral recess, and Spinal Canal

Stenosis is the narrowing of the central spinal canal.
5. The presence of <disorder1> or <disorder2> does not imply the presence of <disorder>.

### REPORT: <report>

Listing 1. Base-prompt used in generating data to instruction-tune and in parsing of reports. The relevant level, disorder, question, and
report were inserted to make the final prompt.

Clinical History :
Exam.: MRI Spine lumbar and sacral
Reason for Study: ? Right Si Nerve Root Pain suitable for
injection/surgery
Clinical Information: 7/12 severe and worsening right leg
pain S1. Normal neurology. High disability, 2
crutches/wheelchir outdoors. IIieitis/crohns.

MRI Spine Lumbar and Sacral :
L5 vertebra plana in addition to diffuse infiltration of L4,
with minor collapse. There is also patchy involvement of the
S1 vertebral body, and of the right ilium and to a lesser
extent the left ilium. Small lesion in L1. Satisfactory
vertebral alignment.

Axial images L3-S1.
L3-4 no neural compression.
L4-5 narrowing of the right lateral recess due to tumour
with impingement of the traversing right L5 nerve root.
L5-S1 narrowing of the right exit foramen due to tumour with
compression of the exiting right L5 nerve root. Minor
displacement of the right S1 nerve root.

Conclusion:
Features of metastatic disease. Right-sided nerve root
compression as described.

Listing 2. An example spinal MRI radiological report.

B. Experimental Details
B.1. Inference

Inference hyperparameters are as follows:

• max new tokens: 1000

• temperature: 0.8

• top k: 50

• top p: 0.95

B.2. Training

We instruction-tune the 13 billion parameter LLM Tulu V2 DPO (Ivison et al., 2023) using QLoRA (Dettmers et al.,
2023) on generations solely. The base model can be downloaded from https://huggingface.co/allenai/
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tulu-2-dpo-13b. Training time on a single GeForce RTX 4090 varied by number of generated sets, but for no longer
than 6 hours, with CUDA v12.4.

The hyperparameters used for training are listed below:

• Model Preparation:

– rank (r): 128
– target modules: {q proj, k proj, v proj, o proj, gate proj, up proj, down proj}
– lora alpha: 16
– lora dropout: 0
– bias: none
– use gradient checkpointing: True
– random state: 3407
– max seq length: 4096

• Training Configuration:

– Training Batch Size: 10
– warmup steps: 10
– logging steps: 1
– learning rate: 2e-4
– Optimiser: adamw 8bit
– bf16: True
– weight decay: 0.1
– warmup ratio: 0.01
– lr scheduler type: linear

B.3. Guard-rail Implementation

Algorithm 1 details the implementation of the guard-rail used in generating our instruction-tuning data.

Algorithm 1 Guard-rail Algorithm in Generating Instruction-Tuning Data

1: Set failure count = 0
2: repeat
3: Generate a response
4: if response contains non-English text or does not end with an EOS token or contains multiple probability predictions

or contains no firm answer then
5: Retry generation
6: else
7: if prediction matches the label then
8: Generation is successful
9: End Algorithm

10: else
11: Increment failure count by 1
12: end if
13: end if
14: until failure count = 10
15: Ignore label check and save the prediction.
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C. Pilot Study
We detail the instructions given to pilot study participants in this section.

Figure 5. Page 1: Participants are first briefed on the clinical diagnosis task at hand, including the three types of spinal stenosis.
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Figure 6. Page 2: Next, participants are first briefed on the notion of intervertebral levels.
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Figure 7. Page 3: We give participants a mental model of the classification performance of the LLM of which they should expect.
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Figure 8. Page 4: We brief participants on the type of guidance they should expect during the study.

Figure 9. Pages 5-9: Participants are given 4 examples; a true a positive, a false positive, a true negative and a true positive. Sensitive data
is censored behind grey boxes.
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Figure 10. Page 10: Before starting the study, users are briefed on the assumptions they should make when predicting.
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Figure 11. Page 11-41: The study consists of 30 of the most uncertain predictions from the LLM. Participants are first asked to make
their own prediction. If their prediction matches with the LLM, they continue to the next question. Otherwise, they are told they are in
disagreement with the AI and are provided guidance. They are then given the opportunity to change their decision. Additionally, user’s
time to completion and self-recorded confidence are recorded during the study. Confidential data is censored behind grey boxes.
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D. Additional Experiments
D.1. Hidden-State Classifier Experiments

In order to maximise the predictive capabilities of the final-hidden layer of the LLM, we experiment with different hidden-
state MLP classifier architectures. We choose the architecture of which maximises the deferral performance (AUARC)
on the validation split. Table 2 details the results of these experiments. We choose a three fully-connected layer as our
hidden-state classifier due to joint statistically significant deferral performance and F1-Score.

Setup F1-Score AURAC

One fully-connected layer 0.88 ± 0.03 0.995734 ± 0.0004
Three fully-connected layers 0.91 ± 0.01 0.995976 ± 0.0003
Five fully-connected layers 0.90 ± 0.01 0.996068 ± 0.0003

Table 2. Comparison of classification performance (F1-Score) and deferral performance (AURAC) of two setups: one fully-connected
layer and three fully-connected layers.
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