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ABSTRACT

Spiking Neural Networks (SNNs) are intrinsically energy-efficient. However,
most existing models enforce a uniform time-step across all layers, which lim-
its flexibility and degrades performance under low-latency inference. To address
this limitation, we propose Mixed-Timestep Spiking Neural Networks (MT-SNNGs),
a paradigm in which each layer operates with an optimally selected time-step,
thereby enabling the joint optimization of accuracy and latency. Within MT-SNNSs,
we develop a quantization-aware conversion framework that maps a pre-trained
ANN to a mixed-timestep SNN. Specifically, we first establish an equivalence
principle between activation bit-width and time-steps: the SNN time-step 7" can
be theoretically approximated by the activation quantization level 2" in the source
ANN. Based on this theory, different activation bit-widths of ANNs can be layer-
wisely mapped to the corresponding time-steps of SNNs. Then, we jointly opti-
mize the quantization levels and firing thresholds to obtain an optimal parameter
combination, where the overall 7" is minimized. As a result, a optimized accuracy-
latency trade-off is achieved. Finally, we identify a temporal dimension mismatch
issue in MT-SNNs and propose a temporal alignment scheme to address this issue,
ensuring proper propagation of activations across layers. Extensive experiments
on CIFAR-10, ImageNet-1k, CIFAR10-DVS and DVS-Gesture demonstrate the
effectiveness of our approach. On ImageNet-1K, our MT-SNNs achieve 73.63%
top-1 accuracy with only 4.88 time-steps, advancing the state of the art.

1 INTRODUCTION

Spiking Neural Networks (SNNs), regarded as the third generation of neural networks, are inspired
by the way biological neurons transmit information via discrete spike trains (Maass, |1997} Izhike-
vich, 2003 |Ghosh-Dastidar & Adeli, |2009). SNNs leverage event-driven computation and temporal
dynamics, offering biological plausibility and higher energy efficiency.

Despite these advantages, training SNNs remains challenging due to the non-differentiable nature of
spike functions. To address this, surrogate-gradient techniques approximate the gradients of spike
activations, enabling enabling the directly training of SNNs with competitive accuracy (Lee et al.
20165 Neftci et al.l 2019; [Wu et al.l 2018bj [Lee et al., [2020; [Fang et al., |2021} [Deng et al., 2022;
Fang et al 2024} [Huang et al., |2024). Another widely used approach is ANN-SNN conversion,
which circumvents training difficulties by mapping ANN activations to SNN firing rates under rate
coding (Cao et al., [2015} [Diehl et al., [2015; Rueckauer et al., 2016; |Sengupta et al., 2019; Li et al.,
20215 Bu et al.| 2023} Hao et al., 2023a; [Wu et al., [2024; [Wang et al., [2025). While effective, the
conversion method typically requires long simulation time-steps to achieve high accuracy, resulting
in increased inference latency and computational overhead.

Both directly training and conversion methods usually adopt a uniform time-step configuration,
where all layers operate with the same number of time-steps (Fang et al.| 2021} |2024; Huang et al.,
20245 |Li et al., |2021; Hao et al., 2023a). This paradigm limits the flexibility and leads to suboptimal
trade-offs between accuracy and efficiency. Specifically, both training and inference complexity
scale as O(NT), where N is the number of layers and T is the number of time-steps. Reducing T
without sacrificing accuracy is crucial for practical deployment.
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To overcome this limitation, we inspired from mixed-precision quantization for ANNs, which shows
that different layers exhibit varying sensitivity to quantization noise (Liu et al.l 2018; [Wu et al.,
2018a; Dong et al.,[2019; [Yao et al.,|2021} |Elthakeb et al.,2020; Habi et al.,|2020). We hypothesize
that an analogous principle holds for SNNs: different layers may have different sensitivities to time-
step reduction. Allocating more time-steps to sensitive layers and fewer to more robust layers can
better balance accuracy and latency.

Based on this insight, we propose Mixed-Timestep Spiking Neural Networks (MT-SNN5), a novel
paradigm in which each layer operates with an optimal number of time-step. Unlike existing dy-
namic time-step methods that use early exit strategies to determine inference time-steps based on
input samples’ entropy (Li et al.,2023a)), our MT-SNNs use statically mapped time-steps and avoids
additional runtime decision overhead, making it suitable for deployment.

In this work, we present a quantization-aware conversion framework that constructs MT-SNNs from
pre-trained ANNs. We identify optimal parameter combinations that minimize the total number of
timesteps while preserving accuracy. To bridge the temporal mismatch between layers, we further
propose a temporal alignment mechanism that ensures consistent spike propagation, while compen-
sating for residual errors introduced during conversion. Our main contributions are as follows:

* We establish a theoretical equivalence between activation bit-width and time-steps, show-
ing that time-steps 7" of SNN can be approximated by the activation quantization level 2™
in a pre-trained ANN.

* We jointly optimize quantization levels and firing thresholds to obtain an optimal parameter
combination that minimizes overall time-steps 7" while maintaining high accuracy.

* We identify the temporal mismatch issue in mixed-timestep SNNs and introduce a average
temporal alignment strategy to ensure consistent spike propagation across layers, while
compensating for residual conversion errors.

* Extensive experiments on CIFAR-10, ImageNet-1K, CIFAR10-DVS, and DVS-Gesture
demonstrate the advantages of our method. Notably, our MT-SNNs based on ResNet-34
achieve 73.63% top-1 accuracy, setting a state-of-the-art for low-latency SNN conversion.

2 RELATED WORK

Uniform Time-Steps. The construction of large-scale deep SNNs predominantly follows two
paradigms: (i) directly training with surrogate-gradient methods and (ii) ANN-to-SNN con-
version from a pre-trained ANN. Specifically, surrogate-gradient approaches mitigate the non-
differentiability of the spike function during directly training (Neftci et al.,[2019; [Fang et al.| 2021}
Yao et al.| 2022; Huang et al., 2024), making it feasible to train deep SNNs. However, because
SNN activation tensors intrinsically have a temporal dimension, treating temporal dimension as a
learnable parameter can disrupt standard backpropagation and invalidate surrogate-gradient prop-
agation. Consequently, existing surrogate-gradient methods typically adopt a uniform time-step
setting, where all layers share the same time-step. In contrast, ANN-to-SNN conversion maps SNN
firing rates to ANN activations (Cao et al.,[2015} Rueckauer et al.,|2016;/Han & Roy}2020; Li et al.}
20215 Bu et al., |2023; |Oh & Lee, 2024} |Hao et al. 2023a; |Wang et al.| [2025)), where the number
of time-steps determines the resolution of the firing rate. This paradigm does not inherently require
a uniform time-step across layers. However, prior ANN-to-SNN conversion methods have largely
overlooked this flexibility and, similar to directly training, enforce a uniform time-step across all
layers, leaving considerable optimization potential unexplored.

Dynamic Time-Steps. Inspired by early-exit mechanisms in dynamic ANN networks |Almahairi
et al.|(2016)); Chen et al.[(2020), [Li et al.|(2023a) built a decision agent that uses time-varying SNN
output confidence to determine inference termination. |Li et al.|(2023b)); [Li et al.| adjusted time-steps
via input sample entropy with confidence thresholds to enable early exit for simple inputs, but this
introduces additional runtime decision overhead. Du et al.|(2025) proposed mixed-timestep training,
where networks are split into stages with random time-steps. To address temporal mismatch between
layers, they adopt resampling mechanisms, which can cause feature loss or artificial amplification.
In this work, we construct MT-SNNs via an ANN-SNN conversion pipeline, which bypasses the
difficulties of directly training SNNs with learnable temporal parameters, offering a practical route
to fill the gap in mixed-timestep SNNs.
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3 PRELIMINARIES

3.1 NEURON MODEL

In SNNs, the soft-reset Integrate-and-Fire (IF) neuron is a commonly used model (Cao et al., 2015}
Han et al.l 2020; [Han & Roy, [2020)), where the membrane potential is updated rather than reset
to a fixed value. The membrane potential of neurons in layer [ before spiking at time-step ¢ is
determined by integrating the post-spiking potential from the previous time-step ¢ — 1 and the input
current received at time ¢:

U=V +gq (1)

where U} is the membrane potential of layer [ before spiking, and V;! | represents the membrane
potential of neurons in layer [ after spiking at time ¢ — 1. The input current q! is defined as ¢! =

Wist=16!=1, where W' € R¥'*N'"" denotes the synaptic weight matrix between layer { — 1 and
layer [, and N'~! is the number of neurons in the preceding layer [ — 1. When the U] of a neuron
exceeds the threshold 6, the neuron fires a spike and update the membrane potential:

Vi =U-0""s )

where ¢' is the firing threshold, and s! represents the spike of layer [ at time t. The spike s} is
determined by the indicator function 1[-] (defined as 1[x > 0] = 1 and 1]z < 0] = 0) as follows:

st =1[U} > 0] 3)

Motivation A key insight for SNNs is that different layers exhibit varying sensitivities to the num-
ber of time-steps. Layers that are more sensitive should be allocated more time-steps to mitigate
accuracy degradation, whereas less sensitive layers can use fewer time-steps to reduce memory and
computational overhead. However, most prior work enforces a uniform time-step across layers. Al-
though increasing the number of time-steps can improve inference accuracy, it also incurs latency
to O(NT), where N is the number of layers and T is the number of time-steps, thereby limiting
flexibility and performance in low-latency scenarios. Consequently, to minimize inference latency
while preserving accuracy, an effective strategy is to assign layer-wise time-steps.
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Figure 1: This figure illustrates the differences between two types of networks: a) Vanilla SNN,
where all layers use a uniform time-steps; and b) Mixed-Timestep SNN (MT-SNNs), where time-
steps vary across layers.

4 METHOD

This section outlines a quantization-aware conversion framework that maps pre-trained ANNs to
MT-SNNs. First, a principled relationship between ANN activation bit-width and the number of
SNN time-steps is established. Next, it is shown that jointly optimizing quantization levels and
firing thresholds yields an optimal accuracy—latency trade-off by minimizing the time-steps. Finally,
to resolve inherent temporal dimension mismatch issue under mixed-timestep inference, a temporal
alignment mechanism is proposed to ensure consistent inter-layer activation propagation.
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4.1 EQUIVALENCE RELATIONSHIP BETWEEN ANN AND SNN

Theorem 1. To achieve lossless conversion between a pre-trained ANN and an SNN (i.e., a! = ¢'),
under the premise of eliminating residual membrane potential errors, the time-step T' of the SNN

and the activation quantization level on' of the ANN should satisfy the relationship:
Tsnn = 2wy 4)

proof. For ANN, the activation quantization operation Q(a'; n') maps a'! € R? to discrete values,

where a' is the activation of the I-th layer adn d represents the number of neuron. Here, ' =

[n!, s, 41T is the set of trainable parameters for the I-th layer (Uhlich et al., 2019), where n! € N

is the quantization bit-width, s' € R is the quantization step size, 7' € R is the clipping threshold,
1

and the three parameters in 7’ satisfy the inherent constraint s' = 277 Therefore, the activation
quantization formula for ANNS is as follows:

1 2nl
al = 1 .clip (Q (Wlal—1 20,27 (5)
on ,-Yl

Here, the clip(-) operation restricts the activation values to the range [0, 2"l], while Q () denotes
rounding quantization, which maps @’ € R? to integer quantization levels and W' denotes the
weights between the (I — 1)-th layer and the I-th layer.

To establish the corresponding expression for SNNs and further derive the equivalence relationship
with ANNSs, we first start from the membrane potential dynamics of SNNs. Substitute equation [I]
into equation [2|to obtain the recursive form V! = V! | + gl — 0 - sl and summing this recursive

equation over 7" time-steps yields:
Tl
Vii=Vi+) a0 N (6)
t=1

where Vi € R? is the initial membrane potential of the [-th layer, V!, € R is the residual mem-
brane potential and N'! = Zszll st €{0,1,..., 7"} denotes the spike count of the I-th layer over

. . L l . . .
T time-steps. Define the scaled spike rate as ¢! = % . Zthl sL, combined with the input current

of SNNs ¢! = Wlsi_19l*1 rearrange equation EI and divide both sides by 7. This leads to the
expression for the scaled spike firing rate of the [-th layer in the SNN:

vi-vi
T
To align the form of ¢' with the ANN activation a' (equation , substitute N! = ig—;qbl into equa-

tion@and rearrange to solve for N'. Considering the integer nature of spike counts (IN! € N%) and
the range constraint of firing counts (0 < N} < T for the i-th neuron), the spike firing count N'!

can be rewritten as: Lt
“1.7
N' = clip (Q (W d + 5l> ;o,Tl> (8)

¢l _ Wl¢l71 + (7)

9[

Vi -V} . . . .
where 6! = =2 ol 7L denotes the residual membrane potential error term. Substitute equatlonback

into the definition of ¢! = %
the [-th layer in the SNN:

el ) Wl -1 Tl
¢! = = -clip (Q <¢91 + 5l> ;o,Tl> )
The goal of ANN-SNN conversion is to ensure that the scaled spike firing rate of the SNN is con-
sistent with the activation of the ANN. By comparing equation [5] and equation [J] both consist of a

scaling factor x clipped quantization term structure. To achieve ¢! = a!, the following parameter

matching conditions must be satisfied: 6! = !, T! = 97" and &' = 0. It should be noted that
residual errors arising from &' # 0 are inevitable. Existing studies have proposed multiple strategies
to mitigate such errors, such as weight scaling (Sengupta et al., 2019; |Li et al.| 2021)) and threshold
balancing (Diehl et al.,[2015). We propose the average temporal alignment method in Section
which enables Vi = V,, thereby ensuring §' = 0 with the proof provided in

- N, yielding the final expression for the scaled spike firing rate of

Tl>
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4.2 OPTIMAL PARAMETER COMBINATION

In the proposed conversion framework, the Straight-Through Estimator (STE) (Bengio et al., [2013))
is adopted to approximate the gradient of the quantization operation. This approximation enables
end-to-end training of the quantization parameter set ' for the conversion task from pre-trained
ANNSs to MT-SNNs. End-to-end training allows the model to learn optimal per-layer quantization
configurations while preserving the accuracy of the pre-trained ANNs. Notably, the learned ANN
quantization configurations can be directly mapped to the time-steps of SNNs by the equivalence
relationship established in Theorem 1. In this section, we analyze gradient flow optimization char-

I Time Step [r [ Bit Width [n,s] [ Time Step [n,y] [ Bit Width [n,y] [0 Time Step [s. [ Bit Width [s,y] [0 Time Step [t,y] [ Bit Width [t,y]
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(a) Combmatlon 1 [n,s] (b) Combination 2 [n,y] (c) Combination 3 [s,y] (d) Combination 4 [t,y]

Figure 2: The quantization bit-width in ResNet-18 for ANNs and the corresponding time-step for
SNNs on the CIFAR-100 dataset.

acteristics of different parameter combinations from the optimization landscape perspective, demon-
strating the superiority of the optimal combination [t', /] in inference latency. For the quantization

1
operation Q(a';n'), the parameter set i’ satisfies the inherent constraint s' = -, which implies
that once any two parameters are determined, the third is uniquely fixed. The feasible four parameter

combinations include: [n', s!]T, [n!,4Y]7, [s!,4'], and [t!,+!]T (where t! = 27" treats the quanti-
zation level). To jointly optimize accuracy and latency, a multi-objective loss function is designed

as follows:
T(m) =L (Q(akn')) +2Y ¢ (10)
l

Where, £ denotes the cross-entropy classification loss, A > 0 is the regularization coefficient that
balances the trade-off between classification loss and latency constraints, and ¢! represents the equiv-
alent time-step of the [-th layer under four different parameter combinations. Let g' = 2% denote

the gradient of the classification loss with respect to the I-th layer activation a’. The gradlent cal-
culation results for the four parameter combinations are presented below. For ease of derivation,
a mask function I(-) is introduced, which operates element-wise on input vectors and outputs a
0-1 mask matrix of the same dimension. This function is used to handle the clip(-) operation in
quantization and simplify gradient expressions. Specifically, the clip(z; 0, C') (where C denotes the
upper bound of clipping) operation can be rewritten as a linear combination via the mask function:
clip(z;0,C) = - I(0 < x < C)+ C - I(x > C), which unifies gradient expressions across
different parameter combinations.

Combination 1 [nl, sl]T: For bit-width n! and step size !, the gradients of total loss 7 are:

% _ an In(2) [gl g ~I(2l > 2nl) +)\] an
2l i ! i
gjzgz.[(l T)@I( <2”)+2"-I(2l>2")} 12)

N 1 . . e . . . . 1
where 2! = Q(j—l), ©® is element-wise multiplication, and the equivalent time-step is th=o9on,

Combination 2 [n!,7!]T: For bit-width n! and clipping threshold +/, the gradients of loss 7 are:

07 y
= n(2) [gl GL 4 X2 (13)
! l
725 = gl . [(slﬁ,l ,ZT) @I(u < 2n ) +I(ﬁl = 9n )] (14)
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nl
where 4! = Q(2! - 2,7), G, = (2 -sa) oI < 2"1) +A (@ > 2"1), and the equivalent
inference time-step of the I-th layer in the SNN is ¢ = o',

Combination 3 [s',~!]”": For step size s’ and clipping threshold ~/, the gradient expressions are:

07 P A !
a=9-(F-HorE <) - A—(;)2 (15)
oJ g A

W:QI'I(zl>g)+g (16)

where the equivalent inference time-step of the I-th layer in the target SNN is ¢! = ;’—l’

Combination 4 [, v']7: For time-step ¢ and clipping threshold ~/, the gradients of loss J are:
oJ

W:gl.GHA (17
N o 2! X A
3 = g - (% - %) ©I® <t)+I(® > tl)] (18)

where 9! = Q(z! - %), Gl = (f—; - %) oI <t + Z—;I('f;l > t!) and ¢! is the quantization
level, which directly corresponds to the inference time-step of the [-th layer in the target SNN.

From the above gradient expressions, significant (a) [n, s] (b) [n, 7]
differences in numerical stability among four pa-
rameter combinations can be observed. Com-
binations 1 and 2 include the exponential term

2”1, which may lead to gradient explosion when

the bit-width n' is large. In particular, the factor 0
i . . . .

2" 1n(2) in equat1on and equatlonls prone

to causing numerical instability during the train-

ing of deep networks. Combination 3 avoids

exponential and logarithmic operations, result-

ing in relatively concise gradient expressions.
l

However, the regularization term 4~ in equa-
(sh)

tion [T3] remains problematic: when the quanti-
zation step size s' is extremely small, this term
can become excessively large, potentially caus-
ing numerical fluctuations. Combination 4 ex-
hibits optimal numerical stability, with the reg-
ularization term in the time-step gradient being a constant A, completely avoiding exponential,
logarithmic, and high-order fractional terms, making its gradient expression the most stable. As
visualized in Figure[3] Combinations 4 yields the smoothest landscape, stable gradients, and fastest
convergence.

Figure 3: Loss surfaces of four different parame-
ter combinations

4.3 TEMPORAL ALIGNMENT

In MT-SNNs, different layers operate at distinct temporal resolutions, leading to potential temporal
mismatch between consecutive layers. Suppose the output activation of the I-th layer is S! with a
shape of §! € REXT'xC'xH'xW! ‘where B is the batch size, T' is the time-step of the I-th layer,
C' is the number of channels, and H' and W' denote the height and width of the feature map in the
I-th layer, respectively. Let T'*! represent the time-steps required for the (I + 1)-th layer. Since
T 2 T in most cases, the output spike tensor S' needs temporal alignment to match 7. We
define temporal alignment as the operation described below:

Definition. Temporal alignment refers to the operation that enforces consistency in the temporal
dimension between layers with different time-steps.

Sl-’rl _ f(Sl>Tl+1) (19)
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Where, St is the expected input of the (I + 1)-th layer, and f(-) denotes the temporal alignment
function, which adjusts S! temporal dimension from 7" to T'*1. As illustrated in Figure[l} temporal
alignment is applied to S’ before input to the (I + 1)-th layer when T # T'+1,

To address this, we propose the average temporal alignment method, which consists two steps.
First, we average S’ over the temporal dimension 7" to obtain a time-step-independent feature
= l 1 l . . . . .
tensor S € RBXC XH XW' "\where S'[t] is the activation at ¢ time-step. Second, we replicate
S! along the temporal dimension to match the required length T'*!, yielding the aligned tensor

S+l ¢ RTH' xBXC!xH' xW' Thig process is formally defined as:
1 &
§'= >SS =S e, @0)
t=1
where 1711 1 is a ones tensor of length T'*+1, and it is used to replicate S' across all time-steps.

5 EXPERIMENTS

This section first compares MT-SNNs against state-of-the-art conversion and dynamic time-step
methods, demonstrating an optimal accuracy-latency trade-off. Next, ablations over four parame-
ter combinations identify the combination four as optimal. Subsequently, ablation studies on the
temporal alignment module highlight the average temporal alignment strategy as the most effec-
tive strategy. Finally, a computational overhead analysis of the average temporal alignment module
shows that the temporal alignment maintains low overhead.

5.1 COMPARISON WITH PREVIOUS WORKS.

We evaluate the proposed method against state-of-the-art conversion approaches on ImageNet-1K

— L 1
dataset. We primarily focus on SNN accuracy and average inference time-steps T° = EZ=LI T,

aiming to demonstrate that our method can substantially reduce inference latency while maintaining
high accuracy.

Table 1: Comparison between our method and previous works on ImageNet-1k dataset.

VGG-16 ResNet-34
ANN T Accuracy(%) ANN T Accuracy(%)
Calibration(Li et al.[[2021) 7536 16,32 43.99,62.14 75.66 16,32 34.91,61.43
SlipReLU(Jiang et al.,2023) 71.99 16,32 51.54,67.48 75.08 16,32 43.76,66.61
QCFS(Bu et al.,|2023) 7429 16,32 50.97,68.47 7432 16,32 59.35,69.37
SRP*(Hao et al., 2023b) 7429 4,8 66.47,68.37 7432 4,8 66.71, 67.62
FTBC(Wu et al., [2024) 7536 8,16 64.20,71.19 75.66 8,16 38.55,60.68
AdaFire(Wang et al., 2025) 75.36 8,16  73.53,74.25 75.66 8,16 72.96,73.85
ours (MT-SNNs) 73.61 4.93 73.12 74.01 4.88 73.63

Note: SRP* requires 7 time-steps to be executed before actual inference, so the actual inference time should
be T + 7. In the original paper, 7 = 14 for VGG-16 and 7 = 8 for ResNet-34.

Method

Results on ImageNet-1K. As shown in Table[I] for the two architectures VGG-16 and ResNet-34,
the proposed method (MT-SNNs) achieves accuracies of 73.12% and 73.63% with only 4.93 and
4.88 time-steps, respectively. Compared with AdaFire, which achieves accuracies of 73.53% and
74.25% with 8 and 16 time-steps on VGG-16, and 72.96% and 73.85% with the same time-steps
on ResNet-34, respectively, our MT-SNNs maintains nearly lossless accuracy while reducing the
number of time-steps by 50%.

For VGG-16, compared with the SRP method, which achieves an accuracy of 66.47% with 4 time-
steps, our MT-SNNs outperforms SRP by 6.87% with 4.93 time-steps. For ResNet-34, SRP achieves
an accuracy of 66.71% with 4 time-steps, and our MT-SNNs outperforms SRP by 6.92% with 4.88
time-steps. Additionally, SRP requires 7 time-steps to be executed before actual inference; thus, the
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actual inference time should be 7" 4 7. According to the original paper of SRP, 7 is set to 14 for
VGG-16 and 8 for ResNet-34. As shown in Appendix Tables [5|and [6] the experimental results on
the CIFAR-10 and DVS datasets also outperform those of previous works.

Comparison with Dynamic Timestep

Methods. To validate the effectiveness Table 2: Comparison our method and previous dynamic
of our conversion framework in dy- time-step works on ImageNet-1k with ResNet-34.

namic temporal modeling, we compare
the proposed MT-SNNs against state- Method Type T SNN
of-the-art dynamic time-step SNNs SEENN-I (Li et al.l[2023b) Dir.Train. 2.28,3.38 63.65, 64.66
on ImageNet-1K with ResNet-34, as  SEENN-I (Li etal,2023b) Conv. 23.47,29.5370.18,71.84
shown in Table Pl = “Dir.  Train”  MTT (Duetall2025) DirTrain. 4,6  67.54,68.34

denotes directly training approaches,  ypire (Wang etal|2025) Conv. 8,16  72.96, 73.85
and “Conv.” refers to conversion-based ours (MT-SNNs) Conv 4.88 73.63

methods. Compared to directly training
methods such as SEENN-I and MTT,
our MT-SNNs achieves a superior accuracy-latency trade-off. While SEENN-I and MTT only attain
64.66% (with 3.38 time-steps) and 68.34% (with 6 time-steps), respectively, our MT-SNNs reaches
73.63% with merely 4.88 time-steps. Among conversion-based methods, our MT-SNNss also stands
out: SEENN-I achieves 71.84% but requires 29.53 time-steps, while AdaFire reaches 73.85% with
16 time-steps. In contrast, our MT-SNNs delivers comparable accuracy with significantly lower
latency, which demonstrates its efficiency and scalability.

5.2 ABLATION STUDY ON TEMPORAL ALIGNMENT

We proposed the average temporal alignment in Section Beyond average, other tempo-
ral alignment schemes exist, such as naive upsampling or downsampling adopted in prior dy-
namic time-step work (Du et al. 2025)), where resampling is performed after feature group-
ing. The key challenge of such resampling lies in segmenting the temporal without introducing
feature distortion; however, resampling inevitably incurs feature loss or artificial amplification.
To verify the advantage of aver-

age temporal alignment, we con- Table 3: Temporal Alignment Ablation Study.

ducted ablation studies over four

alignment strategies. Table 3] reports Method CIFAR-10 / CIFAR-100
etho

the results for (Up+Avg, Up+Down,
Avg+Down, Avg+Avg) on CIFAR- ResNet-18 (% )ResNet-20 (%)VGG-16 (%)

10 and CIFAR-100 with ResNet-18, ~ Up+Avg 9531/7550 89.52/64.86 94.45/75.70
ResNet-20, and VGG-16. Here, Avg  Up + Down 94.16/71.21 87.67/55.24 91.23/60.65
denotes average-based alignment, Up  Ayg + Down 94.16/75.93 89.20/62.91 91.23/74.06

denotes upsampling, and Down de- ., (o 9571/77.82 91.08/65.39 94.98/75.89
notes downsampling. Key findings

are as follows:

(1) Dominance of Avg+Avg strategy: Consistent with the theoretical analysis in Avg+Avg
achieves the highest accuracy across all backbones and datasets, outperforming other strategies by
1.40%-3.75% on CIFAR-10 and 1.48%—15.24% on CIFAR-100, with the largest gain 15.24% ob-
served on CIFAR-100 with VGG-16. (2) Superiority of average operations: Strategies involving
average (Avg+Avg, Up+Avg, Avg+Down) outperform Up+Down, indicating that average-based
alignment better preserves temporal consistency and reduces residual errors compared with discrete
resampling. (3) Generalizability across backbones: The relative advantage of Avg+Avg over other
strategies is consistent across ResNet-18, ResNet-20, and VGG-16, demonstrating the generaliza-
tion. Overall, the Avg+Avg alignment scheme offers consistent optimal performance, demonstrating
strong generalization across models and datasets.

5.3 ABLATION EXPERIMENTS ON FOUR PARAMETER COMBINATIONS

We conduct ablation experiments with ResNet-18 on CIFAR-10, CIFAR-100, and ImageNet-200
to evaluate model accuracy, the average quantization bit-width, and the corresponding time-steps
under four parameter combinations. As shown in Figure ] the purple bar chart denotes the average
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Figure 4: The average bit-width, time-steps, ANN and SNN accuracy under different quantization
parameter combination

L l — L l

bit-width n = Z’”‘%", and the blue bar chart represents the time-step 7" = leTlT Combina-
tion 4 [t, 7] achieves the lowest average time-step. On CIFAR-10, it reduces inference latency by
9.6x, 1.8x, and 8.2x over Combination 1, Combination 2, and Combination 3, respectively,
while achieving 95.71% Top-1 accuracy. On CIFAR-100, it yields 9.5%, 2.2x, and 5.5x latency
reductions over the three combinations and attains the highest conversion accuracy of 77.28%. On
ImageNet-200, it achieves 10.1x, 2.9%, and 6.1x latency reductions, with a Top-1 accuracy of
63.65%.

5.4 COMPUTATIONAL OVERHEAD OF TEMPORAL ALIGNMENT

To evaluate the overhead of the average temporal alignment operation, we conduct experiments on
the ImageNet-1K validation with ResNet-34 and VGG-16. Experiments are run on 4x NVIDIA
RTX 4090 GPUs (24 GB each) with a fixed global inference batch size of 64. We report the total
wall-clock inference time (Inf. Time), the time spent on temporal alignment (Align. Time), and its
proportion of total inference time. Results are summarized in Table 4]

Table 4: Inference Overhead on ImageNet-1K dataset.

Architecture Model Top-1 Acc. (%) Avg. T Inf. Time (s) Align. Time (s) Speedup(1)

Vanilla-SNN 69.47 32 1893.38 - 1x
ResNet-34
MT-SNNs 73.63 4.88 344.44 15.39 (4.47%) 5.49x
VGG-16 Vanilla-SNN 68.56 32 4,465.28 - 1x
MT-SNNs 73.12 4.93 704.31 37.75 (5.36%) 6.34 %

For ResNet-34, the total inference time of MT-SNNs is 344.44 s, whereas the Vanilla-SNNs (with
uniform timesteps) require 1893.38 s, yielding a 5.49x speedup. The temporal-alignment operation
takes 15.39 s, accounting for only 4.47% of the total inference time. For VGG-16, the total infer-
ence time of MT-SNNs is 704.31 s, compared to 4465.28 s for the Vanilla-SNNs, achieving a 6.34 x
speedup. The alignment time is 37.75 s, corresponding to a 5.36% overhead. These results indi-
cate that average temporal alignment mechanism introduces a low computational overhead while
improving inference speed.

6 CONCLUSION

In this work, we propose Mixed-Timestep Spiking Neural Networks (MT-SNNs). To bypass the dif-
ficulties of directly training MT-SNNs, we introduce a quantization-aware conversion framework
that bridges quantized ANNs and SNNs with mixed timesteps. We first theoretically establish
the equivalence between activation quantization levels of ANN and times-teps of SNN, and then
demonstrate that jointly optimizing the quantization level and the firing threshold yields optimal
low-latency inference while preserving accuracy. We further identify the temporal mismatch is-
sue in MT-SNNs and propose an average temporal alignment mechanism to address it. Extensive
experiments demonstrate the advantages of our MT-SNN:gs, filling the gap in mixed-timestep SNNs.



Under review as a conference paper at ICLR 2026

REFERENCES

Filipp Akopyan, Jun Sawada, Andrew Cassidy, Rodrigo Alvarez-Icaza, John Arthur, Paul Merolla,
Nabil Imam, Yutaka Nakamura, Pallab Datta, Gi-Joon Nam, et al. Truenorth: Design and tool
flow of a 65 mw 1 million neuron programmable neurosynaptic chip. IEEE transactions on
computer-aided design of integrated circuits and systems, 34(10):1537-1557, 2015.

Amjad Almahairi, Nicolas Ballas, Tim Cooijmans, Yin Zheng, Hugo Larochelle, and Aaron
Courville. Dynamic capacity networks. In International conference on machine learning, pp.
2549-2558. PMLR, 2016.

Yoshua Bengio, Nicholas Léonard, and Aaron Courville. Estimating or propagating gradients
through stochastic neurons for conditional computation. arXiv preprint arXiv:1308.3432, 2013.

Léon Bottou. Stochastic gradient descent tricks. In Neural networks: tricks of the trade: second
edition, pp. 421-436. Springer, 2012.

Tong Bu, Jianhao Ding, Zhaofei Yu, and Tiejun Huang. Optimized potential initialization for low-
latency spiking neural networks. In Proceedings of the AAAI conference on artificial intelligence,
volume 36, pp. 11-20, 2022.

Tong Bu, Wei Fang, Jianhao Ding, PenglLin Dai, Zhaofei Yu, and Tiejun Huang. Optimal ann-
snn conversion for high-accuracy and ultra-low-latency spiking neural networks. arXiv preprint
arXiv:2303.04347, 2023.

Yonggiang Cao, Yang Chen, and Deepak Khosla. Spiking deep convolutional neural networks for
energy-efficient object recognition. International Journal of Computer Vision, 113:54-66, 2015.

Yinpeng Chen, Xiyang Dai, Mengchen Liu, Dongdong Chen, Lu Yuan, and Zicheng Liu. Dynamic
convolution: Attention over convolution kernels. In Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition, pp. 11030-11039, 2020.

Ekin D Cubuk, Barret Zoph, Dandelion Mane, Vijay Vasudevan, and Quoc V Le. Autoaugment:
Learning augmentation strategies from data. In Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition, pp. 113-123, 2019.

Mike Davies, Narayan Srinivasa, Tsung-Han Lin, Gautham Chinya, Yongqiang Cao, Sri Harsha
Choday, Georgios Dimou, Prasad Joshi, Nabil Imam, Shweta Jain, et al. Loihi: A neuromorphic
manycore processor with on-chip learning. leee Micro, 38(1):82-99, 2018.

Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hi-
erarchical image database. In 2009 IEEE conference on computer vision and pattern recognition,
pp. 248-255. Teee, 2009.

Shikuang Deng, Yuhang Li, Shanghang Zhang, and Shi Gu. Temporal efficient training of spiking
neural network via gradient re-weighting. arXiv preprint arXiv:2202.11946, 2022.

Terrance DeVries and Graham W Taylor. Improved regularization of convolutional neural networks
with cutout. arXiv preprint arXiv:1708.04552, 2017.

Peter U Diehl, Daniel Neil, Jonathan Binas, Matthew Cook, Shih-Chii Liu, and Michael Pfeiffer.
Fast-classifying, high-accuracy spiking deep networks through weight and threshold balancing.
In 2015 International joint conference on neural networks (IJCNN), pp. 1-8. ieee, 2015.

Zhen Dong, Zhewei Yao, Amir Gholami, Michael W Mahoney, and Kurt Keutzer. Hawq: Hessian
aware quantization of neural networks with mixed-precision. In Proceedings of the IEEE/CVF
international conference on computer vision, pp. 293-302, 2019.

Kangrui Du, Yuhang Wu, Shikuang Deng, and Shi Gu. Temporal flexibility in spiking neural net-
works: Towards generalization across time steps and deployment friendliness. arXiv preprint
arXiv:2503.17394, 2025.

Ahmed T Elthakeb, Prannoy Pilligundla, Fatemehsadat Mireshghallah, Amir Yazdanbakhsh, and
Hadi Esmaeilzadeh. Releq: A reinforcement learning approach for automatic deep quantization
of neural networks. IEEE micro, 40(5):37-45, 2020.

10



Under review as a conference paper at ICLR 2026

Wei Fang, Zhaofei Yu, Yanqi Chen, Timothée Masquelier, Tiejun Huang, and Yonghong Tian. In-
corporating learnable membrane time constant to enhance learning of spiking neural networks.
In Proceedings of the IEEE/CVF international conference on computer vision, pp. 2661-2671,
2021.

Wei Fang, Zhaofei Yu, Zhaokun Zhou, Ding Chen, Yanqi Chen, Zhengyu Ma, Timothée Masquelier,
and Yonghong Tian. Parallel spiking neurons with high efficiency and ability to learn long-term
dependencies. Advances in Neural Information Processing Systems, 36, 2024.

Samanwoy Ghosh-Dastidar and Hojjat Adeli. Spiking neural networks. International journal of
neural systems, 19(04):295-308, 2009.

Hai Victor Habi, Roy H Jennings, and Arnon Netzer. Hmq: Hardware friendly mixed precision
quantization block for cnns. In Computer Vision—-ECCV 2020: 16th European Conference, Glas-
gow, UK, August 23-28, 2020, Proceedings, Part XXVI 16, pp. 448-463. Springer, 2020.

Bing Han and Kaushik Roy. Deep spiking neural network: Energy efficiency through time based
coding. In European conference on computer vision, pp. 388—404. Springer, 2020.

Bing Han, Gopalakrishnan Srinivasan, and Kaushik Roy. Rmp-snn: Residual membrane potential
neuron for enabling deeper high-accuracy and low-latency spiking neural network. In Proceedings
of the IEEE/CVF conference on computer vision and pattern recognition, pp. 13558-13567, 2020.

Zecheng Hao, Tong Bu, Jianhao Ding, Tiejun Huang, and Zhaofei Yu. Reducing ann-snn conversion
error through residual membrane potential. In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 37, pp. 11-21, 2023a.

Zecheng Hao, Jianhao Ding, Tong Bu, Tiejun Huang, and Zhaofei Yu. Bridging the gap between
anns and snns by calibrating offset spikes. arXiv preprint arXiv:2302.10685, 2023b.

Zecheng Hao, Xinyu Shi, Yujia Liu, Zhaofei Yu, and Tiejun Huang. Lm-ht snn: Enhancing the
performance of snn to ann counterpart through learnable multi-hierarchical threshold model. Ad-
vances in Neural Information Processing Systems, 37:101905-101927, 2024.

Mark Horowitz. 1.1 computing’s energy problem (and what we can do about it). In 2074 IEEE
international solid-state circuits conference digest of technical papers (ISSCC), pp. 10-14. IEEE,
2014.

Yulong Huang, Xiaopeng Lin, Hongwei Ren, Haotian Fu, Yue Zhou, Zunchang Liu, Biao Pan, and
Bojun Cheng. Clif: Complementary leaky integrate-and-fire neuron for spiking neural networks.
arXiv preprint arXiv:2402.04663, 2024.

Eugene M Izhikevich. Simple model of spiking neurons. IEEE Transactions on neural networks,
14(6):1569-1572, 2003.

Chunming Jiang and Yilei Zhang. KIlif: An optimized spiking neuron unit for tuning surrogate
gradient slope and membrane potential. arXiv preprint arXiv:2302.09238, 2023.

Haiyan Jiang, Srinivas Anumasa, Giulia De Masi, Huan Xiong, and Bin Gu. A unified optimization
framework of ann-snn conversion: towards optimal mapping from activation values to firing rates.
In International Conference on Machine Learning, pp. 14945-14974. PMLR, 2023.

Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images.
2009.

Chankyu Lee, Syed Shakib Sarwar, Priyadarshini Panda, Gopalakrishnan Srinivasan, and Kaushik
Roy. Enabling spike-based backpropagation for training deep neural network architectures. Fron-
tiers in neuroscience, 14:497482, 2020.

Jun Haeng Lee, Tobi Delbruck, and Michael Pfeiffer. Training deep spiking neural networks using
backpropagation. Frontiers in neuroscience, 10:508, 2016.

Chen Li, Edward G Jones, and Steve Furber. Unleashing the potential of spiking neural networks
with dynamic confidence. In Proceedings of the IEEE/CVF International Conference on Com-
puter Vision, pp. 13350-13360, 2023a.

11



Under review as a conference paper at ICLR 2026

Jindong Li, Guobin Shen, Dongcheng Zhao, Qian Zhang, and Yi Zeng. Firefly v2: Advancing hard-
ware support for high-performance spiking neural network with a spatiotemporal fpga accelerator.
IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems, 2024.

Yuhang Li, Abhishek Moitra, Tamar Geller, and Priyadarshini Panda. Input-aware dynamic timestep
spiking neural networks for efficient in-memory computing. in 2023 60th acm. In IEEE Design
Automation Conference, pp. 1-6.

Yuhang Li, Shikuang Deng, Xin Dong, Ruihao Gong, and Shi Gu. A free lunch from ann: Towards
efficient, accurate spiking neural networks calibration. In International conference on machine
learning, pp. 6316-6325. PMLR, 2021.

Yuhang Li, Tamar Geller, Youngeun Kim, and Priyadarshini Panda. Seenn: Towards temporal
spiking early exit neural networks. Advances in Neural Information Processing Systems, 36:
63327-63342, 2023b.

Hanxiao Liu, Karen Simonyan, and Yiming Yang. Darts: Differentiable architecture search. arXiv
preprint arXiv:1806.09055, 2018.

Ilya Loshchilov and Frank Hutter. Sgdr: Stochastic gradient descent with warm restarts. arXiv
preprint arXiv:1608.03983, 2016.

Wolfgang Maass. Networks of spiking neurons: the third generation of neural network models.
Neural networks, 10(9):1659-1671, 1997.

Chetana Nagendra, Mary Jane Irwin, and Robert Michael Owens. Area-time-power tradeoffs in
parallel adders. IEEE Transactions on Circuits and Systems II: Analog and Digital Signal Pro-
cessing, 43(10):689-702, 1996.

Emre O Neftci, Hesham Mostafa, and Friedemann Zenke. Surrogate gradient learning in spiking
neural networks: Bringing the power of gradient-based optimization to spiking neural networks.
IEEE Signal Processing Magazine, 36(6):51-63, 2019.

Hyunseok Oh and Youngki Lee. Sign gradient descent-based neuronal dynamics: Ann-to-snn con-
version beyond relu network. In International Conference on Machine Learning, pp. 38562—
38598. PMLR, 2024.

Priyadarshini Panda, Sai Aparna Aketi, and Kaushik Roy. Toward scalable, efficient, and accu-
rate deep spiking neural networks with backward residual connections, stochastic softmax, and
hybridization. Frontiers in Neuroscience, 14:653, 2020.

Bharat Kumar Potipireddi and Abhijit Asati. Automated hdl generation of two’s complement dadda
multiplier with parallel prefix adders. Int J Adv Res Electr Electron Instrum Eng, 2, 2013.

Bodo Rueckauer, Iulia-Alexandra Lungu, Yuhuang Hu, and Michael Pfeiffer. Theory and
tools for the conversion of analog to spiking convolutional neural networks. arXiv preprint
arXiv:1612.04052, 2016.

Abhronil Sengupta, Yuting Ye, Robert Wang, Chiao Liu, and Kaushik Roy. Going deeper in spiking
neural networks: Vgg and residual architectures. Frontiers in neuroscience, 13:95, 2019.

Stefan Uhlich, Lukas Mauch, Fabien Cardinaux, Kazuki Yoshiyama, Javier Alonso Garcia, Stephen
Tiedemann, Thomas Kemp, and Akira Nakamura. Mixed precision dnns: All you need is a good
parametrization. arXiv preprint arXiv:1905.11452,2019.

Ziqing Wang, Yuetong Fang, Jiahang Cao, Hongwei Ren, and Renjing Xu. Adaptive calibration: A
unified conversion framework of spiking neural networks. In Proceedings of the AAAI Conference
on Artificial Intelligence, volume 39, pp. 1583-1591, 2025.

Bichen Wu, Yanghan Wang, Peizhao Zhang, Yuandong Tian, Peter Vajda, and Kurt Keutzer. Mixed

precision quantization of convnets via differentiable neural architecture search. arXiv preprint
arXiv:1812.00090, 2018a.

12



Under review as a conference paper at ICLR 2026

Xiaofeng Wu, Velibor Bojkovic, Bin Gu, Kun Suo, and Kai Zou. Ftbc: Forward temporal bias
correction for optimizing ann-snn conversion. In European Conference on Computer Vision, pp.
155-173. Springer, 2024.

Yujie Wu, Lei Deng, Guogqi Li, Jun Zhu, and Luping Shi. Spatio-temporal backpropagation for
training high-performance spiking neural networks. Frontiers in neuroscience, 12:331, 2018b.

Xingting Yao, Fanrong Li, Zitao Mo, and Jian Cheng. Glif: A unified gated leaky integrate-and-fire
neuron for spiking neural networks. Advances in Neural Information Processing Systems, 35:
32160-32171, 2022.

Zhewei Yao, Zhen Dong, Zhangcheng Zheng, Amir Gholami, Jiali Yu, Eric Tan, Leyuan Wang, Qi-
jing Huang, Yida Wang, Michael Mahoney, et al. Hawq-v3: Dyadic neural network quantization.
In International Conference on Machine Learning, pp. 11875-11886. PMLR, 2021.

A APPENDICES

A.1 AVERAGE TEMPORAL ALIGNMENT ELIMINATES RESIDUAL ERRORS

In Section {f.1] we established the equivalence relationship between ANNs and SNNs. However,
when ! = 4! and T! = 2”1, equation |5 and equation EI are not completely equivalent due to the
1

Vi-vV, L . .
presence of §! = =2 7 7L resulting in residual membrane potential error. Below, we prove that

average temporal alignment is the optimal method among temporal alignment approaches, as it
eliminates the residual error §' = 0 by ensuring V! = VTll.

When the SNN adopts average temporal alignment, the input current g} of the I-th layer at each
time-step is derived from equation [20} as shown follows:

gl—1 Tt
0= W'Y s 2D
t
Summing the input current over the total time-steps 7" of the I-th layer gives:E;‘Z1 g =T q =
6t . Wt ZfTZL;l séfl. Under the ANN-SNN equivalence premise ¢'~! = a!~!, the spike count
of the (I — 1)-th layer N'~! = ZZ:I s'71 is equal to the ANN’s quantization level M~ (i.e.,
N!=1 = M'~1). Substituting this into the above equation yields Zthll g =0-"1-wt. M-

For ANN-SNN conversion, the parameter matching conditions /! = 4/~ and T = 2" hold, and

-1
the ANN’s activation satisfies @'~ = 21,1_1 - M'~* (from equation . Combining these, the total

input current of the [-th layer can be rewritten as Zthll g =T -Wt.a~'=T7".al =0 - M
where a! = W' . a!~! is the activation of the I-th layer in the ANN, and M is its corresponding
quantization level matrix.

! Tt l
Rearranging equation B to solve for the spike count N! gives N! = %. Since the
membrane potential is soft-reset to [0, §') after each spike, so the residual membrane potential at the
final time-step satisfiesO < Vjél < 0. Substituting this constraint into the equation for N yields the

l 1
V(f+2?:1 qifgl Vol+ZtT:1 qi}
ol [

range of N'! € ( . Since N'! € Z% is an integer, it follows that N! =

! i 1 1ol gl
{VOJFT(;?“”J Substituting Z?:l q! = 6" - M into the above equation gives N! = LWJ.

Y

In practical SNN inference, we follow the initial membrane potential setting from Bu et al. (Bu
et al., [2022; 2023), where Vol = 0.50'. Given that M' € Z<, the equation can be simplified to

N = {70-50’;{)‘M1J — [M'+05] = M

Substituting ZZL g\ = 0" M!and N' = M! back into Equation equation @ confirms that the
residual membrane potential error is eliminated: V,\, — V| = Zip:ll g -0 N =0".M'-¢'-M' =
0. Thus, Vj = V7, which implies §' = 0 and satisfies the equivalence condition of Theorem
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A.2 EXPERIMENTAL PARAMETER SETTINGS

For training VGG-16, ResNet-18, and ResNet-20 on CIFAR-10 and CIFAR-100 (Krizhevsky et al.,
2009): the training batch size is set to 300, and the number of training epochs is 300. The Stochastic
Gradient Descent (SGD) optimizer (Bottou, 2012)) is adopted, with an initial learning rate of 0.01
for VGG-16 and ResNet-18, and 0.05 for ResNet-20. The regularization coefficient \ is set to le-6,
and a cosine annealing scheduler (Loshchilov & Hutter, |2016) is used; additional configurations
include a weight decay of 5 x 10~* and 5 warm-up epochs. For data preprocessing, standard aug-
mentation techniques are applied, including random cropping, Cutout (DeVries & Taylor, |2017),
and AutoAugment (Cubuk et al.|[2019).

For training ResNet-34 and VGG-16 on ImageNet-1K (Deng et al.,[2009): the training batch size is
64, the test batch size is 100, and the number of training epochs is 120. The SGD optimizer (Bottou,
2012) is used, paired with a cosine annealing scheduler (Loshchilov & Hutter, 2016), 5 warm-up
epochs, and a weight decay of le-4. Mixed-precision training is implemented on 4 NVIDIA RTX
4090 GPUs, and augmentation techniques include Cutout and AutoAugment(Cubuk et al., 2019).

For dynamic vision sensor (DVS) datasets CIFAR10-DVS and DVS-Gesture: CIFAR10-DVS uses
a training batch size of 32 and a test batch size of 10, while DVS-Gesture uses a test batch size of
18. Shared parameters across both datasets are as follows: 300 training epochs, the SGD optimizer
with a learning rate of 0.1, a cosine annealing scheduler, 5 warm-up epochs, a weight decay of 5e-4,
and mixed-precision training. During training, each sample in the datasets is converted to 2 frames,
with data augmentation applied from (Hao et al.l 2024)).

Analysis of Results on CIFAR-10 Dataset Table [5|shows that on CIFAR-10, our method achieves
SNN accuracies of 94.98%, 95.71%, and 91.08% on VGG-16, ResNet-18, and ResNet-20, respec-
tively, with only 2.20, 2.59, 3.63 time-steps. Compared to QCFS and SlipReL.U (4-8 time-steps), it
achieves over 50% temporal compression while matching or slightly exceeding top baselines (e.g.,
SRP at 95.60%). SRP requires T = 4 pre-inference time-steps, so its actual inference time is 7"+ 7.
Additionally, versus high-accuracy methods like SGDND (16-32 time-steps), our method maintains
comparable accuracy (0.5% gap) with 85% shorter temporal sequences.

Table 5: Comparison between our method and previous works on CIFAR-10 dataset.

Architecture Methods ANN(%) T SNN(%)
QCFS(Bu et all[2023) 95.52 4,8 93.96, 94.95
SRP*(Hao et al.,|2023a) 95.52 4,8 95.32,95.52
VGG-16 SlipReLU(Jiang et al.,[2023)  93.02 4,8 91.08,92.26
SGDND(Oh & Lee, [2024) 95.96 16,32 81.06, 95.53
ours (MT-SNNs) 94.98 2.20 94.98
QCFS(Bu et al.,[2023) 96.04 2,4  91.75,93.83

SRP*(Hao et al.,[2023a) 95.64 4,8 95.25,95.60
ResNet-18 SlipReLU(Jiang et al.,2023)  94.61 2,4 93.97,94.59
SGDND(Oh & Lee, [2024) 96.82 16,32 80.74,96.29
ours (MT-SNNs) 95.89 2.59 95.71
QCFS(Bu et al.:2023) 91.77 4,8 83.75,89.55
SRP*(Hao et al., [2023a)) 91.77 4,8 90.51,90.51
ResNet-20 SlipReLU(Jiang et al.,[2023)  92.96 8,16 86.66,92.13
SGDND(Oh & Lee, [2024) 96.82 16,32 80.74, 96.29
ours (MT-SNNs) 91.41 3.63 91.08

A.3 TEMPORAL CHANNEL RESHAPING FOR DYNAMIC DATA

Neuromorphic datasets include an extra temporal dimension 7°, preventing direct ANN pre-training.
We propose two schemes to address this: TB (merges 7" with batch dimension B) and TC (integrates
T into channel dimension C), enabling ANN pre-training on such datasets.

We compared training time and memory overhead of TC, TB, and SNNs using ResNet-18 on DVS-
Gesture (batch size 16, single Nvidia 3090ti, 10-epoch average). Figure [5] show TC has slightly
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Table 6: Comparison between our method and previous works on neuromorphic datasets.

Datasets Methods Models T Acc.(%)
PLIF(Fang et al}[2021) PLIF Net 20 9757
KLIF(Jiang & Zhang,2023) Modified PLIF Net 12 94.10
CLIF(Huang et al.,2024) Spiking-Vggll 20 97.92
ours (MT-SNNs) ResNet-18 4.06 94.10
PLIF(Fang et al}2021) PLIF Net 20 74.80
KLIF(Jiang & Zhang,2023) Modified PLIF Net 15 70.90
CLIF(Huang et al.,2024) Spiking-Vggll 16 79.00
ours (MT-SNNs) ResNet-18 2.0 84.40

DVS-Gesture

CIFAR10-DVS

increased training time with more time-steps but stable memory usage. At 15 time-steps, SNNs take

I ANN (TC) [ ANN (TB) [ SNN Il ANN (TC) [ ANN (TB) 3 SNN

25
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Figure 5: Speedup and memory cost of using the TC scheme compared to the TB scheme and
directly training of SNNs

9% longer than TC, while TC is 9.3x more efficient—nearly an order of magnitude better in speed
and memory than SNN training, validating the ANN-SNN conversion paradigm. Using TC to test
MT-SNNs on neuromorphic data (Table [6), we achieved 94.10% accuracy with 4.06 time-steps on
DVS-Gesture and 84.40% with 2.0 time-steps on CIFAR1-DVS.

B COMPARATIVE ANALYSIS OF ERROR GRADIENTS FOR FOUR
PARAMETERIZATIONS

Under the Straight-Through Estimator (STE), different parameterizations induce distinct gradient
behaviors, leading to varied optimization dynamics. To highlight the superiority of Combination
4, we analyze the loss landscape using gradient field visualization, following the methodology in
Uhlich et al.|(2019).

We sample 10* points from (0, 1) and define the mean squared error loss £ = E[(z — Q(z;n))?).
Gradients are backpropagated via STE and optimized using SGD across a 50 x 50 grid spanning
typical parameter ranges. As shown in Figure[3]

Combination 1 (a) [n, s]: The surface exhibits sharp gradients for large n, where n controls the
upper bound and s the step size. Their interaction introduces numerous local minima, causing
unstable trajectories and slow convergence. Additionally, gradients tend to increase n, leading to
exponential time-step growth ¢ = 2", as seen in Figure ]

Combination 2 (b) [n,v]: Both parameters jointly affect the upper bound, resulting in highly irreg-
ular gradients. Optimization often prioritizes bit-width alignment before adjusting -, increasing the
risk of gradient explosion.

Combination 3 (c) [s,~]: Without discrete components, the surface is smoother. However, gradi-
ents w.r.t. -y vanish in non-truncated regions, causing trajectories to slide along the s axis. As s — 0
and ~y increases, the time-step ¢t = /s diverges, leading to high latency even under regularization.
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Algorithm 1 Conversion Framework for MT-SNNs

Input: Pre-trained ANN {W!, on’ , 'yl}lel, training data D, epochs F, learning rate «, penalty A
Output: Mixed-Timestep SNN {W! 7! ¢'}L |

1: Phase A: Training of n
2: forl < 1to L do
3:  Replace ReLU by Q(-; t!,~%)

4:  Initialise t* < 27, 4t yinie

5: end for

6: fore < 1to E do

7. for each mini-batch (x,y) ~ D do
8: a’ —«x

9: for | < 1to L do

10 2zt — Whal!

in: o+ Q2 t1/4))

12: a! — A o/t

13: end for

14; L+ CE(a”,y) +AY_ ¢!

15: Compute V. L, V.. L (STE)

16: for [ < 1to L do

17: theth —a(VuLl+N)

18: R e aV, L

19: end for
20:  end for
21: end for
22: Fix T! « t, 0! 4! // model ready for SNN inference

23: Phase B: MT-SNNs Forward Inference (Average Time Alignment)
24: for ! <+ 1to L do

250 gL+ WS/ ot

26:  ifl > 1and T'~! # T' then

27: gt o Z;‘le g/t

28: a1 < REPEAT(g! !, TY)

29:  end if

30: fort <« 1toT'do

31: Ufl +~Vitg

32: S;« I[U} > 6

33: vi«— Ul -68s! // soft-reset
34:  end for

35: end for

Combination 4 (d) [t,~]: This configuration yields the smoothest landscape, stable gradients, and
fastest convergence. It avoids the instability of discrete parameters while enabling direct control
over latency via ¢, making it the most effective formulation.

C ENERGY EFFICIENCY ANALYSIS.

In ANN, the output activations are obtained by performing a multiplication and accumulation op-
eration between the input activations and the weights. This operation is referred to as multiply-
accumulate operation (MACs). For example, 2! = W' - 2!=1, where 2!~ is the output activation
from the previous layer, and W is the weight matrix of the current layer. The elements of #'~! and
W are typically multi-bit fixed-point or floating-point values. In SNN, the activations are repre-
sented by binary spikes, meaning the activation values are either O or 1. As a result, the MACs in
SNN can be simplified to an accumulation operation (ACs) over the weights . For example, given
an activation 2!~ = [0,1,0,1]7 and weights W' = [w;, ws, w3, wy], the output is computed as
2t = W' 2!=1 = wy + wy. Addition operations typically consume less energy than multiplication
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operations in hardware. This is because multiplication involves more complex computational logic
and requires more hardware resources (e.g., multipliers), while addition only requires simple adder
units. The specific energy consumption comparison is shown in Table

To compare the energy efficiency of SNN and quantized ANN, we conducted experiments using
VGG-16 and ResNet-34 on ImageNet-1k. We assume that the weights are all 8-bit fixed-point
quantized (this assumption does not affect the final comparison, as both SNN and ANN use the
same weights). The energy consumption of multiplication and addition operations for both fixed-
point and floating-point (32-bit and 8-bit) is provided in (Horowitz, 2014). Using this data, we can
calculate the energy required for MACs. For example, for 8-bit fixed-point quantized activations
and weights, the energy consumption of a multiply-accumulate operation is 0.23 pJ.

Table 7: Comparison of Energy Efficiency Be- Table 8: Energy Table for 45Snm CMOS Process
tween ANN and SNN

Operation Energy (pJ)

Model ~_Frerey(m)) — p /Esw 8b ADD (INT) 0.03
ANN  SNN 32b ADD (INT) 0.1
8b MULT (INT) 02
CIFAR-10 32b MULT (INT) 3.1

VGG-16 00233 00041  5.68x 8b MAC (INT) 023
ResNet-18  0.0411 00073  5.63x 16b ADD (FP) 04
ResNet-20  0.0034  0.0011 3.09 32b ADD (FP) 0.9
16b MULT (FP) 1.1
CIFAR-100 32b MULT (FP) 37

VGG-16  0.0242 00049  4.94x 1b-8b MULT (INT)"  0.025
ResNet-18  0.0438  0.0089  4.92x 2b-8b MULT (INT)" 0.05

ResNet-20  0.0038  0.0016 2.38x% 3b-8b MULT (INT)" 0.075

" Data derived from|N: agendra et al.|(1996)
and|[Potipireddi & Asati|(2013)

However, because the activations of ANN in our work MT-SNNs are mixed-precision quantized, the
bit width of activations varies across different layers, which results in multiply-accumulate opera-
tions (MACs) with different bit-width activations and weights, such as INT2 activations and INT8
weights, for which energy consumption values are not provided in (Horowitz, 2014). To address
this, we refer to the approach in (Nagendra et al,[1996), which states that the power consumption of
an adder is linearly related to bitwidth, while the power consumption of a multiplier is quadratic with
respect to bitwidth (Potipireddi & Asati, [2013). This allows us to compute the energy of multiply-
accumulate operations for different bitwidths. For instance, a 2-bit fixed-point multiplication (INT2)
consumes 1/16 of the energy of an 8-bit fixed-point multiplication (INTS8). Since SNN use binary
spikes for activations, only accumulation operations (ACs) are required. Therefore, we can directly
utilize the data from (Horowitz| [2014) without needing additional energy data from (Nagendra et al.,
1996; Potipireddi & Asati, |[2013).

We follow the energy calculation method from (Panda et al.| 2020), with N input channels, M
output channels, weight kernel size k& x k, and output size O x O, the total FLOPS for ANN and
SNN are as described in the equations below.

FLOPSAny = O? x N x k> x M, FLOPSsyy =O0? x N x k?* x M x f, (22)

Where f, represents the total number of firing rate per layer, f, < 1 in SNNs. For energy calcula-
tion, MAC (for ANN) and AC (Addition operation, for SNN) as below:

N N

EANN:Egy[ACXZFLOPSANN; ESNN:EACXTZXZFLOPSSNN (23)
=1 =1

Where EY, , represents the energy per MAC operation in I-th layer, the EY, , - vary across layers
due to the different quantization bit-widths of activations in each layer, F 4¢ represents the energy
consumed by addition operations, which is 0.03 pJ for INT8 quantized weights, and the E 4 value
is the same across all layers. 7; denotes the time-step of the [-th layer in the SNN, and the time-steps
may vary across different layers.
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D TEMPORAL SCALABILITY ANALYSIS

To evaluate the proposed MT-SNNs’s temporal scalability, we investigate how its accuracy evolves
with increasing timesteps, focusing on two goals: (1) verifying whether performance improves or
degrades across a broader temporal scale, and (2) confirming the optimality of its time-step configu-
ration. Experiments use ResNet-18, ResNet-20, VGG-16 on CIFAR-10/CIFAR-100. We incremen-
tally double each layer’s timesteps (via scaling) and monitor accuracy changes. As shown in Figure
[6l MT-SNN s accuracy rises gradually with more timesteps—even outperforming baseline quantized
ANNSs at moderate scaling. Beyond four times the original timesteps, accuracy saturates with no
further gains. This confirms effective temporal scalability within a reasonable range and validates
the initial time-step design’s optimality.

100 Algorithm 2 Neuron and Temporal Loops

951 & Input: Input spikes Igpikes; Weights TW; Dimen-
~ % sions C,, M, H,,W,, N, T, S, Ky, K,,, C;, V
S s Output: Viex and Ogpikes after processing
§ 80
5 _=-=-c-ooToodoIoIIIdTooooIECoIIIT
§ 75 € —e— CIFAR-10 ResNet-18 fOl' 0 < O to CO/M dO
< e for 1 ¢ 0 to H, do

p ———mv L ST - ~¥— == CIFAR-100 ResNet-18 f()r w +— 0 to WO/N d()

i B for t < 0toT/S do

1:
2
3
4:
O st 4t st et 5: for &y, < 0 to K, do
Multiples of Avg Timestep 6: for k,, + 0to K, do
7 fori < 0to C;/V do
8

Figure 6: Temporal Scalability Analysis. FPym += W X Igikes

9 end for

10: end for
Layer 1 | /L | 11: end for
Layer 2 [ // ] 12: Wext, Ospikes <~ NOde(Psum7 VPre)
13: end for
Layer 3 | (L | 14 end for
15:  end for
Figure 7: Pipeline Analysis. 16: end for

E HARDWARE DEPLOYMENT EFFICIENCY ANALYSIS

Mainstream SNN hardware implementations fall into two categories: ANN accelerator variants
and Non-Von Neumann distributed multi-core architectures (e.g., TrueNorth | Akopyan et al.| (2015)),
Loihi Davies et al.|(2018)).

ANN accelerator variants achieve asynchronous computation primarily by routing non-zero inputs to
processing element (PE) arrays for spike-based matrix calculations. They compute only a subset of
the neural network at a time |L1 et al.| (2024), iterating to cover the full network; Algorithm E] details
this data flow, with each layer using a unified time-step 7. For MT-SNNs, layers have distinct
timesteps, and average temporal alignment only averages each layer’s output along the temporal
dimension—this preserves the original data flow, enabling MT-SNNs deployment on such hardware.

In contrast, multi-core neuromorphic hardware distributes neurons of all layers across separate
cores: upon receiving spike events, neurons immediately perform spike-based computations for
asynchronous execution, and the network runs in a pipeline (Figure [7): at T3, Layer 1 processes
Sample 1; at 75, Layer 2 processes Layer 1’s output (Sample 1) while Layer 1 processes Sample
2. MT-SNNs require temporal alignment to handle layer-specific timesteps—Layer 2 must wait for
Layer 1 to complete 7;; timesteps before starting. Though MT-SNNs run on this hardware, pipeline
stalling may occur, introducing delays and hindering optimal performance.
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F GRADIENT DERIVATION FOR FOUR PARAMETER COMBINATIONS

For the regularized mixed time-step optimization problem, the goal is to minimize the cost function
J(n'), which combines a quantization loss term and a time-step regularization term, formulated as:

n

L
min 7 (n') = £(Q (a';n')) + A ¢ (24)
=1

where £(-) is the loss for quantized output a! (from quantizer Q(-) with parameters n'), \ is the
regularization coefficient, and #! is the I-th time-step.

To optimize n', the gradient of 7 with respect to n' decomposing loss and regularization contribu-
tions is:
07 _oc oat ot
ont  0al onl ont

aL l o, dat at! : l l : l
Here, = is the loss to a*, while 52 and = describe how a' and ¢* vary with n".
da on on

(25)

The basic quantization formula maps input 2 to a® via scaling (by 7, n) and clipping , given by:

1 ) in .
al = % - clip <Q (zl oo (26)

l
where clip(+; 0, 2"l) restricts values to [0, 2”1], and 2% scales back to the original domain.

A binary mask function I(C') handles conditional operations in later derivations, defined as:

1 if condition C is true
0 otherwise

1(C) = 27)

The equivalent time-step ¢! varies by parameter combination, with the piecewise definition:

27 Combinations 1, 2
t'=<{ 2 Combination 3 (28)
t'  Combination 4

F.1 COMBINATION 1

The optimization parameter vector is ' = [n!, s!]7, and the quantization step satisfies 7/ = s - 2"

(linking ~/ to adjustable parameters). Substitute the constraint into the basic formula:

l A 2! n!
a’ = s"-clip <Q <Sl>;0,2 ) 29)

To decompose the clipping operation, define 2 = Q(z!/s') and use the binary mask I(C) (intro-
duced earlier). This rewrites the clipped term as a weighted sum of valid/overflow values, giving:

al = s [21 I(F <2y +on I > 2”’)} (30)
Derive da!/dn!, since 2! is independent of n!, only 2" contributes, using 92" /On! = on! In(2):
aal l 8 l ~l 1 1 pe 1 N l
ﬁ:s-%[Q"-I(z > o] = st 27 m(2) - (2 > 27 31)
Compute da'/ds' via product rule (for s' - 2') and accounting for 2'’s dependence on s':
da' _ 51 n! n! 51 n! 0% 51 n!
@:z~I(z <2M)+2" L I(2 > 2 )+s-@~I(z <2™) (32)
Under Straight-Through Estimator (STE) assumption (Q(-)/0s! ~ 1), 02!/0s' = —2z'/(s')%
Substitute and simplify with element-wise multiplication (©®):
8al ~l zl ~l nt l N nt
= -HerE <2+ 1@ > 2 (33)
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. . ! . .
For the regularization term, th = 27 Tts derivatives are:

ot! nl
P 2" In(2) (34)
ot
i 35
59 (35)
Substitute da' /On! and 9t /On! into the total loss gradient, factoring out 27" In(2):
oF _ oL | 51 n'! nt
5l = 5l 22" In(2) - I(2" >2" )+ X-2" In(2)
oL s n! n!
:{aal.sl@I(zl>2 )4 A] -2 In(2) (36)
Finally, substitute da' /s’ (and Ot /0s' = 0) into the total loss gradient to get .7 /s’
ogJ oL g 2 . nt nl . !
8sl:aal~|:(zl—8l)®I(Zl<2 )+2m - I(2>2m) (37)

F.2 COMBINATION 2

The optimization parameter vector is ' = [n!,4!]7, with the scaling factor s' constrained by s' =
4! /2™ To simplify the original quantization formula, we define an intermediate quantized variable

al = Q2! - on' /~), which captures the quantized result of z! scaled by on' /~!. Substituting '
and using the binary mask function I(C') to decompose the clipping operation:

l

al = J— : {al (@ <2y w2t It > 2 (38)
l

Next, we compute the partial derivative of a! with respect to n!. Since a' is a product of two

terms (v!/ 2" and the clipped sum), we apply the product rule for differentiation. The derivative
expression before simplification is:

l

da' o [~ . . ! nl . !
57 = 57 [271’} b I@t <2y 42m - I(at > 2m)
,yl 9 ~1 ~1 n't n'! ~1 n!
+W.W[U.I(u <2M) 2" - I(a > 2] (39)
’N.l'
where, %[;T’l] = —%, % = %, %[Q”l] =o' In(2). Substituting the three key
derivatives and simplifying, we obtain the final form of da'/on':
Bal 1 1~ ~1 n! 1 ~ 1 n!
w:(z—s-u)ln@)@I(u <2")++'In(2) - I(u' >2") (40)
We then derive the partial derivative of a' with respect to 4/. Under the STE assumption, the
derivative of @' with respect to v is du! /0y = —2! - on’ /(7*)?. The derivative expression is:
dal 1 R . nl nl R ! ’yl otl . nl
wzﬁ-[ul.I(ulg2 Y427 - I(al > 2 )]+W-W-I(ul§2 )
Substituting Oi' /0~ and simplifying, the derivative simplifies to:
da' Lo 2 -1 n! -1 n!
W:(Souf?)QI(u <2M)+I(w >2") 41)

For the regularization term, recall from prior sections that £/ = 2"' for this combination. Thus, ¢!
depends only on n!, leading to the following derivatives:

1
% = 2" In(2) (42)
ot
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Using the total loss function gradient formula , we substitute da'/On' and Ot /On' to compute the
gradient of 7 with respect to n':

oJ oL R . ol oL . nl
ol = @mzl —st-a)m@) o I@ <2m) + Sal Aor@w >2 )+A} In(2) (44)
Finally, substituting da'/0~' and 9t' /3~ = 0 into the total loss gradient formula gives the gradient
of J with respect to *:

g oL 2!

= (s al — Do (@ <2vy+ I(al > 2"1)} 45)

F.3 COMBINATION 3

The optimization parameter vector is defined as n* = [s!,~!]7, with the bit-width-related term

constrained by on' = 4! /st . To simplify the basic quantization formula, we first substitute this con-
straint into the expression for a'. We also retain the intermediate quantized variable 2! = Q(2!/s!)
to represent the quantized result of 2! scaled by 1/s!. Using the binary mask function I(C) to
handle clipping, the substituted quantization formula becomes:
! l
al=s |t < T+ L
s s

17 l
I(z' > g) (46)
Next, we compute the partial derivative of a' with respect to s'. Due to the product structure of a'
and the dependence of the clipped threshold (7! /s') on s, the derivative requires applying the prod-
uct rule and accounting for the threshold’s variation. The derivative expression (before substituting
key terms) includes three contributions: the direct derivative of st, the derivative of 2! with respect
to s, and the derivative of the threshold 7' /s' with respect to s':

ga' a1 NI
aﬁl ,yl
l 51
o ’)/l A ,Yl
+st- priyk I(z' > 3) (47)
Two key derivative results are used here % = fﬁ, % [Z—,L] = 7% derived under the Straight-

Through Estimator, STE, assumption). Substituting these two derivatives into the expression and
simplifying (noting that the second and fourth terms cancel out) yields the final form of da'/9s':

da' 2l 2l 7! o8 N 4t
! ! ! !
73-1(21 < %%%J(ﬁb%)
X 5l X A
= (3! - g) oIz < ?) (48)

We then derive the partial derivative of a' with respect to 7. Only the clipping threshold term
(7'/s) depends on 4/, so the derivative simplifies to the product of s’ (from the outer scaling) and
the derivative of 4! /s! with respect to +!, activated by the mask for overflow values. This results in:
o l o l A l l
i LENS (CRS Y (P
s s

ga _ g 2

Oy oy [Sl
For the regularization term, recall that t' = ~!/s' for Combination 3. Thus, ¢’ depends on both s
and ~!, leading to the following derivatives:

(49)

ot 'yl

98 = (50)
ot 1
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Using the total loss function gradient formula, we substitute da'/ds' and 9t /0s' to compute the
gradient of 7 with respect to s':
og _ oL ., A a7 7!
o5l ~ el B T OIE =3 A

Finally, substituting da'/d~' and Ot /3~ into the total loss gradient formula gives the gradient of
J with respect to '

(52)

o oL NI A
o 0w TEZ TG 9

F.4 COMBINATION 4

The optimization parameter vector is n* = [t!,4!]T, with the scaling factor constrained by s! =
4t /tt. To simplify the basic quantization formula, we first substitute this constraint and define an
intermediate quantized variable ©' = Q(z' - t/4'), the variable represents the quantized result of
2! scaled by #' /4. Using the binary mask function I(C) to decompose the clipping operation, the
substituted quantization formula becomes:

’}/l

a = T (o' I(o' <)+ ¢ I(d" > )] (54)
Next, we compute the partial derivative of a’ with respect to ¢'. Since a' is a product of 7' /¢! and the
clipped sum, we apply the product rule. Three key derivative results are used here, % [%Il} =— %,
%—’;’; = ,zy—L g[t ] = 1. The derivative expression before simplification is:
da! o R I pial 4l
+ 70 [ I(0' <th) + ¢ I(% > 1Y) (55)
ot
Substituting the three key derivatives and simplifying yields the final form of da'/dt':
da’ SN NN Sl gl
A
+ T 1@ > )
2! 7 o' . 7l 1 l
:(tT (tl))GI(US )+t7-I('u > t') (56)
We then derive the partial derivative of a! with respect to !, again applying the product rule. Under
the STE assumption, the derivative of ©' with respect to 4! is 99! /0~y! = —2z! -t/ /(+")2. The initial
derivative expression is:
oal 1 . N N At opt N
it [ - I(o' <t +t - I(o' > th)] + T I(o' <th (57)
Substituting 99! /9~ and simplifying (using s' = ~!/t! implicitly for term grouping) gives:
da' ol 2
= (= I I(v" >t 58
! (tl ’7)® (o' <)+ (%' >t (58)
For regularization term, 3@ =1, gtl 0. Using the total loss function gradient formula, we
substitute da'/0t' and Ot' /Ot' = 1 to compute the gradient of 7 with respect to t':
og oL POl 'y i
-~ = (== I(v" <t I A 59
=g |Gr ) 16 <)+ a6 > ) + (59)

Finally, substituting da'/0~' and 9t' /0~! = 0 into the total loss gradient formula yields the gradient
of J with respect to vl:
07 oL

,ﬁl zl
= [ -2y ere <t 1! > ) (60)

# ,Yl
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G THE USE OF LARGE LANGUAGE MODELS (LLMS)

LLMs are used to assist in checking grammatical and spelling errors, polishing the language ex-
pression logic of papers, aiding in the derivation of Formula[F] and supporting the creation of paper
figures.
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