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Abstract
Maladaptive belief updating is a hallmark of psychiatric
disorders, yet its underlying neurocomputational mecha-
nisms remain poorly understood. While Bayesian mod-
els characterize belief updating in decision-making, they
do not explicitly model neural computations or neuro-
modulatory influences. To address this, we developed
a recurrent neural network-based reinforcement learn-
ing framework to investigate decision-making deficits in
psychiatric conditions, using schizophrenia as a test
case. Agents were trained on a predictive inference
task commonly used to assess cognitive deficits found
in schizophrenia, including under-updating beliefs in
volatile environments and over-updating beliefs in re-
sponse to uninformative cues. The task thus included
two conditions: (1) a change-point condition requiring
adaptation in a volatile environment and (2) an oddball
condition requiring resistance to outliers. We modeled
these deficits by systematically manipulating key hyper-
parameters associated with specific neural theories: re-
ward prediction error (RPE) discounting and scaling (re-
flecting diminished dopamine responses), network dy-
namics disruption (reflecting impaired working memory),
and rollout buffer size reduction (reflecting decreased
episodic memory capacity). These manipulations repro-
duced schizophrenia-like decision-making impairments
and revealed that suboptimal agents exhibited fewer un-
stable fixed points near network activity in the change-
point condition, suggesting reduced computational flex-
ibility. This framework extends computational psychia-
try by linking cognitive biases to neural dysfunction and
provides a mechanistic approach to studying decision-
making impairments in psychiatric disorder.
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Introduction
The field of computational psychiatry has made significant
progress in characterizing neural and cognitive deficits in psy-
chiatric disorders (Wiecki et al., 2015; Huys et al., 2016; Ben-
nett et al., 2019; Rhoads et al., 2024). However, current the-
oretical models often separately describe behavior or neural
activity, which limits their ability to uncover mechanistic links
between the two. Schizophrenia (SCZ), for example, is as-
sociated with many impairments including positive symptoms
of delusion as well as cognitive impairments such as inaccu-
rate belief inference—patients struggle to integrate past expe-
riences with new evidence to guide decision-making (Dudley

et al., 2016; Baker et al., 2019; Bronstein et al., 2019; Sheffield
et al., 2023; Karvelis et al., 2023). Although many Bayesian
and reward prediction learning models have traditionally cap-
tured behavioral accounts of these deficits (Gibbs-Dean et al.,
2023; Katthagen et al., 2022), they do not capture how neu-
ral dynamics give rise to impaired inference. Recurrent neural
networks (RNNs) trained with reinforcement learning (RL) al-
gorithms offer a promising alternative (Wang et al., 2018), as
meta-RL agents can learn task representations from experi-
ence while simultaneously generating emergent neural activity
patterns that can be analyzed to reveal the underlying compu-
tational mechanisms.

Here, we train RNN-RL agents to perform a predictive in-
ference task commonly used to assess cognitive deficits in
SCZ (Nassar et al., 2021). By manipulating key hyperparam-
eters linked to specific theories of neural underpinnings, we
generate near-optimal (e.g., healthy controls) and suboptimal
(e.g., SCZ) behavior, allowing us to compare the agents’ per-
formance with empirical patient data from Nassar et al. (2021).
Importantly, we leveraged dynamical systems analysis to ex-
amine the internal neural dynamics of the RNN (Sussillo &
Barak, 2013) to identify how disruptions in stability contribute
to maladaptive belief inference. Our results demonstrate that
suboptimal agents lack fixed points, mirroring neural dysfunc-
tion observed in SCZ. These findings highlight the utility of
RNN-RL models in linking behavior with neural mechanisms,
providing a more integrated approach to computational psy-
chiatry.

Related Works

Cognitive models of maladaptive belief inference

Bayesian models provide a useful framework for understand-
ing uncertainty reduction in decision-making (Behrens et al.,
2007), but their predictive power is often limited to specific
tasks (Loosen et al., 2024). SCZ is broadly associated with
impairments in context-dependent decision-making, though
these deficits are highly task-sensitive (Ravizza et al., 2010;
Kaplan et al., 2016; Okruashvili et al., 2023; Choung et al.,
2022). Cognitive biases, such as reduced information inte-
gration, increased reliance on prior beliefs, and resistance to
disconfirmatory evidence, have been proposed as key contrib-
utors to SCZ-related decision-making impairments (Dudley et
al., 2016; Baker et al., 2019; Kirschner et al., 2024; Sanford et
al., 2014; Sterzer et al., 2019) and are thought to underlie core
symptoms of SCZ, including delusional beliefs and cognitive
rigidity (Bronstein et al., 2019; Sheffield et al., 2023).

For instance, in a predictive inference task developed by
Nassar et al. (2021), individuals with schizophrenia exhibited



two distinct behavioral phenotypes. In change-point condi-
tions which require heightened adaptation to new volatile ev-
idence, these individuals tend to under-update their beliefs.
Conversely, in oddball conditions, they display a propensity to
over-update to uninformative, noisy stimuli, resulting in less
precise beliefs. Two separate normative models, based on
Bayesian updates, were applied to elucidate these pheno-
types in patient behavior. However, these models have several
limitations, including poor reliability (Loosen et al., 2024) and
a lack of predictions about underlying neurocomputational un-
derpinnings. Thus, a neural network-based model could pro-
vide valuable insights into computational processes and ad-
dress these limitations.

Neural models of maladaptive belief inference

Mechanistic theories suggest that belief inference deficits
could arise from disruptions in several neurobiological pro-
cesses. The dopamine hypothesis posits that hyper-activity
in the mesolimbic pathway contributes to positive symptoms
that lead to delusions or hallucinations, while hypo-activity
(blunted dopamine responses) disrupts cognitive control, in-
cluding reward processing and working memory (Juckel et al.,
2006; Maia & Frank, 2017; Meyer-Lindenberg et al., 2005;
Gradin et al., 2011). Some studies suggest that the reward
sensitivity itself may be intact, but SCZ patients fail to inte-
grate information when calculating the value of possible de-
cisions (Heerey et al., 2008). Beyond reinforcement learn-
ing deficits, disruptions in working memory function also
negatively impact decision-making flexibility (Loh et al., 2007;
Rolls et al., 2021). Episodic memory dysfunction may also
alter the retrieval of past experiences, leading to a hyperre-
liance on immediate stimuli and reduced learning from previ-
ous outcomes (Achim & Lepage, 2005; Danion et al., 2007;
Ashinoff & Horga, 2020).

Methods

Predictive Inference Task

We implemented the predictive inference decision-making
task from Nassar et al. (2021), in which an agent predicts
and catches a falling bag to receive a reward. The bag is
dropped from a helicopter positioned randomly between 0 and
300 units, following a Gaussian distribution centered at the
helicopter’s location (SD = 20 units). On each trial, the agent
moves a bucket in 10-unit increments and confirms its position
to trigger the bag drop. Rewards are based on the accuracy of
the catch, with feedback provided as the prediction error (i.e.,
the difference between the bag’s actual and predicted landing
locations).

During the training phase, the helicopter’s location is pro-
vided to the agent, and the optimal strategy is to place the
bucket directly beneath the helicopter to maximize the aver-
age reward. In the evaluation phase, the helicopter’s loca-
tion is hidden, and the agent must infer the bucket placement
based on the evidence from previous bag drops.

The task includes two conditions that affect the underlying
statistics of the task environment:

1. Change-Point (CP) Condition: The helicopter’s location
changes to a new position sampled uniformly between 0
and 300 units, with a hazard rate of 0.125. The optimal
solution is to rapidly adjust the bucket position when the
bag drop location changes, as this indicates a shift in the
helicopter’s location.

2. Oddball (OB) Condition: The bag drop location is sam-
pled from a random uniform distribution between 0 and 300
units, deviating from the helicopter’s location, with a hazard
rate of 0.125. In this condition, the helicopter’s location fol-
lows a random walk following a Gaussian distribution with
a standard deviation of 7.5 units. The optimal solution is to
ignore outlier bag drops that deviate significantly from the
expected location and maintain the bucket position.

Network Architecture
Figure 1a illustrates the network architecture of our agents.
The input to the network consists of the same information
provided to human subjects in Nassar et al. (2021), which in-
cludes: 1) the bucket location at each time step in the current
trial, 2) the bag drop location in the previous trial, 3) the pre-
diction error, which is the difference in location between the
previous trial’s bag drop location and the chosen bucket loca-
tion, and 4) the helicopter’s position, which is only provided
during the training phase.

Additionally, the task condition—either the change-point or
oddball condition—is encoded as a one-hot vector, similar to
the instructions given to human subjects in the original study.
The observation vector ooot , context vector ccc and the reward
obtained rt are passed as inputs to a recurrent neural network
(RNN) with Tanh nonlinearity. The RNN is defined as:

hi(ooot) = Tanh

(
D

∑
k

W o
ikooot +

N

∑
j

W h
i jhhht−1 +wr

i rt

)
, (1)

v(ooot) =
N

∑
i

wihi(ot) , (2)

a j(ooot) = softmax

(
N

∑
i

Wjihi(ot)

)
, (3)

where ht is the hidden state of the RNN, which is passed to
a scalar critic vt to compute the value function, and to three
actor at units (M = 3), which map to three possible actions:
move left, move right, or confirm bucket placement. The agent
uses a stochastic policy and samples a discrete actions from
the probabilistic distribution at (Wang et al., 2018; Lin et al.,
2023). The agent can repeatedly move to the left or right (in
increments of 10 units) before confirming the bucket place-
ment, which initiates the bag drop, disburses the reward, and
starts the next trial. The use of a recurrent neural network
is motivated by its ability to maintain and integrate temporal
information, making it suitable for solving Partially Observable



Markov Decision Process (POMDP) tasks (Singh et al., 2023).
Furthermore, this architecture enables trained agents to adapt
to novel task conditions without gradient optimization, demon-
strating a form of meta-learning (Wang et al., 2018).

Model Optimization
Agent weights were optimized using the Advantage Actor-
Critic (A2C) algorithm (Mnih et al., 2016; Kumar et al., 2021;
Lin et al., 2023; Kumar & Pehlevan, 2024). The objective func-
tion combines the policy gradient and the value function loss
(Wang et al., 2018; Kumar et al., 2024), defined as:

∇L = ∇Lπ +∇Lv

= ∇θ logπ(at |ooot ;θ)At(ooot ;θv)

+∇θvv(ooot)At(ooot ;θv) , (4)

At(ooot ;θv) = βδ

(
τ

∑
k=0

γ
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)
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where At is the advantage function computed by taking the
difference between the discounted return ∑

τ

k γkrt+1+k and the
value estimation by the critic vt . Free hyperparameters for our
modified reinforcement learning algorithm include include: 1)
γ the reward discount factor, 2) βδ scales the Advantage func-
tion, and 3) τ is a lower bound on the minimum rollout length
before computing the Advantage function. The model param-
eters are updated via gradient descent to maximize rewards,
which has been shown to recapitulate several experimentally
observed neural phenomena (Kumar et al., 2024).

Each epoch consists of 200 trials, alternating between
change-point and oddball task conditions, with the starting
state randomized. Agents were trained for 25,000 epochs
where the helicopter’s location was visible. Subsequently,
they were trained for another 25,000 epochs in the evalua-
tion phase, where the helicopter’s location was hidden. There-
after, the agents’ weights were fixed, and their behavior were
sampled over several epochs with different helicopter location
initializations to reduce sampling error.

Mechanisms to Influence Behavior
The RNN-RL agent has four free hyperparameters (γ, βδ,
preset , τ) that can be varied to modulate decision-making be-
havior. We varied these hyperparameters to simulate poten-
tial deficits linked to specific theories of neural underpinnings:
reward prediction error (RPE) discounting, RPE scaling (mim-
icking blunted dopamine responses), working memory func-
tion (via network dynamics disruption), and episodic memory
capacity (via rollout buffer size).

Dopamine hypothesis First, we consider the Advantage
learning signal Eq. 5 to model dopamine responses, which
has been shown to resemble the reward prediction error
(Schultz et al., 1997; Montague et al., 1996; Starkweather &
Uchida, 2021; Gershman & Uchida, 2019; Amo et al., 2022).
The first hyperparameter is the reward discount factor (1: γ),
which ranges from 0 to 1. A value closer to 1 places more
weight on rewards obtained later in the trajectory, while a

value closer to 0 tends to ignore later rewards, especially if
the trajectory is long. In other words, a smaller γ places more
emphasis on immediate rewards, potentially overlooking the
cumulative rewards that can be maximized over time. The
second hyperparameter scales the advantage signal (2: βδ)
and ranges from 0.25 to 1.5, with 1.0 representing the un-
scaled learning signal.

Working Memory disruption The third hyperparameter is
where we introduce Gaussian noise sampled from a distribu-
tion with mean 0 and standard deviation 1/

√
N into the recur-

rent activity (h(ot)) based on a hazard rate (3: preset ) to sim-
ulate noisy computation or random resets in neural dynamics
Stein et al. (2021).

Episodic memory capacity The fourth hyperparameter is
the size of the rollout buffer (4: τ). The state, action, reward
transitions s0,a0,r1,s1,a1, ... are stored in a memory buffer.
When the buffer size (rollout length) reaches a minimum size
of τ, the reward-maximizing gradients (Eq. 4) are computed
and the model weights are updated. A larger buffer computes
the expected cumulative discounted reward over several tri-
als, while a shorter buffer computes it over one or two trials.
Additionally, agents with a large τ must sample more trials be-
fore updating their parameters and agents with a small τ must
update their parameters more frequently, which can lead to
exploding gradients. To account for this, we scale the learning
rate based on the rollout size: η = η0τ, where η0 = 10−6. We
vary the memory buffer size to assess the impact of recency
biases on task performance Ashinoff & Horga (2020).

∆Area Metric Quantification
We analyzed adaptive behavior using a novel ∆Area metric
comparing learning dynamics between conditions (Fig. 1D).
For each trial T :

PET = HT −BT (Bag vs. bucket prediction error) (6)

UPT = BT −BT−1 (Bucket position update) (7)

LRT =UPT/PET (Learning Rate, normalized) (8)

The condition-specific Area was computed as ∑
200
i=1 LRi ×

PEi, analogous to ROC-AUC Fawcett (2006), quantifying how
strongly agents adapt to prediction errors. The key metric
∆A = AreaCP −AreaOB evaluates optimal adaptation by con-
trasting change-point (high AreaCP indicating appropriate up-
dating) and oddball (low AreaOB reflecting noise ignoring) con-
ditions. Higher ∆A values indicate better discrimination be-
tween relevant and irrelevant information, providing a robust
single metric for assessing hyperparameter effects across
conditions.

Fixed Point Analysis
We characterized the autonomous dynamics of trained RNNs
by identifying fixed points in the vicinity of task-engaged hid-
den states. For each context, we clamped inputs to the rele-
vant context cue (setting all other observables to 0) and min-
imized the squared dynamics speed q(h(o)) = ∥F(h(o))−



h(o)∥2 using autodifferentiation methods Golub & Sussillo
(2018), where F(h) represents the recurrent dynamics (Eq. 1).
Starting from 2000 initial states sampled across 10 epochs
(200 trials each, with helicopter/bucket/bag positions drawn
from uniform/Gaussian distributions), we identified fixed points
h∗ satisfying q(h∗) = 0. Stability was determined via Jacobian
eigenvalue analysis (|λi| < 1 indicating stability). To assess
the dynamical role of unstable fixed points, we computed the
cosine similarity between their leading Jacobian eigenvectors
(v∗1) and actual state updates (ht+1 −ht ).

Results
In this section, we study the bucket updating behavior of
agents trained with different hyperparameters, analyze their
recurrent neural network’s dynamics, and compare our behav-
ior metric against human subject data.

Agents learn to predict bag drop locations
Figure 1B shows examples of behaviors exhibited by fully
trained agents during the Change-point and Oddball condi-
tions. These agents were initialized with different reward dis-
count hyperparameters (γ = 0.95, top) and (γ = 0.5, bottom),
representative of the high and low end ranges of the parame-
ters tested. The agent initialized with a larger reward discount
hyperparameter correctly adapts to prediction error, shifting
the bucket to the most likely bag drop position in the next trial
during the change-point condition. Importantly, the agent does
not shift the bucket to outlier bags during the oddball condition.
The agent initialized with a smaller reward discount hyperpa-
rameter also adapts the bucket prediction to the shifting bag
drop during the change-point condition. However, this agent
shows a tendency to over-update the bucket’s location in the
oddball condition, in an attempt to catch the outlier bags.

Figure 1C shows two agents’ bucket update behavior
(learning rate) based on the bucket and bag prediction error
on the previous trial. Agents trained with a larger discount hy-
perparameter (γ = 0.95) show higher learning rates as predic-
tion errors increase in the change-point condition (orange) and
smaller learning rates as prediction errors increase during the
oddball condition (brown). Conversely, the agent trained with
a smaller discount hyperparameter (γ = 0.5) exhibits under-
updating behavior during the change-point and over-updating
behavior during the oddball condition (Nassar et al., 2021).

RNN hyperparameters influence decision-making
To study how the hypothesized mechanisms influence the bag
drop prediction and bucket update behavior, we trained agents
with different hyperparameter combinations where each com-
bination was initialized with 50 different seeds. Each agent’s
weights were fixed after training and their bucket update be-
havior was sampled over 10 epochs of 200 trials in both
change-point and oddball conditions. Figure 2 depicts the
area under the learning rate versus prediction error curves
for the change-point (orange) and oddball (brown) condition
curves as a function of the four hyperparameters. The differ-
ence in the area under the change-point curve and the area

under the oddball curve (∆ Area, black) indicates the magni-
tude of different behaviors during both conditions. Specifically,
a smaller ∆ Area suggests three possible scenarios where the
agent could be under-updating during the change-point, over-
updating during the oddball, or both.

Varying the reward discount hyperparameter (γ) led to a
non-monotonic change in ∆ Area, as previously seen in Ku-
mar et al. (2022). Increasing the hyperparameter from 0.1
to 0.8 increases the learning rate for the change-point condi-
tion at a faster rate than for the oddball condition. Increasing
discount factor to 0.99 caused a sudden decrease in change-
point learning rate, due to credit assignment challenges, and
unbounded value estimation causing numerical instabilities
Sutton & Barto (2018). Near-optimal performance is observed
for γ ∈ [0.7,0.95]. Increasing the scale of the advantage
learning signal (βδ) leads to a monotonic increase in ∆ Area,
where the change-point learning rate increases faster than
the oddball learning rate. Alternatively, increasing the prob-
ability of resetting the recurrent dynamics with randomly sam-
pled Gaussian noise causes a monotonic decrease in ∆ Area
towards zero with the change-point learning rate decreasing
faster than the oddball learning rate. Lastly, increasing the
replay buffer from 5 to 50 causes a monotonic increase in ∆

Area with the change-point learning rate increasing faster than
oddball. However, increasing the memory buffer size beyond
50 did not cause a further increase but a slightly decrease in-
stead. This could be because a larger rollout length requires a
larger number of trajectory samples before the model weights
are updated, indicating sample inefficiency.

Hyperparameters influence unstable fixed points

Next, we tested how hyperparameters influenced neural dy-
namics. Figure 3 shows example neural dynamics and fixed
points found in two agents during the change-point and odd-
ball conditions when trained with a large (γ = 0.95) and small
(γ = 0.5) discount factor. The near-optimal agent (γ = 0.95)
has a larger number of unstable fixed points (orange) for the
change-point condition compared to the oddball condition.
Conversely, the suboptimal agent (γ= 0.5) has a smaller num-
ber of unstable fixed points in both change-point and oddball
conditions. This difference is robust across shuffle and eigen-
mode controls (Sup. Fig. 9).

Fig. 4 shows how the number of stable and unstable fixed
points change for the change-point and oddball conditions
when the four hyperparameters are varied over 50 seeds. The
number of unstable fixed points increases non-monotonically
when the reward discount hyperparameter (γ) and memory
buffer (τ) are increased, monotonically increase with a higher
Advantage learning signal scaling (βδ) and monotonically de-
crease with a higher incidence of resetting the RNN dynamics
(preset ). Interestingly, the number of stable fixed points for both
the change-point and oddball conditions vary at the same rate
when changing each hyperparameter, causing the difference
in stable fixed points to be consistent or close to zero (Sup
Fig. 7).



Figure 1: Under and over-updating behaviors in agents trained with a smaller reward discount factor (γ). (A) Agent
architecture: The agent receives inputs including the task condition (change-point or oddball), observations (bucket location,
bag drop location, and the previous trial’s prediction error), and the reward at each timestep. These inputs are processed by a
recurrent neural network (RNN), whose activity is passed to an actor and a critic. The actor learns the decision-making policy,
while the critic learns the value function. All agent parameters are optimized using the Advantage function. (B) Two example
agents (Top: γ = 0.95, Bottom: γ = 0.5) learn to move the bucket (yellow trace) to track the hidden helicopter’s location (green
trace) based on the evidence collected from bag drop locations during the change-point (left) and oddball (right) conditions.
While both agents can track the helicopter’s location, the agent trained with γ = 0.5 exhibits under-updating in the change-point
condition and over-updating in the oddball condition. (C) The optimal strategies for the change-point and oddball conditions are
to increase or reduce bucket displacement (learning rate) in response to large prediction errors, respectively. However, a smaller
reward discount factor causes the agent to deviate from these strategies, leading to under-updating in the change-point condition
and over-updating in the oddball condition. This behavior mirrors the paradoxical updating patterns observed in schizophrenia
patients. Learning curves were generated by pre-training two agents with different reward discount factors and sampling 100
epochs of 200 trials each, with fixed agent parameters.

Behavior is influenced by unstable fixed points

Figure 5 shows the correlation between the difference in
change-point and oddball condition behavior (∆ Area) and the
number of unstable fixed points found in the recurrent dynam-
ics. A higher ∆ Area value is indicative of a near-optimal
bucket update behavior. The number of stable fixed points
did not change with behavior suggesting that the number of
stable fixed points is task dependent (Sup. Fig. 7), hence we
do not see a similar positive correlation between behavior and
the number of stable fixed point attractors Sup. Fig. 8.

The correlation between ∆ Area and ∆ unstable fixed points
remains significantly positive for the reward discount (γ), scal-
ing (βδ) and rollout (τ) hyperparameters suggesting that the
fixed point structure is moderately (0.1 < R < 0.2) but signif-
icantly predictive (p < 0.05) of task performance. One hy-
pothesis that may explain this is that near-optimal agents use
unstable directions in the vicinity of unstable fixed points to
selectively amplify inputs in the changepoint condition, but not
in the oddball condition. Hence, we analyzed the cosine sim-
ilarity between each unstable fixed point’s leading Jacobian
eigenvector and observed state updates for nearby hidden
states (Fig. 9). The heavy-tailed distribution shows that a
number of unstable fixed points bias nearby trajectories along
their unstable directions, and this effect is hyperparameter de-

pendent. Hence, some unstable fixed points actively shape
task-relevant computations, suggesting their functional role in
the agent’s performance.

Fixed point identification adds Gaussian noise (ξt ∼
N(0,0.5)) to hidden states during search without propagating
it over time, whereas behavioral evaluation injects persistent
noise via preset during task performance. Thus, each method
perturbs the system differently—affecting local stability versus
sequential processing—which explains the near-zero correla-
tion for the preset hyperparameter.

SCZ patients demonstrate complex updates

Thus far, we have analyzed the behavior of artificial RL agents
using the ∆ Area metric, where a larger value indicates a
near-optimal bucket update behavior for the change-point and
oddball conditions. To better understand the relevance of
this metric, we next compared the behavior of suboptimal RL
agents to that of human participants. Figure 6A shows learn-
ing rate versus prediction error curves for healthy control sub-
jects (Ncontrol = 32) and patients diagnosed with schizophre-
nia or schizoaffective disorder (Npatients = 102) during the
same predictive inference task (Nassar et al., 2021). Two
key phases emerge in which update behavior differs between
healthy controls and patients. First, when considering the area



Figure 2: Hypothesized mechanisms influence agents’
decision-making behavior. 50 agents with different seeds
were trained by varying each parameter (γ,βδ, preser, τ). For
each agent, a learning rate versus prediction error curve (sim-
ilar to Fig. 1C) was computed by sampling 10 epochs of 200
trials each. The area (A) under the learning rate curves for
the change-point (CP, orange) and oddball (OB, brown) condi-
tions was calculated for each parameter value. The black line
shows the difference in area between the CP and OB condi-
tions (∆ Area, Eq. 8). A higher value in the black line indicates
closer to optimal decision-making behavior, where agents up-
date their bucket position to match the magnitude of the pre-
diction error in the CP condition but refrain from updating in
the OB condition. (A) Increasing the reward discount factor
(γ) results in non-monotonic decision-making behavior, with
near-optimal performance observed γ ∈ [0.7,0.95]. (B) In-
creasing the scale of the Advantage function leads to a mono-
tonic improvement. (C) Increasing the probability of resetting
the RNN dynamics leads to a decrease in decision-making
performance, with a faster decrease in the area under the
change-point learning rate curve. (D) Increasing the rollout
size causes a non-monotonic decision-making behavior with
near-optimal performance observed for τ ∈ [20,100]. Shaded
area is 95% CI for 50 seeds.

under the learning rate curves for prediction errors greater
than 20 (Fig. 6B), patients significantly under-update in the
change-point condition (t =−2.3, p = 0.02) and show a non-
significant trend toward under-updating in the oddball condi-
tion (t =−1.4, p = 0.174), with ∆ Area not significantly differ-
ent between the two groups (t = −0.61, p = 0.545). When
restricting the analysis to prediction errors between 20 and 95
(Fig. 6C), patients significantly under-update their bucket po-
sition in both the change-point (t =−2.2, p = 0.029) and odd-
ball (t = −2.1, p = 0.036) conditions compared to controls.
For large prediction errors (greater than 95; Fig. 6D), patients
under-update in the change-point condition (t = −1.5, p =

Figure 3: Suboptimal agents exhibit fewer unstable fixed
points. Example neural dynamics in near-optimal (top, γ =
0.95) and suboptimal agents (bottom, γ= 0.5) in change-point
(left) and oddball (right) conditions. Black to green lines show
the evolution of state trajectories across time. Blue and or-
ange markers indicate stable and unstable fixed points found
by the fixed point finder algorithm. Flow fields represent ve-
locity in the top two PCs, whereas lighter regions correspond
to slower speed. The near-optimal agent has more unstable
fixed points for both change-point and oddball conditions than
the suboptimal agent.

0.147) and over-update in the oddball condition (t = 1.1, p =
0.279) relative to control subjects. The further breakdown of
this pattern better mirrors the paradoxical under- and over-
updating behavior previously described in schizophrenia. No-
tably, patients also exhibit a significantly lower ∆ Area com-
pared to healthy controls (t =−2.0, p = 0.047), a pattern that
aligns with the performance differences observed between
near-optimal and suboptimal RL agents. These findings high-
light two key considerations. First, quantifying bucket update
behavior specifically in the high prediction error regime may
better capture the distinct over- and under-updating behaviors
observed in SCZ. Second, the ∆ Area metric offers an ap-
proach to characterize deviations from optimal updating, pro-
viding a framework for understanding decision-making impair-
ments in psychiatric populations.

Discussion
The present study integrates recurrent neural networks
(RNNs) with reinforcement learning (RL) to investigate how



Figure 4: Hypothesized mechanisms influence the num-
ber of unstable fixed points. 50 agents initialized with dif-
ferent seeds were trained by varying each parameter (γ,βδ,
preset , τ). Within a 95% CI (shaded area), the number of un-
stable fixed points for the change-point (CP, orange) and odd-
ball (OB, brown) conditions was found using the fixed point
finder algorithm for each parameter value. The black line rep-
resents the difference in the number of unstable fixed points
between the CP and OB conditions (∆ FP). (A) Increasing the
reward discount factor (γ) results in non-monotonic change in
unstable fixed points. (B) Increasing the scale of the Advan-
tage function leads to a monotonic increase. (C) Increasing
the probability of resetting the RNN dynamics leads to a de-
crease in unstable fixed points. (D) Increasing the rollout size
causes a non-monotonic change in unstable fixed points. For
stable fixed points, refer to Fig 7.

latent state inference and neural network dynamics contribute
to decision-making deficits. By leveraging a predictive infer-
ence task, we examined how RNNs can learn to behave near-
optimally, sub-optimally, and develop internal task representa-
tions over time. Specifically, we explored how four hyperpa-
rameters (γ, βδ, preset , τ) influence behavior and the number
of fixed points learned by agents. We also showed a positive
correlation between the number of fixed points and update be-
havior, suggesting an interdependence between network dy-
namics and decision-making behavior. Lastly, a comparison
between RNN-RL agents and human subjects elucidated how
sub-optimal agent behavior might map onto behavior in pa-
tients and healthy controls.

Using SCZ as a case study, our results suggest that RL
agents can be trained with RNNs to model behavioral deficits
and can provide insight into their underlying neural dynam-
ics. While frameworks such as the Hierarchical Gaussian
Filter or model-based RL have been instrumental in model-
ing latent state inference (Mathys et al., 2011; Adams et al.,
2018), they require strong a priori assumptions about task

Figure 5: Decision making behavior is correlated with the
number of unstable fixed points. The scatter plots show
the correlation between ∆ Area and ∆ unstable fixed points,
which describes the difference in area, ∆A and the number of
unstable fixed points between the change-point and oddball
condition. A larger ∆ Area suggests a near-optimal perfor-
mance. A positive correlation is observed when varying all the
hypothesized mechanisms, suggesting a form of dependency
between the number of unstable fixed points and decision-
making behavior. The number of points in each plot includes
50 seeds multiplied by the variations in the parameters. The
correlation between ∆ area and ∆ stable fixed points is close
to zero. Refer to Fig. 8.

structure and learning rates. They often assume a singular la-
tent stateGershman et al. (2010) and may overlook cognitive
strategies employed in decision-making, which can be uncov-
ered using high-dimensional approaches (Ji-An et al., 2023).
Our RNN-RL approach, in contrast, learns both state repre-
sentations and policy mappings directly from experience, en-
abling discovery of emergent latent representations and asso-
ciated neural dynamics without requiring a predefined model
structure or strict parametric constraints (Doerig et al., 2023).
Prior work suggests that SCZ-related cognitive impairments
arise from deficits in inferring task structure (Nour et al., 2024;
Hauke et al., 2024), with symptoms like delusions and hal-
lucinations explained by disruptions in latent state formation
(Erdmann & Mathys, 2022; Benrimoh et al., 2019). Our find-
ings extend this view by demonstrating that impairments in
structure formation—rather than reward sensitivity—can also
account for sub-optimal performance.

From a dynamical systems perspective, psychiatric disor-
ders have been conceptualized as disruptions in attractor dy-
namics (Scheffer et al., 2024; Roberts et al., 2017). Unstable
fixed points have been proposed as a key feature of aber-
rant belief updating (Adams et al., 2018) and align with be-
havioral rigidity in SCZ (Adams et al., 2022). Our results



Figure 6: Humans demonstrate complex update behavior in change-point and oddball conditions. (A) The learning rate
versus prediction error curves by control and patient data collected from Nassar et al. (2021) during the change-point and oddball
conditions is visualized. Different update behaviors are observed with different prediction errors. (B) When we consider the area
under the learning curves for prediction errors greater than 20 (PE > 20), patients show a significant under-updating behavior
compared to controls during the change-point condition (p < 0.05). However, patients do not show a statistically significant
over-updating behavior during the oddball condition (p = 0.174). The difference in area between the change-point and oddball
conditions is also not significantly different (p = 0.545). (C) When we consider the area between prediction errors 20 and 95,
patients tend to significantly under-update in both change-point and oddball conditions (p < 0.05). (D) Only when we consider
the area greater than prediction error of 95, we start to see a resemblance of the under-updating behavior during the change-
point and over-updating behavior in oddball conditions. However, these are not statistically significant (p > 0.05). Interestingly,
patients show a statistically smaller difference in the area between the change-point and oddball curves (∆ Area, p < 0.05)
compared to healthy patients, resembling the suboptimal behavior predicted by the normative model described in Nassar et al.
(2021) and our RL agents. Hence, ∆ Area can be an additional metric to analyze and classify suboptimal decision-making in the
predictive inference task. Statistical tests were performed using independent 2-sided t-test.

link unstable fixed points to task performance, suggesting that
deficits in latent state inference may be driven by network dy-
namics preventing efficient updating in response to changing
environmental contingencies. Notably, prior work has shown
that even in randomly connected RNNs, unstable fixed points
shape network dynamics by acting as ”partially attracting land-
marks” (Stubenrauch et al., 2023). Future work should assess
whether hidden state updates near these fixed points corre-
spond to specific eigenmodes, allowing for rapid belief updat-
ing in response to select inputs.

One key area for future exploration is the evolution of RNN
dynamics across training and learning phases, a shift that
mimics real-world cognitive challenges. Analyzing changes in
network representations between these phases will provide a
deeper understanding of how stable and unstable fixed points
emerge (Lin et al., 2023). Notably, the parameters preset and
τ control model-based components of the network, potentially
revealing mechanistic insights into SCZ-related impairments
in latent state formation. After manipulating parameters di-
rectly built into the critic (γ, βδ), fixed point differences arose
in the RNN, which parameterizes the associated actor. In this
way, the meta-RL architecture allows us to separate model-
based and model-free components, akin to separations in pre-
dictive coding(Wang et al., 2018; Sterzer et al., 2018).

Several limitations of this approach should be noted. Par-
ticularly, the behavioral metrics to evaluate the performance
of the RL agents could be improved. The area between the
changepoint and oddball curves (∆A) offered one promising
approach, but likely is not fully sufficient for characterizing be-
havioral phenotypes, particularly in human data, where asym-

metric sensitivity to prediction errors complicates performance
across conditions. More nuanced metrics will be needed to
classify optimal behavior in RNNs and compare them with
human behavioral patterns (Nassar et al., 2021), especially
in patient populations. Future work will formally fit Bayesian
models to both patient and RNN-RL agent behavioral trajec-
tories, which would provide insight into how RNN dynamics
correspond to interpretable, Bayesian model parameters.

By grounding RL agents in empirical findings, we establish
a benchmark for interpreting emergent latent neural represen-
tations. Furthermore, the present predictive inference task
was chosen to target one specific behavioral cognitive deficit,
necessitating validation across a battery of cognitive tasks.
This RNN-RL framework is broadly applicable and should be
adaptable to investigate cognitive dysfunction across other
psychiatric populations. By varying task structure and re-
ward contingencies, the same architecture could be retrained
on (more naturalistic) paradigms targeting symptoms relevant
to depression, obsessive-compulsive disorder, or anxiety dis-
orders (Huys et al., 2016; Gradin et al., 2011). Moreover,
task-specific hyperparameter tuning may help reveal transdi-
agnostic versus disorder-specific mechanisms in belief updat-
ing (Yang et al., 2019; Cloos et al., 2024; Rhoads et al., 2024).

By bridging computational neuroscience, computational
psychiatry, and dynamical systems theory, this work under-
scores the potential of RNN-based RL models in elucidating
mechanisms of cognitive dysfunction. Future research should
continue to refine network architectures and inference frame-
works to better capture the complex interplay between latent
state formation, cognitive biases, and psychiatric symptoms.
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Figure 7: Impact of Hyperparameters on Fixed Points and Agent Decision-Making Behavior. Altering each hyperparameter
results in a similar rate of variation in the number of stable fixed points for both change-point and oddball conditions, leading to
a negligible difference in the number of stable fixed points between these conditions. In contrast, the number of unstable fixed
points exhibits significant variation across different hyperparameter settings. This variation in unstable fixed points mirrors the
changes in the area under the learning rate versus prediction error curves, indicating a comparable rate of change



Figure 8: Correlation Between Number of Fixed Points and Behavioral Optimality. ∆ Area represents the difference in the
area beneath the curves for the change-point and oddball learning rates. A higher ∆ Area signifies near-optimal behavior, char-
acterized by proportional updates in response to prediction errors during change-point conditions and stable bucket positioning
during oddball conditions. When hyperparameters are varied, the correlation between the number of stable fixed points and ∆

Area approaches zero, indicating that stable fixed points do not significantly influence decision-making behavior. Conversely,
the number of unstable fixed points shows a positive correlation with ∆ Area, suggesting interdependence between network
dynamics and behavior optimality.



Figure 9: Unstable modes associated with unstable fixed points shape observed RNN dynamics, depending on task
context and reward discount factor (γ). For each unstable fixed point (u∗), we identified hidden states within a tolerance
radius (∥u∗−ht∥< 2) and computed the cosine similarity between the leading Jacobian eigenvector (v∗1) and subsequent state
updates (ht+1 −ht ). (A, B) Cosine similarity distributions between the leading Jacobian eigenvector (v∗1) of unstable fixed points
(u∗) and actual state updates (ht+1 −ht ) within the vicinity of u∗ across all trajectories. Unstable modes in networks trained with
high γ (0.95, A) show heavier-tailed similarity distributions (excess kurtosis ≈ −0.84 to −0.91) than controls (shuffled states:
−0.21 to −0.37; median eigenmode: 0.0 to −0.2), indicating stronger dynamical influence. Low γ (0.5, B) yields lighter tails
(kurtosis ≈ −0.59 to −0.85) closer to controls (shuffled states: 0.0 to −0.5; median eigenmode: −0.13 to −0.24), suggesting
weaker fixed-point effects. (C, D) Analysis restricted to states only when a change-point or oddball hazard occurs. High γ (C)
preserves heavy tails (kurtosis ≈ −0.70 to −0.89) than controls (shuffled states: −0.2 to −0.5; median eigenmode: 0.0 to
0.17), while low γ (D) further diminishes fixed-point influence (kurtosis ≈−0.1 to −0.23) closer to controls (shuffled states: 0.0
to 0.7; median eigenmode: 0.0 to −0.32), also suggesting weaker fixed-point effects. Density includes fixed points found over
50 RNNs initialized with random seeds.
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