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ABSTRACT

Watermarking is a key technique for detecting AI-generated text. In this work, we
study its vulnerabilities and introduce the Smoothing Attack, a novel watermark re-
moval method. By leveraging the relationship between the model’s confidence and
watermark detectability, our attack selectively smoothes the watermarked content,
erasing watermark traces while preserving text quality. We validate our attack on
open-source models ranging from 1.3B to 30B parameters on 10 different water-
marks, demonstrating its effectiveness. Our findings expose critical weaknesses
in existing watermarking schemes and highlight the need for stronger defenses.

1 INTRODUCTION

Detecting whether a text is generated by language models is critical in domains like fraud detection,
fake news identification, and plagiarism prevention. A common approach is watermarking, where
subtle patterns are embedded in the generated text for later detection (Aaronson, 2023; Christ et al.,
2023; Huang et al., 2023; Li et al., 2024). Watermarking has gained traction in both academia
and industry (Dathathri et al., 2024) as a key safeguard for language model applications. While
various watermarking techniques exist, they share a core principle: favoring certain tokens over
others (detailed in Section 2).

In this work, we identify key scenarios where watermarks fail and introduce a novel watermark re-
moval attack that exploits this weakness, revealing fundamental limitations in existing watermarking
schemes.

Effectiveness of watermarks. We say a watermark is effective if (i) the watermarked text maintains
high quality, comparable to those generated from the corresponding un-watermarked model, and (ii)
the detector reliably identifies watermark traces, i.e., it can identify watermarked text without mak-
ing a large error. We analytically and empirically show that these aspects are in tension: better text
quality often implies lower watermark detectability, and vice versa. Moreover, both are connected
through the model’s confidence in generating output. We explain the high-level idea as follows (see
more detail in Section 3).

Given a prefix, when the model is confident about the output token, watermarking has negligible
impact on the output. In this case, the watermark trace is not obvious. Conversely, when the model
is not confident, watermarking makes the model tend to select certain tokens (that are originally
unlikely to get sampled) over others, making watermark trace more detectable while degrading the
text quality.

Smoothing Attack. Leveraging this insight, we propose the Smoothing Attack for watermark re-
moval. For each prefix, the attack first identifies if the output token contains the watermark trace, by
estimating the target watermarked model’s confidence in this output. If the confidence is low, then
we replace the token with a freshly sampled one (see more detail in Section 4), removing water-
mark traces while maintaining text quality; otherwise, if the confidence is high, then we retain the
watermarked model’s output.

We evaluate our attack across ten diverse watermarking schemes and three different families of
open-sourced models, OPT (Zhang et al., 2022) (from 1.3B to 30B parameters), Llama3-8B (Dubey
et al., 2024) and Qwen2-1.5B (Chu et al., 2024). In certain cases, our attack completely removes the
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watermark (reducing watermark detection rates to zero) while preserving the text quality. Our attack
can also outperform the state-of-the-art Paraphrasing Attack, which uses the strong GPT-3.5-turbo
to paraphrase the watermarked text. Compared with Paraphrasing Attack, our attack is more cost-
efficient, as it uses only much weaker reference models, e.g., OPT-125M (Zhang et al., 2022) when
attacking OPT models from 1.3B to 30B parameters. These findings underscore critical weaknesses
in existing watermarks and highlight the need for more robust defenses.

2 PRELIMINARIES AND RELATED WORK

For an auto-regressive language model (LM) M , we use V to denote its vocabulary (i.e., the set of
all possible tokens). On a given prompt, M generates its output as follows. At each token position
t with the given prefix (including the previously generated tokens and the prompt), model M first
computes the logit for each token v, written as lt(v). Applying the soft-max function to the logits,
we obtain the following probability distribution for the output token.

Pt(v) =
exp
(
lt(v)

)∑
v′ ∈V exp

(
lt(v′)

) . (1)

With Pt, two sampling strategies are often employed to sample the next token. Top-k sampling (Fan
et al., 2018; Holtzman et al., 2018) samples a token from the k most probable candidates. Top-
p/Nucleus sampling (Holtzman et al., 2019) samples a token from the smallest set of tokens whose
cumulative sum of probability masses exceeds some constant p. We denote the output text, i.e., a
sequence of tokens, as (v1, . . . , vT ) for some positive T .

At a high level, watermarks are embedded into the generated text (v1, . . . , vT ) through specific
patterns of tokens. The detector tries to find traces of such patterns, by computing some detection
score function d(v1, . . . , vT ). If the score exceeds a certain threshold τ , then the text is predicted as
generated from the watermarked model. Next, we explain representative watermarking algorithms.

Green-red list watermark (Kirchenbauer et al., 2023a). The idea is to modify the logits of spe-
cific tokens. In particular, at each token position t, the vocabulary set V is partitioned to the red and
green lists, where the green list, denoted as Gt, takes a γ fraction of the vocabulary. Logits of tokens
in Gt are increased by some pre-fixed constant δ; while the logits of other tokens remain unchanged.
The modified probability distribution is written as

P̃t(v) =
exp
(
lt(v) + δ · 1{v ∈ Gt}

)∑
v′ ∈V exp

(
lt(v′) + δ · 1{v′ ∈ Gt}

) . (2)

A sampling strategy, either top-k or top-p, is then applied to P̃t to output the next token. The detector
looks for evidence that the green tokens appear disproportionally more frequently. Accordingly,
given (v1, ..., vT ) and the green lists {Gt}Tt=1 , the detector computes

d(v1, . . . , vT ) =

∑T
t=1 (1{vt ∈ Gt} − γ)√

Tγ(1− γ)
, (3)

and then predicts the given text as watermarked if this score exceeds some threshold τ . Here γ stands
for the expected number of green tokens per token position generated by any other models, since the
assignment of the green list Gt is random and is known to the LM provider and the detector only.
The denominator

√
Tγ(1− γ) normalizes the detection score: it is unlikely that a non-watermarked

text will be misclassified as watermarked, particularly when the text is long enough (i.e., T is large).

Gumbel sampling watermark (Kuditipudi et al., 2023; Aaronson, 2023). The idea is to use Gum-
bel sampling (Gumbel, 1954) when sample the token at each position t. In particular, they first sam-
ple ut(v) from [0, 1] for each v, based on some random seed computed from the preceding k tokens
(k is some hyperparameter) and some secret watermarking key. The output token v∗t is then selected
based on the sampled outcomes and the original Pt(v), given as v∗t = argmaxv∈V − log ut(v)

Pt(v)
. The

watermarked text tends to contain token v that is associated with a larger ut(v). The detection score
is computed as d(v1, . . . , vT ) = −

∑T
t=1 log(1− ut(vt)). If this score exceeds some threshold, the

text is predicted as watermarked.
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Tournament sampling watermark (Dathathri et al., 2024). When generating the t-th token, m
random watermarking functions g(1)..., g(m) are used to assign m scores for each token in the
vocabulary. The scores depend on the given token v and a random seed rt computed from the
secret watermarking key and the recent context (e.g., preceding k tokens), and are denoted as
g(l)(v, rt) ∈ {0, 1}. With the scores, the next token is selected as follows. First, 2m tokens are
sampled with replacement from the original probability distribution Pt. These sampled 2m to-
kens are then split into 2m−1 pairs of competing tokens and the tokens with larger scores win
(breaking ties randomly). This process is repeated for m times and the final winner is the out-
put token. As this process favors tokens with larger tournament scores, the detector computes
d(v1, . . . , vT ) = 1

T

∑T
t=1

1
m

∑m
l=1 g

(l)(vt, rt), and predicts the given text as watermarked if this
score exceeds 0.5 by a large margin. Dathathri et al. (2024) also provide an equivalent way to sam-
ple the token, using some modified proability distribution P̃t computed from the m watermarking
functions and the original Pt (detailed in Appendix A).

Other related work. The Green-red list watermark (Kirchenbauer et al., 2023a) favors tokens in the
green lists and introduces distortions to the distribution of the output tokens. Therefore, we often say
it is a distortionary watermark. Variations of this scheme mainly differ in the assignment of green
lists and the detection process, e.g., see Kirchenbauer et al. (2023b); Lee et al. (2023); Liu et al.
(2023); Wu et al.. Gumbel and Tournament sampling watermarks (Kuditipudi et al., 2023; Aaronson,
2023; Dathathri et al., 2024) are distortion-free, preserving the original model’s token distribution
(when averaging over all possible secret watermarking keys). We refer readers to the original papers
for detailed analyses. There are also other distortion-free watermarks, e.g., see Hu et al.; Christ et al.
(2023), and we refer to Zhao et al. (2024a) for an in-depth survey. In our evaluation, we evaluate
10 representative watermarks, spanning distortionary and distortion-free approaches, to demonstrate
the universal applicability of our attack.

The canonical way to remove watermark is by disrupting its patterns, via injecting special characters,
homoglyphs, or emojis into the text (e.g., see Pajola & Conti (2021); Boucher et al. (2022); Goodside
(2023)). However, such modifications often reduce the text quality significantly. Another strategy
is to paraphrase the watermarked text using another model, referred to as Paraphrasing Attacks
(e.g., see Kirchenbauer et al. (2023b); Krishna et al. (2023); Piet et al. (2023)). The performance
of such an attack typically relies on the power of the model it uses. A large LLM often leads to
good quality in the paraphrased texts, e.g., using the GPT-3.5-turbo (OpenAI, 2023) to paraphrase
the watermarked texts generated from the 7B-parameter Llama (Touvron et al., 2023).

3 ON THE EFFECTIVENESS OF WATERMARKS

In this section, we investigate the key factors that contribute to the effectiveness of watermarking
algorithms, namely watermark detectability and text quality. Our key finding is that these two fac-
tors are in tension: better text quality often implies lower watermark detectability, and vice versa.
Moreover, both are tightly connected to the model’s confidence in generating output, which reveals a
vulnerability exploitable by the attack we propose later. The detailed derivations are in Appendix C.

3.1 FROM WATERMARK DETECTION TO MODEL’S CONFIDENCE

Recall that the watermark detectability, which is characterized by the detection score (e.g., see
Eq. equation 3), depends on all tokens in the given text. Our key finding is that the individual
contributions to the detection score from tokens at different positions depend on the model predic-
tion confidence. Thus, to estimate this token-level contribution to watermark detectability, it suffices
to estimate the model’s confidence. In what follows, we go through the reasoning using the Green-
red list watermark as an illustration. We then show that our findings generalize to the other two
representative watermarks, Tournament sampling and Gumbel sampling.

Token-level contribution to watermark detection. Recall Eq. equation 3, the detection score
(roughly) counts the number of tokens that belong to the green list in all token positions. For each
token position t and the assigned green list Gt, we define

St = Ev∼P̃t
[1{v ∈ Gt}]− Ev∼Pt [1{v ∈ Gt}] , (4)
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where Pt and P̃t stand for the original probability distribution and the modified one (all logits of
green tokens are increased by some δ), respectively.

Comparing Eq. equation 4 with the detection score in Eq. equation 3, we have omitted the nor-
malization factor

√
Tγ(1− γ) for brevity. We also focused on one particular position t and the

corresponding assignment of Gt. If we take the expectation over the all possible assignments of Gt,
then the subtracted term Ev∼Pt [1{v ∈ Gt}] becomes γ, since Gt takes a γ fraction of tokens from
the vocabulary.

St captures the increment of the token-level contribution to the overall detection score due to water-
marking, as the first expectation is taken over P̃t rather than Pt. Overall, larger St leads to higher
watermark detectability, and vice versa.

Connecting St to model’s confidence. Recall that δ represents the shift applied to the logits of
tokens in the green list. Then we can write St as

St =
−(eδ − 1) · Ev∼Pt

[1{v ∈ Gt}] + (eδ − 1)

1/Ev∼Pt
[1{v ∈ Gt}] + (eδ − 1)

, (5)

which is a function of Ev∼Pt [1{v ∈ Gt}]. Clearly, St can be different at different token positions.
To validate Eq equation 5, we draw 400 sample points on St and Ev∼Pt

[1{v ∈ Gt}] using the OPT-
1.3B model with γ = 0.5 and δ = 1.0 and plot them in Figure 1 (the left-most subfigure). The
empirical observations align with our analysis.

Further, we show that Ev∼Pt [1{v ∈ Gt}] is correlated with the squared L2 norm of the probability
vector Pt at position t, denoted as ∥Pt∥2. In particular, the mean of Ev∼Pt [1{v ∈ Gt}] is γ and
the variance is γ(1 − γ)∥Pt∥2. When ∥Pt∥2 = 1, Ev∼Pt [1{v ∈ Gt}] is either 0 or 1. Conversely,
when ∥Pt∥2 = 1/|V|, Ev∼Pt [1{v ∈ Gt}] is concentrated around γ, a value smaller than 1. We
demonstrate this correlation in Figure 1 (the middle subfigure), using the same 400 sample points
obtained above.

The value of ∥Pt∥2 measures how confident the model is when outputting the next token at position
t. In particular, ∥Pt∥2 attains its maximum value 1, i.e., all probability masses are concentrated on a
single token when the model is absolutely certain of its output; and ∥Pt∥2 attains its minimum value
1/|V|, i.e., the probability masses are evenly distributed over all tokens, when the model has no idea
which token to output.

Putting everything together, we are able to connect St to the model’s confidence, which is charac-
terized by ∥Pt∥2. We demonstrate this correlation in Figure 1 (the right subfigure). We observe that
when ∥Pt∥2 is large (in particular, consider ∥Pt∥2 = 1), then Ev∼Pt [1{v ∈ Gt}] is close to 0 or 1,
leading to a relatively small value of St. Conversely, when ∥Pt∥2 is small (in particular, consider
∥Pt∥2 = 1

|V| ), then Ev∼Pt [1{v ∈ Gt}] is roughly γ, a value smaller than 1, leading to a relatively
large value of St.

In summary, when the model is more confident in choosing the output token at position t, then its
contribution St to the watermark detectability is smaller, and vice versa.

Generalization to other watermarking solutions. For Gumbel sampling, we define the token-level
contribution to watermark detection as St = − log(1−Uv∗)−Ev∼Pt [− log(1−Uv)], where v∗ is the
token selected by the watermarked model. Note that the choice of v∗ is deterministic after the secret
key held by the LM provider and the prefix content are fixed. For Tournament sampling, we de-
fine the token-level contribution as St = Ev∼P̃t

[
1
m

∑m
l=1 g

(l)(v, r)
]
− Ev∼Pt

[
1
m

∑m
l=1 g

(l)(v, r)
]
,

where P̃t is the modified probability distribution. For these two watermarks, we still observe the
same correlation between St and ∥Pt∥2 as we have for Green-list watermarks, as shown in Figure 2.
Namely, the token-level contribution St to the watermark detectability is negatively correlated to the
model’s confidence at position t.

3.2 IMPACT OF WATERMARKING ON TEXT QUALITY

Next, we show that the impact of watermarking on the text quality also depends on the model’s
confidence in generating its output token.
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Figure 1: The correlations among St (watermark contribution score), Ev∼Pt
[1{v ∈ Gt}] (expected

number of green tokens from the un-watermarked model), and ∥Pt∥2 (model confidence), evaluated
on model OPT-1.3B with the Red-green list watermark with γ = 0.5 and δ = 1.0. The values are
computed from different prefixes, constructed from the Wiki page about Harry Potter.

0 0.5 1
0

5

10

∥Pt∥2

S
t

Gumbel

0 0.5 1
0

0.2

0.4

∥Pt∥2

S
t

Tournament (m = 1)

0 0.5 1
0

0.2

0.4

∥Pt∥2

Tournament (m = 30)

Figure 2: The correlation between St (watermark contribution score) and ∥Pt∥2 (model confidence)
evaluated on model OPT-1.3B with the Gumbel and Tournament sampling (with m tournaments)
watermarks, using the same setup as in Figure 1. Each sample corresponds to a specific prefix and
secret key. ∥Pt∥2 is computed from the original un-watermarked model. The overall observation is
similar to what we have for the Green-red list watermarking: St decreases as ∥Pt∥2 increases.
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Figure 3: The correlation between DTV (Pt, P̃t), i.e., the negative impact on text quality due to
watermarks (in color blue), and ∥Pt∥2, measured on OPT-1.3B with the Green-red list and Gumbel
and Tournament sampling watermarks. We also plot DTV (Pt, P

ref
t ), which measures the negative

impact on text quality if we use tokens sampled from the reference model OPT-125M (in color red).

Total variation distance (TVD). To measure the impact of watermarking on the text quality at
any token position t, we use the total variation distance between the probability distributions
of the original un-watermarked model and the watermarked model, defined as DTV (Pt, P̃t) =
1
2

∑
v∈V |Pt(v) − P̃t(v)|, where Pt corresponds to the original probability distribution and P̃t is

the watermarked one. Due to the large vocabulary size, we measure dTV (Pt, P̃t) empirically, by
repeatedly sampling 100 tokens from each distribution and computing the variation between the
sampled tokens’ frequencies. We repeat this process for different token positions, with the prefixes
constructed from the Wikipedia page about Harry Potter, similar to the setup in Section 3.1. A small
DTV (Pt, P̃t) indicates that the watermark introduces a small distortion to the original probability
distribution at position t, suggesting a negligible impact on the output quality.

TVD depends on model’s confidence. The results for watermarked texts are shown in Figure 3.
(in color blue). For all three watermarking schemes, DTV (Pt, P̃t) decreases as ∥Pt∥2 increases,
meaning that the negative impact on text quality due to watermarks decreases as the model becomes
more confident in its output. This is because, when the model is confident in its output (e.g., with
probability 1 it will output a certain token), watermarks do not make a notable difference in the
model’s output distribution. Conversely, when the model is less confident in its output, the negative
impact of watermarks on the text quality becomes more notable.
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Figure 4: The correlation between DTV (Pt, P̃t), i.e., the negative impact of watermarking on the
text quality, and St, i.e., the token-level contribution to watermark detectability. We measure this on
OPT-1.3B. For all three watermarking schemes, DTV (Pt, P̃t) increases as St increases.

We also plot DTV (Pt, P
ref
t ), which measures the negative impact on text quality if we alternatively

sample from the reference model OPT-125M (in color red). We note that when the model is not
confident in its output, i.e., when ∥Pt∥2 is small, sampling from the reference model’s token distri-
bution, i.e., P ref

t , does not hurt the text quality. In particular, under the Green-red list watermarking
scheme, DTV (Pt, P

ref
t ) is comparable to DTV (Pt, P̃t) when ∥Pt∥2 is small (observe that the red

points generally overlap with the blue ones). For Gumbel and Tournament sampling, DTV (Pt, P
ref
t )

is even smaller than DTV (Pt, P̃t) when ∥Pt∥2 is small (observe that the red points are generally
below the blue ones). Conversely, when the model is confident in its output, i.e., when ∥Pt∥2 is
large, replacing the watermarked model with a reference model may hurt the text quality (observe
that the red points are above the blue ones).

In summary, the impact of watermarks on the text quality depends on the model’s confidence. When
the model’s confidence is high, watermarking has a negligible impact on the text quality. Conversely,
when the model’s confidence is low, watermarking has a notable negative impact on the text quality.
Surprisingly, in this case, we can even replace the watermarked model with a much smaller reference
model, achieving comparable and even better text quality.

The limitations of existing watermarks. We come to realize that the two aspects of the watermark
effectiveness — watermark detectability and text quality — are correlated with the model’s confi-
dence in its output. That means these two aspects are also interconnected. In Figure 4, we plot the
correlation between DTV (Pt, P̃t) and St, empirically measured on OPT-1.3B model using the same
setup as the above simulations. When the watermark has little impact on text quality (i.e., smaller
total variation distance), the watermark is also less detectable (i.e., smaller St). Conversely, tokens
that contribute more to watermark detection also lead to more notable text quality degradation. This
finding, in turn, reveals the crucial limitation of existing watermarking schemes: high watermark
detectability and high text quality cannot be achieved at the same time, since the very same set of
tokens causes quality degradation while contributing to watermark detectability simultaneously.

4 SMOOTHING ATTACK

Our objective is to design a watermark removal attack such that for any given input prompt, the
algorithm returns some output text that (i) is of high-quality, i.e., comparable the original un-
watermarked model, while (ii) remaining free of watermarks, i.e., the generated text should evade
watermark detection mechanisms. Based on our findings in Section 3, we design the Smoothing
Attack. Our attack proceeds as follows at each token position: (i) we first determine if the model
is confident in its output token (recall Section 3.1), we do this by estimating ∥Pt∥2), and then (ii)
we replace the token therein by the token sampled from a reference model (if the watermark is dis-
tortionary) or by the token re-sampled from the watermarked model (if the watermark is distortion-
free). Next, we go through our attack. Mathematical details are in Appendix C.3 and C.4.

Model Access. We consider a practical scenario where the adversary has limited access to the
targeted watermarked model and does not have access to the original un-watermarked model. Hence,
he cannot estimate ∥Pt∥2 directly. We assume that at each token position, the adversary knows the
top-K tokens that are most likely to be sampled and the corresponding probabilities (with K being
a small constant, e.g., 1, 5, 10) via the target watermarked model’s API. This level of information is
commonly accessible, even for closed-source models, e.g., OpenAI’s API provides information on
the most likely tokens and the corresponding probabilities.
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Estimation of model’s confidence. For distortion-free watermarks (e.g., Gumbel and Tournament
sampling), we can directly observe the unchanged top-K probabilities of the un-watermarked model.
We then estimate ∥Pt∥2 from the probabilities associated with the top-K most probable tokens in

VTop-K, expressed as ∥Pt∥2 ≈
∑

v∈VTop-K
P (v)2 + 1

|V|−K ·
(
1−

∑
v∈VTop-K

P (v)
)2

, where we have
assumed that the residual probability mass 1 −

∑
v∈VTop-K

P (v) is uniformly distributed across the
remaining |V| −K tokens whose probabilities are unobserved. For distortionary watermarks (e.g.,
the Green-red list), we estimate ∥Pt∥2 from the top-K probabilities observed in the modified P̃t. In
such cases, we first compute an estimation for the watermarked model’s ∥P̃t∥2 ≈

∑
v∈VTop-K

P (v)2+

1
|V|−K ·

(
1−

∑
v∈VTop-K

P̃ (v)
)2

. Again, we have assumed that the residual probability mass 1 −∑
v∈VTop-K

P̃ (v) is evenly distributed to the unobserved tokens. Next, we transform this estimation

to the original unwatermarked model by computing ∥Pt∥2 ≈ β · ∥P̃t∥2 with β =
((1−γ)+γeδ)

2

(1−γ)+γe2δ
.

Normalization of confidence. We convert the above estimated ∥Pt∥2 into a confidence score in
[0, 1], denoted as c. To establish the upper and lower bounds for normalization, denoted as U and
L, we obtain N (e.g., N = 200) random samples for ∥Pt∥2, computed on the watermarked model
with random prefixes. We then set U and L as the largest and smallest values among the samples,
respectively. Next, we construct 100 bins from the range [L,U ] and then map the estimated ∥Pt∥2
into the i-th bin with i ∈ [1, 100]. The confidence score c is then computed as c = i

100 . Based on c,
we decide whether to adopt the token output by the watermarked model at this token position.

Smoothing the watermark. When the watermark is distortion-free, with probability cα, we adopt
this token; with probability (1 − cα), we randomly choose another token by re-sampling the token
based on the observed top−K probabilities of the target watermarked model, and then put it into
the token position. When the watermark is distortionary, we first query a reference model (we use a
reference model is much smaller than the watermarked model) using the same prefix and then obtain
the top-K probabilities from the reference model. After that, we compute a weighted probability
distribution from the top-K probabilities of the watermarked model and the reference model. For
the reference model, the weight is assigned to 1 − cα; for the watermarked model, the weight is
assigned to cα. We then sample from the weighted distribution and adopt the output token. Here
we have used a constant exponential factor α > 0 to control the smoothness-level of our attack. In
particular, when α is large, our attack inclines to adopt the token from the watermarked model. On
the other hand, when α is small, our attack inclines to replace the output token.

Applicability. Our attack does not require detailed knowledge of the watermarking strategy. Instead,
it either samples a new token or adopts the output token from the watermarked model, based on the
confidence score c. In addition, it is computationally efficient, and the main overhead incurred when
estimating the upper and lower bounds for c, i.e., U and L. This can be done by querying the
watermarked model a few hundred times.

5 EXPERIMENTS

Evaluation setup. We attack the open-sourced models including, Llama3.1-8B (Dubey et al., 2024),
the OPT model family (Zhang et al., 2022) (from 1.3B to 30B parameters), and Qwen2-1.5B (Chu
et al., 2024). When attacking distortionary watermarking algorithms on Llama3, OPT models, and
Qwen2, we use Llama3-1B (Dubey et al., 2024), OPT-125M (Zhang et al., 2022), and Qwen2-
0.5B (Chu et al., 2024) as the reference models, respectively. Following prior work (Kirchenbauer
et al., 2023a; Pan et al., 2024), we evaluate on the C4 dataset (Raffel et al., 2020). For each text, its
first 30 tokens of texts serve as the prompt, and the task is to generate the subsequent 200 tokens.
The results are averaged over 100 prompts. Our experiments are run on RTX-Titan GPUs.

We evaluate against 10 representative watermarking algorithms, covering distortionary and
distortion-free watermarks, including KGW (Kirchenbauer et al., 2023a), Unigram (Zhao et al.,
2023), UPV (Liu et al., 2023), X-SIR (He et al., 2024), DIP (Wu et al.), SWEET (Lee et al., 2023),
EWD (Lu et al., 2024) Unbiased (Hu et al.), SynthID (Dathathri et al., 2024) (which leverages Tour-
nament sampling), and Gumbel (Aaronson, 2023). The implementations are based on the MarkLLM
toolkit (Pan et al., 2024). For Gumbel and X-SIR, we evaluate it on OPT models (Gumbel requires
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Table 1: Performance of watermark removal attacks on OPT-1.3B, Llama3-8B, and Qwen-1.5B. The
false positive rate on the unwatermarked text is less than 1%. We show the true positive rate in %
(TPR), perplexity (PPL), and diversity (Div) for each watermarking algorithm for different models
and against different attacks.

Watermark Attack OPT-1.3B Llama3-8B Qwen2-1.5B

TPR PPL Div TPR PPL Div TPR PPL Div

Un-watermarked - 1 11.39 8.22 1 3.47 6.82 1 12.26 8.10
Reference - 1 19.57 7.69 1 4.40 6.52 1 16.02 8.06

KGW (Kirchenbauer et al., 2023a)
None 100 14.61 8.07 99 4.60 6.92 100 16.46 8.11
Paraphrasing 3 14.82 9.56 2 5.35 8.0 2 10.45 9.42
Smoothing 0 9.57 6.72 2 3.20 5.63 0 8.02 6.91

Unigram (Zhao et al., 2023)
None 100 14.99 7.29 99 4.61 6.56 100 15.41 7.37
Paraphrasing 53 14.51 8.75 54 5.60 8.02 5 10.40 8.56
Smoothing 5 9.44 6.73 24 3.10 5.44 1 7.77 6.71

SynthID (Dathathri et al., 2024)
None 100 7.12 7.41 99 4.83 7.31 100 6.94 7.05
Paraphrasing 1 10.57 9.11 1 5.62 8.18 1 6.90 8.43
Smoothing 0 10.40 8.64 0 3.40 6.86 0 10.21 8.04

DIP (Wu et al.)
None 100 13.73 8.44 84 4.03 7.35 100 14.34 8.27
Paraphrasing 0 13.95 9.25 0 5.25 8.34 2 10.10 8.85
Smoothing 6 9.34 6.84 6 3.17 5.67 11 7.62 6.92

Unbiased (Hu et al.)
None 100 13.61 8.29 84 4.02 7.29 100 14.64 8.21
Paraphrasing 3 14.45 10.39 2 5.36 8.57 1 9.97 8.82
Smoothing 27 9.19 6.84 5 3.17 5.75 5 7.68 6.94

UPV (Liu et al., 2023)
None 99 11.65 8.22 83 4.38 6.80 86 11.93 7.49
Paraphrasing 34 13.73 9.92 2 5.43 8.00 2 9.03 8.58
Smoothing 20 10.01 6.89 1 3.12 5.49 0 8.16 6.91

EWD (Lu et al., 2024)
None 100 15.23 7.92 100 4.56 6.71 100 16.31 7.85
Paraphrasing 0 14.95 9.95 7 5.73 7.83 1 10.18 9.28
Smoothing 0 9.93 6.78 3 3.13 5.38 0 7.82 6.85

SWEET (Lee et al., 2023)
None 100 14.36 8.02 99 4.53 6.69 100 15.89 7.65
Paraphrasing 0 14.57 9.45 14 5.64 8.05 4 10.18 9.30
Smoothing 0 9.59 6.72 4 3.09 5.40 0 7.85 6.92

more than 100 GB of GPU memory when running on Qwen and Llama due to their large vocabulary
sizes and X-SIR’s official code does not support Llama and Qwen models for now).

We use strongest watermark removal attack, Paraphrasing Attack that uses GPT-3.5-turbo to para-
phrase the watermarked text (Piet et al., 2023), as a competitor to our attack. As a comparison,
our Smoothing Attack leverages only much smaller reference models (when attacking distortionary
watermarks).

We evaluate the performance of attacks in terms of watermark removal and text quality preservation.
For watermark removal, we report the true positive rate of watermark detection, i.e., TPR, (lower
means the attack is better) when the false positive rate, i.e., FPR, is less than 1%. In this case,
TPR is 1% for un-watermarked models and 100% without attacks. For text quality, we follow prior
work (Kirchenbauer et al., 2023a; Pan et al., 2024) to measure the perplexity (lower means better
text quality).

For our attack, we set α to 1.0 and use the top-10 most likely tokens and their probabilities from the
watermarked model and reference model by default, unless specified otherwise. We also report the
diversity of the generated text (higher means better), following Kirchenbauer et al. (2023b). More
detailed setup descriptions are in the appendix.

Performance in watermark removal. We present the main results in Tables 1 and 2. Our Smooth-
ing Attack successfully removes watermarks for most of the cases (achieving a low TPR around 5%
and even 0 sometimes) across all watermarked models and watermarking algorithms. Our attack
also outperforms the strong paraphrasing attack in terms of TPR. Notably, for the OPT-1.3B model
with the Unigram watermark (see Table 1), the detector can successfully detect a 53% fraction of the
watermarked text even after paraphrasing, while it only identifies a 5% fraction if using our attack.
We note that our attack achieves this by using a much smaller reference model, OPT-125M.

Performance in text quality. Our attack also preserves the text quality, meaning that it achieves a
low perplexity without decreasing the diversity too much. For example, when attacking the Unigram
watermark on OPT-1.3B (see Table 1), our attack achieves a perplexity of 9.44 (much better than
14.51 of paraphrasing attack) and a diversity of 6.73 (only slightly worse than 8.75 of paraphrasing
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Table 2: Performance of watermark removal
attacks on OPT-1.3B with Gumbel (Aaron-
son, 2023) and X-SIR (He et al., 2024) wa-
termarks (with FPR < 1%).

Watermark Attack TPR
(%)

PPL Div

Gumbel
None 98 2.96 4.35
Paraphrasing 13 14.21 11.13
Smoothing 9 19.25 8.30

X-SIR
None 94 13.99 7.96
Paraphrasing 34 14.13 8.80
Smoothing 9 9.47 6.75

Table 3: Impact of K and α on Smoothing At-
tack performance on OPT-1.3B with Unigram
watermark (with FPR < 1%).

K α TPR (%) PPL Div

Fixed to 10

0.5 42 9.9 6.86
1.0 5 9.44 6.73
2.0 0 9.38 6.58
3.0 1 9.25 6.43

1

Fixed to 1

18 3.21 4.62
5 10 7.46 6.11
10 5 9.44 6.73
15 5 11.73 7.11

attack) while achieving a TPR of 5% (much better than 50% of paraphrasing attack). More detailed
boxplots for the text quality metrics are in Figures 6 and 7 of Appendix B.3.

For Gumbel sampling (see Table 2), our attack slightly increases the perplexity. The main reason is
that Gumbel sampling tends to output repeated content, which sometimes leads to better perplexity,
but lower diversity. We give concrete output text samples in Table 9 in Appendix B.5, to show that
our attack generates better texts than the watermarked model. The diversity of the text generated by
our attack is slightly worse than those generated from the paraphrasing attack (and also sometimes
worse than the watermarked model). The main reason is that our attack selects the next token only
from Top-K most likely tokens, while the paraphrasing attack and the watermarked model sample
the token from the whole vocabulary (which, in turn, may increase the unpredictability and degrade
the text quality). Increasing K can resolve this issue, e.g., see Table 3 for the results on the Unigram
watermark (more in appendix). The trade-off is that larger K’s require more model access.

Our smoothing attack also achieves a lower (hence, better) PPL compared to the unwatermarked
text. This is because, for the unwatermarked text, the token is sampled from the whole vocabulary,
which makes the output unpredictable sometimes and even erratic. In our smoothing attack, the
text is selected from the top-K most likely tokens from the target watermarked model and reference
model, preventing extremely unlikely tokens from being output.

Ablation studies on K, α, and model size. The overall observation is that increasing K leads to
texts with worse perplexity, but better diversity and better TPR. We note that even with K = 1, our
attack is still effective. In Table 3, the TPR is only 18%, lower than that of GPT-3.5-turbo, which is
53%. Increasing α makes our attack tend to forbid the uncertain tokens in the watermarked text when
the model is not confident. Hence, increasing α in general improves the perplexity while reducing
the diversity sometimes (e.g., see Table 3). At the same time, the detection rate also decreases, since
the watermark traces are more likely to get removed. (Note that this event happens at probability
1 − cα, which increases as α increases for c ∈ (0, 1]). By adjusting α, the adversary can balance
between watermark removal and text diversity. More details are deferred to Appendix B.4. We also
conduct studies on the model size within the OPT model family (from 1.3B to 30B parameters).
For all target models, we use the same reference model OPT-125M, which is much smaller than the
target model. Our finding is that the model size has negligible influence to the performance of our
attack. For instance, the TPR of our attack against X-SIR increases from 13% to 16% when the size
of the target model grows from 1.3B to 30B. We refer to Appendix B.6 for more details.

6 CONCLUSION

We revealed limitations in existing watermarks for language models and examined their robustness
against watermark removal attacks. We introduced Smoothing Attack, a novel method that lever-
ages model confidence to selectively remove watermark traces while preserving text quality. Com-
prehensive evaluations demonstrated that Smoothing Attack can completely remove watermarks,
outperforming the state-of-the-art attack and highlighting a critical gap in current watermarks, and
calling for more robust solutions.
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Table 4: Table of notation definitions and their locations.

Notation Meaning Definition Location
M Auto-regressive language model (LM), which generates text sequentially

based on a given prompt.
Section 2

M̃ Watermarked model, a variant of M that embeds watermarks into generated
text.

Section 3.1

V Vocabulary of the LM, the set of all possible tokens that can be generated. Section 2
t Token position in the generated sequence, indicating the index of a specific

token.
Section 2

lt(v) Logit assigned by the model to token v at position t before applying soft-
max.

Eq. equation 1

Pt(v) Probability of token v at position t after applying the softmax function. Eq. equation 1
P̃t(v) Modified probability distribution in the watermarked model after logit ma-

nipulation.
Eq. equation 2

(v1, . . . , vT ) Sequence of tokens forming the output text from the language model. Section 2
d(v1, . . . , vT ) Detection score function used to determine whether a text is watermarked. Section 2

τ Threshold value for watermark detection; if d(v1, . . . , vT ) > τ , the text is
classified as watermarked.

Section 2

Gt Green list, a subset of vocabulary containing tokens whose logits are in-
creased in green-red list watermarking.

Section 2

γ Fraction of the vocabulary included in the green list Gt, determining the
probability of token selection.

Section 2

δ Logit increase applied to tokens in the green list Gt, influencing token se-
lection probabilities.

Eq. equation 2

T Length of the generated sequence, i.e., the total number of tokens in the
output text.

Section 2

ut(v) Randomly sampled value from [0, 1] for token v in Gumbel sampling wa-
termarking.

Section 2

v∗t Token selected using Gumbel sampling watermarking by maximizing a
transformed probability.

Section 2

St Contribution of the token at position t to the overall watermark detection
score.

Eq. equation 4

Ev∼Pt [1{v ∈ Gt}] Expected probability mass assigned to green tokens at position t from prob-
ability distribution Pt.

Eq. equation 4

∥Pt∥2 L2 norm of the probability vector, measuring model confidence at position
t. A higher value means greater confidence.

Section 3.1

DTV (Pt, P̃t) Total variation distance between original and watermarked probability dis-
tributions, measuring distortion.

Section 3.1

DTV (Pt, P
ref
t ) Total variation distance between the original model and a reference model’s

probability distributions.
Section 3.1

K Number of most probable tokens that the adversary has access to from the
watermarked model.

Section 4

VTop-K Set of top-K most probable tokens observed by the adversary. Section 4
β Scaling factor used to estimate ∥Pt∥2 from watermarked probabilities in

Green-red list watermarking.
Section 4

c Normalized confidence score in [0, 1] based on estimated L2 norm. Section 4
U,L Upper and lower bounds for normalizing L2 norms into the confidence

score c.
Section 4

α Exponential factor controlling the aggressiveness of the smoothing attack.
A larger α favors keeping watermarked tokens, while a smaller α favors
replacement.

Section 4

P ref
t Token probability distribution from a much smaller, un-watermarked refer-

ence model.
Section 4

A MORE ON RELATED WORK

Variations of Green-red list watermark. Different variations of Green-red list watermark, e.g.,
see Kirchenbauer et al. (2023b); Lee et al. (2023); Liu et al. (2023); Wu et al.; Huo et al.; Zhou et al.
(2024); Lu et al. (2024); Liu et al. (2024); He et al. (2024); Zhao et al. (2023); Kirchenbauer et al.
(2023a), mainly differ in the assignment of the green lists and the detection process. In particular,
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the assignment of Gt could depend on the prefix, e.g., the preceding h tokens in the generated text.
When h = 0, we say the assignment is context-independent and is referred to as the Unigram
watermark Zhao et al. (2023); when h = 1, the assignment depends on the previous token and is
referred to as the KGW watermark Kirchenbauer et al. (2023a)

Scalable Tournament sampling. As shown in their paper, the original tournament process
in Dathathri et al. (2024) can be costly to implement, as there are O(2m) times of sampling and pair-
wise comparison of tokens. Instead, they obtain a modified distribution for tokens. With P̃

(0)
t = Pt,

they iteratively compute P̃ (l)
t (v) =

(
1+g(l)(v, rt)−

∑
v′∈V

(
g(l)(v′, rt) ·P (l−1)

t (v′)
))

· P̃ (l−1)
t (v),

for l = 1, . . . ,m, and then sample the token from P̃ (m).

Distortion-free watermark. There are also other distortion-free watermarks, which aim to preserve
the original model’s token distribution and avoid detectable shifts in probabilities of output tokens,
e.g., see Hu et al.; Zhao et al. (2024b); Fu et al. (2024); Christ et al. (2023); Fairoze et al. (2023);
Christ & Gunn (2024); Cohen et al. (2024); Ghentiyala & Guruswami (2024); Golowich & Moitra;
Dathathri et al. (2024); Wu et al..

Comparison with paraphrasing attacks. When attacking OPT models (from 1.3B to 30B param-
eters), our attack only leverages the OPT-125M as the reference model when attacking distortionary
watermarks such as the Unigram watermark. When attacking distortion-free watermarks, our attack
sometimes resamples from the target watermarked model. In either case, the resource used in our at-
tack is significantly smaller than the state-of-the-art paraphrasing attack, which uses the much larger
GPT-3.5-turbo. Despite using fewer resources, our approach achieves higher watermark removal
rates and comparable text quality. This highlights that even resource-limited adversaries can thwart
watermarks, underscoring the need for stronger watermark defenses.

B MORE ON EXPERIMENTS

B.1 IMPLEMENTATION

We evaluate the smoothing attack on eight different watermarking algorithms, including
KGW Kirchenbauer et al. (2023a), Unigram Zhao et al. (2023), SWEET Lee et al. (2023), UPV Liu
et al. (2023), EWD Lu et al. (2024), X-SIR He et al. (2024), DIP Wu et al., Unbiased Hu et al., Syn-
thID Dathathri et al. (2024) and Gumbel Aaronson (2023). We use the implementations and default
configurations provided by MarkLLM Pan et al. (2024). For completeness, we provide details of the
algorithms below.

• KGW Kirchenbauer et al. (2023a): The green set Gt at each position t is selected based on
the previous h tokens and a secret key known to the service provider. The hyperparameters
are set as follows: γ = 0.5, δ = 2.0, and h = 1.

• Unigram Kirchenbauer et al. (2023a): The green set Gt is fixed for each token t and each
prefix, depending solely on the secret key known to the service provider. No dynamic
updates are performed based on previous tokens. The parameters are: γ = 0.5, δ = 2.0.

• SWEET Lee et al. (2023): A shift is applied only when the entropy of the probability
distribution at position t is high, improving text quality, particularly for code generation
tasks. The parameters are set as: γ = 0.5, δ = 2.0, the entropy threshold is 0.9, and
h = 1.0.

• UPV Liu et al. (2023): The green token selection process is similar to the previous ap-
proaches. However, this method requires training two additional models: a generator net-
work to separate red and green tokens and a detector network for classification based on
the input text. The watermarks are introduced using γ = 0.5, δ = 2.0, and h = 1.0. The
detector produces a binary prediction rather than a continuous score like a z-score.

• EWD Lu et al. (2024): Watermark introduction follows a similar process as the previous
methods. The hyperparameters are γ = 0.5, δ = 2.0, and h = 1.0. During detection,
tokens are assigned different weights based on their entropy, with higher entropy tokens
receiving greater weight to improve detectability in low-entropy scenarios.
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• X-SIR He et al. (2024): Instead of operating at the token level, the red-green partition is
applied at the level of semantic clusters, grouping similar words together and adding bias
at the group level. This improves robustness against Cross-lingual Watermark Removal
Attacks (CWRA).

• DIP Wu et al.: Similar to Kirchenbauer et al. (2023), this method selects green tokens
but uses a distribution-preserving reweight function to adjust token probabilities. This
increases the probability of green tokens while maintaining the overall distribution. The
reweighting is controlled by the parameter α. The hyperparameters are set as γ = 0.5,
h = 5.

Implementation of the paraphrasing attack. We include the strongest baseline that paraphrases
the given text based on the GPT-3.5-turbo Piet et al. (2023), denoted as P-GPT3.5 using the prompt:
“Please rewrite the following text:”. As shown in Kirchenbauer et al. (2023b), GPT-3.5-turbo is
more powerful in removing the watermarks compared to Dipper model Krishna et al. (2023).

Text quality metric. We use Llama3-8B, Qwen2-7B, and OPT-2.7B to evaluate the perplexity of
the text generated from Llama3, Qwen2, and OPT models. We also report the log diversity of the
text Welleck et al.; Kirchenbauer et al. (2023b); Li et al. (2022), following the definition in Kirchen-
bauer et al. (2023b) considering the 2-gram, 3-gram, and 4-gram repetition in the generated text. A
higher diversity score represents a more diverse text.

B.2 PERFORMANCE OF THE SMOOTHING ATTACK

Figure 5 shows three scatterplots of TPR vs. PPL for text generated under different watermarking
and attack settings. Each point is colored by the watermarking method and corresponds to one of
three models (OPT-1.3B, Llama3-8B, Qwen2-1.5B). Overall, the smoothing attack yields substan-
tially lower TPR relative to the watermarked setting, demonstrating its performance at watermark
removal. Notably, smoothing’s TPR is on par with that of the paraphrasing attack, which uses a
more powerful model (GPT-3.5-turbo). In terms of perplexity (PPL), smoothing also generates text
that is competitive with (and sometimes lower than) both the watermarked text and the paraphrased
text, indicating that it preserves text quality while removing the watermark.

B.3 TEXT QUALITY EVALUATION

Figure 6 and Figure 7 present boxplots of the perplexity (PPL) and diversity of text generated from
different sources using the OPT-1.3B model. We observe that the smoothing attack generally yields
text with lower PPL than the watermarked model, except in cases involving the Gumbel watermark.
This suggests that, according to the PPL metric, the smoothing attack can generate high-quality text.
In terms of diversity, the constrained selection process—where sampling is restricted to the top-K
candidates from both the reference and target models—results in lower diversity for the smoothing
attack. These findings are consistent with the average PPL results reported in Table 1 in the main
paper.

In addition, we compute the P-SP score Wieting et al. (2022), which quantifies the similarity between
pairs of texts in the embedding space, with higher scores indicating greater similarity. Specifically,
we calculate P-SP scores for text generated from different sources and visualize the results in the
heatmap shown in Figure 8. We observe that, aside from the paraphrasing case, texts from different
sources generally exhibit low similarity. For instance, text generated by the watermarked model
has a P-SP score of 53.6 on Unigram, whereas the similarity between the watermarked text and its
paraphrased version reaches 82.3. Our smoothing attack produces a P-SP score (measuring simi-
larity between text from the smoothing attack and unwatermarked text) comparable to that of the
watermarked text (measuring similarity between watermarked text and unwatermarked text). The
generally low P-SP scores across different sources reflect the natural variability in generated re-
sponses, as multiple reasonable outputs can exist for the same prompt. Therefore, P-SP metrics may
not be a reliable measure for assessing text quality degradation due to watermarking or smoothing.
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Figure 5: Each subfigure shows how the true positive rate (TPR) varies with perplexity (PPL) for a
specific attack. No attack (a) corresponds to watermarked text without modifications, paraphrasing
(b) uses GPT-3.5-turbo to rewrite the text, and smoothing (c) randomly replaces some tokens to
remove the watermark. Colors indicate the particular watermarking method and each point corre-
sponds to one of three models (OPT-1.3B, Llama3-8B, Qwen2-1.5B).
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Figure 6: Text Quality Comparison – Perplexity (OPT-1.3B). Box plots of perplexity for text gener-
ated from different sources, with perplexity computed using the OPT-2.7B model. Our smoothing
attack produces text with quality comparable to, and in some cases better than, that of the water-
marked model.
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Figure 7: Text Quality Comparison – Diversity (OPT-1.3B). Box plots of text diversity for outputs
generated from different sources. Our smoothing attack produces text with diversity comparable
to, and in some cases lower than, that of the watermarked model due to its constrained selection
process.

B.4 EFFECT OF K AND α

Table 5 and Table 7 show the performance of smoothing attacks against different watermarking
algorithms under varying values of K. In a smoothing attack, the adversary has access only to the
top-K tokens and their probabilities from both the reference and target models. Even with K = 1,
the attack can drastically reduce the true positive rate (TPR) from 99% (without any attack) to an
extremely low value, sometimes reaching 0%. This indicates that even with minimal access to both
models, the smoothing attack can effectively remove watermarks. Furthermore, we observe that
increasing K leads to more diverse text generation, as discussed in the main paper. This is because
a higher K provides the attack with a larger selection of candidate tokens, allowing for greater
variation in the generated text. This observation remains consistent across both the OPT-1.3B and
Llama3-8B models.

Table 6 and Table 8 analyze the performance of smoothing attacks against different watermarking
algorithms under varying values of α. In this attack, the weight assigned to the top-K tokens from
the watermarked model is given by cα, while the weight for the top-K tokens from the reference
model is 1− cα, where c is a confidence score between 0 and 1. A larger α shifts the token selection
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Figure 8: Text Quality Comparison – P-SP (OPT-1.3B). Heatmap comparing the similarity of text
generated by different models in the sentence embedding space. Text from the watermarked model
has a low similarity score compared to unwatermarked text, reflecting the inherent variability in
generated responses. However, the paraphrased text (Paraphrasing vs. watermarked) exhibits a high
similarity score, suggesting that the P-SP metric is more suitable for evaluating paraphrasing rather
than assessing text quality degradation due to watermarking or smoothing.

Table 5: Effect of K on Smoothing Attack Performance (OPT-1.3B). Evaluation of the smoothing
attack’s effectiveness against different watermarking algorithms on the OPT-1.3B model, varying
the number of top-K tokens accessible to the attacker.

K KGW Unigram SynthID DIP Unbiased

TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div
1 9% 3.22 4.54 18% 3.21 4.62 0% 10.45 8.47 1% 3.36 4.57 7% 3.36 4.56
3 0.0% 5.76 5.71 8.0% 5.9 5.68 0.0% 10.5 8.31 4.0% 5.58 5.66 14.0% 5.59 5.68
5 2.0% 7.27 6.17 10.0% 7.46 6.11 0.0% 10.35 8.71 3.0% 6.97 6.23 19.0% 7.11 6.29
7 1.0% 8.14 6.46 5.0% 8.48 6.55 0.0% 10.42 8.63 7.0% 7.97 6.46 29.0% 8.06 6.47
10 0.0% 9.57 6.72 5.0% 9.44 6.73 0.0% 10.4 8.64 6.0% 9.34 6.84 27.0% 9.19 6.84

K XSIR UPV Gumbel EWD SWEET

TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div
1 14% 3.31 4.5 22% 3.62 4.63 0% 20.8 8.2 1% 3.31 4.49 2% 3.41 4.57
3 17.0% 5.69 5.52 14.0% 6.22 5.87 2.0% 21.72 8.47 0.0% 5.78 5.71 0.0% 5.64 5.75
5 8.0% 6.8 6.04 16.0% 7.68 6.3 8.0% 20.3 8.23 0.0% 7.32 6.18 0.0% 7.15 6.23
7 10.0% 8.26 6.48 7.0% 8.75 6.65 9.0% 21.15 8.15 0.0% 8.65 6.52 0.0% 8.47 6.45
10 9.0% 9.47 6.75 20.0% 10.01 6.89 9.0% 19.25 8.3 0.0% 9.93 6.78 0.0% 9.59 6.72

preference toward the reference model, making the generated text more aligned with it. Conversely,
a smaller α biases the attack toward the watermarked model, producing text that more closely re-
sembles the watermarked output. As α increases, the true positive rate (TPR) decreases, leading to
a higher watermark removal rate—an effect consistently observed across all watermarking methods
for both the OPT-1.3B and Llama3-8B models.
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Table 6: Effect of α on Smoothing Attack Performance (OPT-1.3B). Evaluation of the smoothing
attack’s effectiveness against different watermarking algorithms on the OPT-1.3B model, varying
the parameter α. A larger α indicates that the attack relies more on the reference model’s output,
while a smaller α means the attack is more influenced by the watermarked text.

α KGW Unigram SynthID DIP Unbiased

TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div
0.5 11.0% 10.03 7.02 42.0% 9.9 6.86 2.0% 9.33 7.9 29.0% 9.27 7.11 63.0% 8.92 7.09
1.0 0.0% 9.57 6.72 5.0% 9.44 6.73 0.0% 10.4 8.64 6.0% 9.34 6.84 27.0% 9.19 6.84
2.0 0.0% 9.35 6.65 0.0% 9.38 6.58 0.0% 11.16 8.26 1.0% 9.03 6.71 9.0% 8.89 6.59
3.0 0.0% 9.45 6.46 1.0% 9.25 6.43 0.0% 11.33 8.61 0.0% 9.32 6.82 1.0% 9.05 6.65

α X-SIR UPV Gumbel EWD SWEET

TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div
0.5 28.0% 9.47 6.94 42.0% 10.01 7.14 80.0% 13.73 7.54 0.0% 9.76 7.01 6.0% 9.66 7.13
1.0 9.0% 9.47 6.75 20.0% 10.01 6.89 9.0% 19.25 8.3 0.0% 9.93 6.78 0.0% 9.59 6.72
2.0 6.0% 9.45 6.46 4.0% 9.28 6.59 0.0% 25.39 9.04 0.0% 9.63 6.58 0.0% 9.29 6.45
3.0 0.0% 9.12 6.41 1.0% 9.85 6.57 0.0% 25.77 9.5 0.0% 9.43 6.68 0.0% 9.33 6.53

Table 7: Effect of K on Smoothing Attack Performance (Llama3-8B). Evaluation of the smoothing
attack’s effectiveness against different watermarking algorithms on the Llama3-8B model, varying
the number of top-K tokens accessible to the attacker.

K KGW Unigram SynthID DIP

TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div
1 6% 2.37 4.67 19% 2.41 4.67 0% 3.6 6.86 2% 2.53 4.84
3 1% 2.81 5.17 27% 2.8 5.2 0% 3.42 6.87 4% 2.91 5.47
5 3% 2.99 5.36 24% 2.92 5.31 0% 3.41 6.89 1% 2.97 5.55
7 2% 3.14 5.55 23% 3.03 5.43 0% 3.41 6.86 4% 3.1 5.78
10 2% 3.2 5.63 24% 3.1 5.44 0% 3.4 6.86 6% 3.17 5.67

K Unbiased UPV EWD SWEET

TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div
1 1% 2.5 4.8 1% 2.48 4.76 3% 2.43 4.68 3% 2.41 4.72
3 4% 2.9 5.44 1% 2.97 5.37 4% 2.94 5.33 3% 2.91 5.27
5 2% 2.95 5.53 0% 3.02 5.55 3% 3.06 5.48 4% 3.01 5.43
7 7% 3.14 5.72 1% 3.1 5.54 6% 3.09 5.43 5% 3.01 5.37
10 5% 3.17 5.75 1% 3.12 5.49 3% 3.13 5.38 4% 3.09 5.4

Table 8: Effect of α on Smoothing Attack Performance (Llama3-8B). Evaluation of the smoothing
attack’s effectiveness against different watermarking algorithms on the Llama3-8B model, varying
the parameter α. A larger α indicates greater reliance on the reference model’s output, while a
smaller α means the attack text is more influenced by the watermarked model.

α KGW Unigram SynthID DIP

TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div
0.5 13% 3.45 5.92 62% 3.4 5.77 0% 3.78 6.88 35% 3.34 6.19
1.0 2% 3.2 5.63 24% 3.1 5.44 0% 3.4 6.86 6% 3.17 5.67
2.0 0% 3.05 5.28 12% 2.93 5.21 0% 3.49 6.87 3% 2.99 5.23
3.0 0% 2.93 5.17 12% 2.99 5.26 0% 3.52 6.83 1% 2.96 5.16

α Unbiased UPV EWD SWEET

TPR PPL Div TPR PPL Div TPR PPL Div TPR PPL Div
0.5 26% 3.37 6.09 10% 3.47 6.08 28% 3.44 5.84 44% 3.38 5.9
1.0 5% 3.17 5.75 1% 3.12 5.49 3% 3.13 5.38 4% 3.09 5.4
2.0 3% 2.98 5.28 0% 2.96 5.2 0% 3.0 5.36 1% 3.06 5.38
3.0 3% 2.96 5.21 0% 2.99 5.2 0% 2.89 5.18 0% 2.93 5.22

In terms of text quality, when α is lower, the generated text is more influenced by the watermarked
model, which generally exhibits higher quality than the reference model. Consequently, decreasing
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α can improve text quality. This provides an adversary with a way to adjust α to balance watermark
removal and text quality preservation.

B.5 TEXT EXAMPLE

Table 9 presents text generated by the Gumbel sampling algorithm and the smoothing attack. We
observe that, although the perplexity of the watermarked text is significantly lower than that of the
text from the smoothing attack, this is primarily due to repetition in the generated text. This behavior
may stem from the deterministic nature of Gumbel sampling, which can lead to less diverse outputs.

Table 9: Text generated by watermarked model and smoothing attack (OPT-1.3B against Gumbel
sampling).

Watermarked Smoothing Attack
Cluster comprises IBM’s Opteron-based eServer 325
server and systems management software and storage
devices that can run Linux and Windows operating
systems.
The data center will be built on top of existing IBM
Power servers. The company will offer a variety of
services, including cloud-based services, as well as a
”plug and play” environment that will allow users to
transition to other hardware.
The data center will be built on top of existing IBM
Power servers. The company will offer a variety of
services, including cloud-based services, as well as a
”plug and play” environment that will allow users to
transition to other hardware. (Image: IBM)
The data center will be built on top of existing IBM
Power servers. The company will offer a variety of
services, including cloud-based services, as well as a
”plug and play” environment that will allow users to
transition to other hardware.
The data center will be built on top of existing IBM
Power servers. The company will offer a variety of
services, including cloud-based services, as well as a
”plug and play” environment that will allow users to
transition to other hardware.

Cluster comprises IBM’s Opteron-based eServer 325
server and systems management software and storage
devices that can run Linux and Windows operating
systems.
IBM will start selling customers a prototype of the
cluster by July, according to Jim Bessen, the executive
vice president of middleware architecture and services
at IBM.
“The cluster is just the tip of the iceberg,” he said.
The cluster firm computing is encased in a step-by-step
process starting with activities such as how to set up
clinks that back up disks, store data, create back-up
schemes for data, and at what resolutions to save the
data.
“We are not done yet,” he said. As new kinds of
programming software and other technologies come
out, users need to act on it.
While IBM expects internal clusters with the capability
to run multiple operating systems in fuse over the next
year, this capability will be available only to Enterprise
Software Group (ESG) customers.
ESG will not sell its cluster technology to anyone else,
Bessen said.

B.6 IMPACT OF MODEL SIZE

Table 10 presents the performance of the smoothing attack across different watermarking algorithms
and varying sizes of OPT models. Perplexity (PPL) is computed with respect to the OPT-30B model,
while the reference model remains consistent across all settings—the OPT-125M.

For unwatermarked models, the True Positive Rate (TPR) is consistently 0%. In contrast, water-
marked models achieve near-perfect TPR. However, the smoothing attack significantly reduces TPR
across all model sizes, with its impact increasing as the model size grows—for instance, TPR drops
to 0% for the KGW watermark in the 30B model.

Watermarked models exhibit a notable increase in perplexity, indicating that watermarking impacts
text fluency. The smoothing attack reduces perplexity, bringing it closer to unwatermarked levels,
suggesting a partial recovery of fluency. Regarding diversity, the unwatermarked text demonstrates
the highest variation, while watermarking constrains generation patterns, resulting in a noticeable
drop in diversity. The smoothing attack further reduces diversity, primarily because tokens are
sampled only from the top-K tokens of both the watermarked and reference models, limiting the
range of possible candidates.
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Table 10: Impact of Model Size on the Smoothing Attack (OPT). Performance of the smoothing
attack across different watermarking algorithms and various sizes of OPT models. The perplexity
(PPL) is computed with respect to the OPT-30B model, while the reference model is consistently
the OPT-125M. The table reports True Positive Rate (TPR), Perplexity (PPL), and Diversity (Div.)
for unwatermarked, watermarked, and smoothed settings.

Size Setting KGW Unigram SynthID DIP Unbiased

TPR PPL Div. TPR PPL Div. TPR PPL Div. TPR PPL Div. TPR PPL Div.

1.3B
Unwatermarked 0.0% 12.95 8.67 0.0% 12.95 8.67 0.0% 12.95 8.67 0.0% 12.95 8.67 0.0% 12.95 8.67
Watermarked 100.0% 15.94 8.09 99.0% 16.53 7.29 100.0% 7.7 7.41 100.0% 15.16 8.44 99.0% 15.14 8.29
Smoothing 4.0% 10.48 6.72 6.0% 10.37 6.83 1.0% 11.37 8.67 6.0% 10.03 7.03 4.0% 9.94 6.79

2.7B
Unwatermarked 0.0% 11.75 8.36 0.0% 11.75 8.36 0.0% 11.75 8.36 0.0% 11.75 8.36 0.0% 11.75 8.36
Watermarked 100.0% 13.94 7.88 100.0% 14.31 7.41 99.0% 6.86 7.55 97.0% 13.86 8.61 97.0% 13.6 8.69
Smoothing 4.0% 10.35 6.77 4.0% 10.35 6.66 6.0% 9.84 8.0 13.0% 9.87 6.84 6.0% 9.85 6.88

6.7B
Unwatermarked 0.0% 10.2 8.45 0.0% 10.2 8.45 0.0% 10.2 8.45 0.0% 10.2 8.45 0.0% 10.2 8.45
Watermarked 100.0% 13.16 8.06 100.0% 12.94 7.48 98.0% 6.21 7.48 98.0% 11.8 8.48 97.0% 11.79 8.59
Smoothing 4.0% 10.07 6.92 6.0% 10.54 6.68 3.0% 8.98 8.31 8.0% 9.78 6.86 8.0% 9.68 6.74

13B
Unwatermarked 0.0% 10.14 8.39 0.0% 10.14 8.39 0.0% 10.14 8.39 0.0% 10.14 8.39 0.0% 10.14 8.39
Watermarked 100.0% 12.88 8.56 100.0% 12.44 7.39 100.0% 5.88 7.8 96.0% 11.67 9.34 93.0% 11.42 8.77
Smoothing 2.0% 10.24 6.82 5.0% 10.32 6.7 8.0% 8.07 7.8 8.0% 9.6 6.88 7.0% 9.37 6.77

30B
Unwatermarked 0.0% 8.46 8.44 0.0% 8.46 8.44 0.0% 8.46 8.44 0.0% 8.46 8.44 0.0% 8.46 8.44
Watermarked 100.0% 10.23 8.34 100.0% 10.45 7.56 100.0% 5.27 7.72 94.0% 9.43 8.78 97.0% 9.89 9.08
Smoothing 0.0% 9.5 6.8 7.0% 10.15 6.75 5.0% 6.96 8.04 4.0% 9.34 6.89 4.0% 9.36 6.88

Size Setting X-SIR UPV Gumbel EWD SWEET

TPR PPL Div. TPR PPL Div. TPR PPL Div. TPR PPL Div. TPR PPL Div.

1.3B
Unwatermarked 1.0% 12.95 8.67 0.0% 12.95 8.67 0.0% 12.95 8.67 0.0% 12.95 8.67 0.0% 12.95 8.67
Watermarked 94.0% 15.42 7.96 99.0% 12.79 8.22 98.0% 3.15 4.35 100.0% 16.88 7.92 100.0% 15.99 8.02
Smoothing 13.0% 10.3 6.72 20.0% 10.78 6.89 9.0% 20.94 8.30 1.0% 10.71 6.75 1.0% 10.54 6.81

2.7B
Unwatermarked 3.0% 11.75 8.36 0.0% 11.75 8.36 0.0% 11.75 8.36 0.0% 11.75 8.36 0.0% 11.75 8.36
Watermarked 91.0% 14.07 8.25 99.0% 12.30 8.01 99.0% 2.96 4.38 100.0% 14.88 7.98 100.0% 14.07 8.32
Smoothing 10.0% 10.34 6.77 18.0% 10.56 6.90 10.0% 19.46 8.41 1.0% 10.43 6.86 3.0% 10.49 6.86

6.7B
Unwatermarked 0.0% 10.2 8.45 0.0% 10.20 8.45 0.0% 10.20 8.45 0.0% 10.20 8.45 0.0% 10.20 8.45
Watermarked 91.0% 13.04 8.19 97.0% 10.92 7.75 100.0% 2.97 4.49 100.0% 13.42 8.69 100.0% 13.05 8.41
Smoothing 9.0% 10.01 6.7 8.0% 10.60 7.05 9.0% 14.85 8.62 0.0% 10.60 6.79 1.0% 10.07 6.89

13B
Unwatermarked 0.0% 10.14 8.39 0.0% 10.14 8.39 0.0% 10.14 8.39 0.0% 10.14 8.39 0.0% 10.14 8.39
Watermarked 88.0% 12.29 8.05 99.0% 10.59 7.91 98.0% 2.96 4.63 100.0% 13.09 8.74 100.0% 12.32 8.35
Smoothing 11.0% 9.84 6.79 12.0% 10.84 6.88 12.0% 15.06 8.27 0.0% 10.16 6.73 2.0% 10.15 6.74

30B
Unwatermarked 0.0% 8.46 8.44 0.0% 8.46 8.44 0.0% 8.46 8.44 0.0% 8.46 8.44 0.0% 8.46 8.44
Watermarked 91.0% 10.43 8.43 97.0% 8.59 8.13 97.0% 2.89 4.79 100.0% 10.75 8.54 100.0% 9.98 8.25
Smoothing 16.0% 9.65 6.74 17.0% 10.06 7.11 9.0% 11.92 8.39 2.0% 10.02 6.99 2.0% 9.55 6.84

C ANALYSIS

C.1 CONTRIBUTION DEPENDS ON THE CONFIDENCE SCORE OF THE UNWATERMARKED
MODEL

We first demonstrate that the contribution of each token to the detection score is influenced by the
confidence score of the unwatermarked model, as measured by its probability distribution.

C.1.1 CASE STUDY: GREEN-RED LIST WATERMARK

Suppose that lt is the logit vector for predicting the t-th token from the unwatermarked model, and
Gt is the green list used by the watermarked model at position t, with size γ|V|. Given the watermark
shift δ, the probabilities assigned by the unwatermarked and watermarked models are expressed as:

Pt(v) =
exp
(
lt(v)

)∑
v′ ∈V exp

(
lt(v′)

) .
P̃t(v) =

exp
(
lt(v) + δ · 1{v∈Gt}

)∑
v′ ∈V exp

(
lt(v′) + δ · 1{v′∈Gt}

) .
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Rewriting P̃t(v), we observe:

P̃t(v) = Pt(v)×
exp
(
δ 1{v∈Gt}

)∑
v′ ∈V Pt(v′) exp

(
δ 1{v′∈Gt}

) .
Define the normalization factor:

Zδ =

∑
v′∈V exp

(
lt(v

′) + δ 1{v′∈Gt}
)∑

v′∈V exp
(
lt(v′)

) =
∑
v′ ∈V

Pt(v
′) exp

(
δ 1{v′∈Gt}

)
.

Then:

P̃t(v) =


eδ

Zδ
Pt(v), v ∈ Gt,

1

Zδ
Pt(v), v /∈ Gt.

The expected fraction of tokens belonging to the green list under the unwatermarked model is given
by:

Ev∼Pt [1(v ∈ Gt)] =
∑
v∈Gt

Pt(v) = PGt ,

where PGt
represents the probability mass assigned to green tokens in the unwatermarked model.

Similarly, the expected fraction of green tokens in the watermarked model is:

Ev∼P̃t
[1(v ∈ Gt)] =

∑
v∈Gt

P̃t(v) =
eδ

Zδ
PGt

. (6)

Since Zδ = (eδ − 1)PGt
+1, the difference in green token probabilities (i.e., the detection contribu-

tion at token position t) is:

St = Ev∼P̃t
[1(v ∈ Gt)]− Ev∼Pt

[1(v ∈ Gt)] =
−(eδ − 1)PGt + (eδ − 1)

(eδ − 1) + 1
PGt

. (7)

In other words, the token-level detection contribution St is a function of the probability mass PGt

assigned to green tokens by the unwatermarked model.

C.1.2 CASE STUDY: TOURNAMENT SAMPLING WATERMARK

In the Tournament Sampling watermark, when generating the t-th token, the algorithm assigns
scores to each token using m independent watermarking functions g(1), ..., g(m). These scores de-
pend on a random seed generated based on the recent context and a secret watermarking key. The
token selection follows a multi-round elimination process, where 2m tokens are first sampled from
Pt(·), then compete in m rounds to determine the final output.

Despite the complex sampling mechanism, the probability of each token in the modified distribution
P̃t is adjusted by a factor dependent on its assigned g value. Specifically, for any token v:

P̃t(v) =

{
Pt(v) · (1− PGt

) if g(v) = 0,

Pt(v) · (2− PGt
) if g(v) = 1.

(8)

During watermark detection, the detector computes the average g value across all tournament layers,
i.e., 1

m

∑m
l=1 g

(l)(v), as the watermark score for the token.
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Single Tournament Layer (m = 1). Consider the simplest case where m = 1, meaning only one
tournament round is used. Let Gt denote the set of tokens where g(1)(v) = 1. The probability
modification simplifies to:

P̃t(v) =

{
Pt(v) · (1− PGt

) if v /∈ Gt,

Pt(v) · (2− PGt
) if v ∈ Gt.

(9)

The expected g value for tokens sampled from P̃t is (2−PGt) ·PGt , while the expectation under Pt

is simply PGt
. Thus, the detection contribution St is:

St = (1− PGt) · PGt . (10)

This mirrors the Green-Red List watermark, showing that the detection contribution per token is
fundamentally tied to PGt

.

C.2 LOW MODEL CONFIDENCE LEADS TO LARGE VARIANCE IN THE WATERMARK SCORE
FOR UNWATERMARKED TEXT

Thus far, we have established that the contribution of each token to the detection score is correlated
with the expected watermark score under the unwatermarked model. We now analyze what affects
the watermark score of the unwatermarked model.

Let Pt = (p1, p2, . . . , pd) be the probability vector from the unwatermarked model at token position
t, where pi ∈ [0, 1] and

∑d
i=1 pi = 1. Typically, d = |V| is large. We randomly select a subset

Gt ⊂ {1, . . . , d} of indices of size γ|V|. Define the random variable:

PGt
=
∑
i∈Gt

pi.

We analyze how PGt
is distributed over all possible assignments of Gt. Define the indicator variable

Xi as follows:

Xi =

{
1, if i ∈ Gt,

0, otherwise.

Since each token is independently assigned to Gt with probability γ, we have:

E[Xi] = γ, and Var(Xi) = γ(1− γ).

For different token indices i ̸= j, the covariance between their assignments is:

Cov(Xi, Xj) = E[XiXj ]− E[Xi]E[Xj ].

For Poisson sampling (i.e., assigning each token to Gt independently with probability γ), the covari-
ance is zero. However, under a fixed-size sampling setup (i.e., selecting exactly γ|V| tokens), we
have:

Cov(Xi, Xj) =
γ|V|
d

· γ|V| − 1

d− 1
− γ2 = −γ(1− γ)

|V| − 1
.

Expressing PGt
in terms of Xi, we obtain:

PGt
=

d∑
i=1

Xi pi.
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Expectation and Variance of PGt
. The expectation is:

E[PGt ] =

d∑
i=1

E[Xi] pi = γ

d∑
i=1

pi = γ.

The variance is:

Var(PGt
) =

d∑
i=1

p2iVar(Xi) +
∑
i ̸=j

pipjCov(Xi, Xj).

Substituting Var(Xi) = γ(1− γ) and Cov(Xi, Xj) = −γ(1−γ)
|V|−1 :

Var(PGt
) = γ(1− γ)

d∑
i=1

p2i −
γ(1− γ)

|V| − 1

∑
i̸=j

pipj .

For the first term,

γ(1− γ)

d∑
i=1

p2i = γ(1− γ)σ2,

where σ2 =
∑d

i=1 p
2
i represents the squared ℓ2 norm of the probability vector.

For the second term, using the identity:

∑
i ̸=j

pipj =

(
d∑

i=1

pi

)2

−
d∑

i=1

p2i = 1− σ2,

and we obtain:

γ(1− γ)

|V| − 1

∑
i̸=j

pipj =
γ(1− γ)

|V| − 1
(1− σ2).

For large |V|, the correction term γ(1−γ)
|V|−1 (1− σ2) becomes negligible, and we approximate:

Var(PGt) ≈ γ(1− γ)σ2.

Interpretation. This analysis shows that PGt
depends on the probability mass distribution.

High-Uncertainty Case (Uniform Distribution): If pi = 1
|V| for all i, then

σ2 =

|V|∑
i=1

1

|V|2
=

1

|V|
.

For large |V|, σ2 is small, meaning that the distribution of PGt
concentrates tightly around γ with

small variance. This corresponds to a scenario where the model has high uncertainty, spreading
probability mass nearly uniformly over all tokens.

Low-Uncertainty Case (Dominant Tokens): In practice, language models often assign high proba-
bility mass to a small number of dominant tokens. Suppose pj ≥ 0.8 for some token j, then:

σ2 ≥ p2j = 0.64.
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In this case, σ2 is much larger than 1/|V| (which is on the order of 10−5 for large models). Con-
sequently, PGt

exhibits a bimodal distribution: it is either close to 0 or close to 1, depending on
whether the dominant tokens are in Gt. The probability of PGt

≈ γ is nearly zero.

Thus, when the model is confident in its predictions (low uncertainty), the variance of PGt is large,
leading to a higher variance in the watermark score. Conversely, when the model is uncertain, the
watermark score is more stable and centered around γ.

Connection to Watermark Detection. Since the contribution to the detection score St depends
on PGt

(Eq. equation 4), its variance is governed by Var(PGt
). This means that tokens generated

with high confidence contribute more variability to the detection score, whereas tokens generated
under uncertainty contribute less variability.

C.3 ESTIMATING THE CONFIDENCE SCORE OF THE UNWATERMARKED MODEL USING THE
WATERMARKED MODEL

Our goal is to estimate the squared ℓ2 norm of the probability distribution ∥Pt∥2, which serves as a
confidence measure for the unwatermarked model, using only access to the watermarked model P̃t.
This estimation is critical for adaptive attacks and for understanding how watermarking affects text
quality.

Setup. We consider the Green-Red List watermarking scheme, where the probability distribution
P̃t is obtained by modifying Pt as:

P̃t(v) =
eδ1{v∈Gt}

Zδ
Pt(v),

where the normalization factor Zδ is defined as:

Zδ = (1− PGt) + eδPGt .

We aim to construct an estimator Û for the confidence measure:

∥Pt∥2 =
∑
v∈V

Pt(v)
2.

Expected Squared Norm of the Watermarked Model. Since each probability mass in Pt is
scaled by either eδ/Zδ (if in Gt) or 1/Zδ (if not in Gt), we have:

E[P̃t(v)
2] = (1− γ)

1

Z2
δ

Pt(v)
2 + γ

e2δ

Z2
δ

Pt(v)
2.

Summing over all tokens in V , we obtain:

E[∥P̃t∥2] =
(1− γ) + γe2δ

Z2
δ

∥Pt∥2.

Unbiased Estimator. Rearranging the above expression, we define an unbiased estimator:

Û =
Z2
δ

(1− γ) + γe2δ
∥P̃t∥2.

Taking expectation, we confirm:

E[Û ] = ∥Pt∥2.
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Practical Approximation. Since Zδ depends on PGt
, which is unknown to an adversary, we ap-

proximate it using γ:

Zδ ≈ (1− γ) + γeδ.

Thus, the practical estimator becomes:

Ũ =
[(1− γ) + γeδ]2

(1− γ) + γe2δ
∥P̃t∥2.

This provides a computationally efficient way to estimate ∥Pt∥2 using only P̃t, making it useful for
designing attacks.

C.4 ESTIMATING THE ℓ2 NORM USING TOP-K PROBABILITIES

While we have established the connection between the squared ℓ2 norm ∥Pt∥2 of the probability
distribution and its contribution to the watermark detection score, direct access to this quantity is
often unavailable, even for the watermarked model. In this section, we show how to estimate ∥Pt∥2
using only limited access to the model’s top-K probabilities.

Suppose we only have access to the top-K probabilities:

p1 ≥ p2 ≥ · · · ≥ pK ,

where the remaining probabilities pK+1, . . . , p|V| are unknown. Define the remaining probability
mass of the tail as:

R = 1−
K∑
i=1

pi.

Our goal is to estimate the squared ℓ2 norm:

∥Pt∥2 =

|V|∑
i=1

p2i ,

given only p1, . . . , pK and R.

We bound ∥Pt∥2 by considering two extreme ways in which the unknown tail probabilities could be
distributed:

1. Uniform Tail: The remaining probability mass R is evenly distributed across the unknown
tokens, minimizing the sum of squares.

2. Concentrated Tail: The entire probability mass R is assigned to a single token, maximizing
the sum of squares.

Uniform Tail (Lower Bound) If the tail probability mass R is uniformly spread among the re-
maining |V| − K tokens, then each unknown probability is R

|V|−K . The squared sum of the tail
probabilities is then:

|V|∑
i=K+1

p2i = (|V| −K)

(
R

|V| −K

)2

=
R2

|V| −K
.

Since distributing the mass uniformly minimizes the squared sum (due to convexity), this scenario
provides a lower bound for ∥Pt∥2:
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∥Pt∥2 ≥
K∑
i=1

p2i +
R2

|V| −K
.

Concentrated Tail (Upper Bound) At the other extreme, if the entire remaining probability mass
R is assigned to a single token, then the squared sum of the tail probabilities is simply:

|V|∑
i=K+1

p2i = R2.

Since concentrating all probability mass in one entry maximizes the sum of squares, this provides
an upper bound for ∥Pt∥2:

∥Pt∥2 ≤
K∑
i=1

p2i +R2.

Combining both bounds, we obtain:

K∑
i=1

p2i +
R2

|V| −K
≤ ∥Pt∥2 ≤

K∑
i=1

p2i +R2,

where R = 1−
∑K

i=1 pi.

Practical Approximation. A commonly used practical heuristic is to assume that the remaining
probability mass R follows a uniform distribution across the unknown probabilities. Under this
assumption, we approximate:

∥Pt∥2 ≈
K∑
i=1

p2i +
R2

|V| −K
.

This estimate tends to be slightly lower than the true value, since in reality, the tail probabilities are
rarely perfectly uniform—some tokens may have slightly higher probabilities than others. However,
in the case of language modeling, probability distributions often exhibit a “long tail” where the re-
maining probability mass is spread across many small values. In such cases, the uniform assumption
serves as a reasonable first-order approximation.

D POSSIBLE DEFENSES TO SMOOTHING ATTACK

Our attack exploits the correlation between a token’s contribution to the watermark detection score
and the confidence level of the unwatermarked model in predicting that token. One possible defense
against this attack is to restrict access to confidence-related information, such as returning only the
most probable token without revealing its probability. Note that, if the probability of the most likely
token is available, our attack remains effective.

However, such a defense is challenging to enforce in practice. Many existing LLM services provide
top-K probabilities (e.g., OpenAI’s API returns probabilities for the top 20 tokens), which is already
sufficient to approximate model confidence and execute our attack. Moreover, service providers
often release these probabilities to enhance transparency and build trust by providing insights into
the model’s reasoning, addressing concerns about the opacity of AI systems European Commission
(2021); OECD (2019).

Access to probability distributions is also essential for debugging and evaluating model performance,
as it allows developers to identify biases, diagnose overconfidence, and improve reliability National
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Institute of Standards and Technology (NIST) (2023). Probabilities support explainable AI (XAI)
by revealing model uncertainty, enabling users to interpret predictions and explore alternative sug-
gestions Brown et al. (2020). From an ethical standpoint, making probability distributions available
facilitates bias auditing and aligns with broader efforts to promote fairness and accountability in
AI OECD (2019). Additionally, probability information empowers developers and end users by
enabling advanced decision-making strategies, such as re-ranking, rejection sampling, and beam
search OpenAI (2023). Furthermore, it helps mitigate risks associated with model overconfidence
and hallucinations, which is particularly crucial in high-stakes domains such as healthcare and law
National Institute of Standards and Technology (NIST) (2023).

Given the practical difficulties in restricting access to confidence-related information, our findings
suggest that existing watermarking techniques may be vulnerable when model confidence can be
estimated. This highlights the need for developing watermarking schemes that remain effective
even in scenarios where adversaries have partial access to confidence estimates. Future research
should explore watermarking methods that explicitly account for the model’s confidence and ensure
robustness against adversarial attacks that exploit confidence information.
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