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Abstract

Recently, researchers have increasingly em-001
ployed Large Language Models (LLMs) for002
social simulations. In this paper, we explore003
whether interactions among LLM agents ex-004
hibit human-like behaviors, with a specific fo-005
cus on pronoun usage differences between lead-006
ers and non-leaders. Our evaluation uncovers007
significant discrepancies that neither prompt-008
based configurations nor specialized agent se-009
tups successfully replicate human-like pronoun010
usage patterns. Furthermore, we demonstrate011
that even when LLMs possess an understand-012
ing of these patterns, they fail to exhibit them013
in their interactions. Our study highlights the014
limitations of LLM-based social simulations015
and underscores the need for caution when re-016
lying on such simulations for understanding or017
modeling human social behaviors.018

1 Introduction019

As Large Language Models (LLMs) become in-020

creasingly powerful (Radford et al., 2019; Touvron021

et al., 2023; Dubey et al., 2024), researchers have022

used them to simulate human behavior and social023

interactions (Park et al., 2022), and demonstrate024

that these LLMs can produce simulacra of both in-025

dividual and emergent group behavior (Park et al.,026

2023). This line of research has inspired numerous027

follow-up studies exploring the use of LLMs for028

role-playing (Wang et al., 2024a), and social proto-029

typing in virtual worlds and games (Treanor et al.,030

2024). Moreover, researchers have leveraged such031

simulations to address social issues (Piatti et al.,032

2024) and simulate human interactions (Gao et al.,033

2023; Hua et al., 2023; Li et al., 2024b), hoping to034

facilitate decision-makers to make informed deci-035

sions, prevent harms, etc.036

Despite this promise, questions remain about the037

extent to which LLMs authentically resemble hu-038

man behaviors (Jiang et al., 2023b). While there039

is an ongoing debate, most studies are conducted040

by researchers prompting LLMs and examining 041

their responses. In contrast, there is a paucity of re- 042

search examining how well LLMs simulate human- 043

to-human interactions in multi-agent settings. Eval- 044

uating these group-level interactions is critical, as 045

societal decision-making relies not only on the out- 046

comes of the interactions but also on the processes 047

that lead to those decisions. Prior studies have high- 048

lighted the emergence of behaviors in LLMs that 049

mimic human traits (Park et al., 2023), but the fi- 050

delity of these behaviors in capturing the nuances 051

of human interaction remains underexplored. We 052

argue that understanding these nuanced interaction 053

patterns is crucial to ensure that LLM-driven sim- 054

ulations accurately reflect the human interaction 055

process. Otherwise, the conclusions drawn from 056

such simulations may be misleading and fail to 057

accurately reflect real-world dynamics. 058

In this paper, we explore how closely interac- 059

tions between LLM agents mirror those of human 060

beings. Specifically, we study the difference in 061

pronoun usage between leaders and non-leaders 062

during interactions (shown in Figure 1) as pronoun 063

usage is embedded in human communication, re- 064

flecting hierarchical roles, self-perception, and re- 065

lational attitudes (Brewer and Gardner, 1996; Stets 066

and Biga, 2003; Campbell and Pennebaker, 2003; 067

Pennebaker, 2011). Pronoun usage patterns during 068

interactions cannot be consciously controlled over 069

extended periods, making them a natural indicator 070

of underlying behavioral tendencies (Mehl et al., 071

2006; Ireland and Mehl, 2014). Such unconscious 072

human patterns can pose significant challenges for 073

LLMs to replicate. In addition, there are extensive 074

efforts from psychology revealing the consistent ef- 075

fect on the use of pronouns (Kacewicz et al., 2014) 076

and the reason behind (Duval and Wicklund, 1972; 077

Davis and Brock, 1975) among human beings. 078

We adopt Kacewicz et al. (2014)’s setup while 079

replacing the human subjects with LLM agents. 080

We evaluate a diverse set of LLMs, including those 081
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Hi, everyone! 
Today we…

Thanks for 
your input…

Thanks for 
sharing your 
thoughts…

Thanks 
everyone…

Okay, let’s 
work on the 
rankings…

Yeah. Yeah.

Yeah. I think 
that’s a good 
idea.

fnon-leader - fleader
first-person 
singular

first-person 
plural

first-person 
singular

first-person 
plural

Discrepancies between LLM-based simulations and human interaction patterns.

Leader Leader

Figure 1: We follow Kacewicz et al. (2014)’s setup but replace human subjects with LLM agents. “f” represents
the frequency corresponding to each pronoun type. We reveal that contrary to human results by Pennycook
(1994); Kacewicz et al. (2014), most “non-leader” LLMs do not use first-person singular pronouns more often
(fnon-leader-fleader < 0), and “leader” LLMs do not use first-person plural pronouns more often in their interactions
(fnon-leader-fleader > 0). We present additional transcripts in Appendix C.

from GPT families (Achiam et al., 2023), Llama-082

3.1 families (Dubey et al., 2024), Mistral families083

(Jiang et al., 2023a), and QWen families (Bai et al.,084

2023). Our simulation involves various persona085

prompts employed in the existing literature. In086

addition, we evaluate a specialized agent that incor-087

porates reflection and planning proposed by Park088

et al. (2023).089

Our results reveal the significant discrepancies090

in pronoun usage between LLM-based simulations091

and human interactions. Contrary to human results092

by Pennycook (1994); Kacewicz et al. (2014), most093

“non-leader” LLMs do not use first-person singular094

pronouns more often, and “leader” LLMs do not095

use first-person plural pronouns more often. We096

argue that if LLMs fail to replicate these subtle yet097

critical markers, it raises concerns about their abil-098

ity to authentically model complex social dynamics.099

Despite the excitement brought by the LLM agents,100

we advocate practitioners to understand the limita-101

tions of using LLMs for social simulation.102

Our paper makes three main contributions. First,103

to the best of our knowledge, we are the first to104

study whether LLM agents demonstrate human-105

like leader and non-leader pronoun usage patterns106

in their interactions. Second, we evaluate LLM107

agents from different model families, various per-108

sona prompts from existing literature, and agent109

designs. Finally, we highlight that in our simu-110

lation, LLM agents barely resemble human-like111

pronoun usage in their interaction process, even if112

the LLM agent shows some level of understanding113

of the relevant knowledge. Therefore, we strongly114

suggest practitioners realize the limitations of the115

social simulation based on LLM agents. 116

2 Related Work 117

Persona LLMs. Prior research suggests that 118

when LLMs receive different inputs, varying parts 119

of their parameters activate, leading to shifts in 120

behavior (Zhang et al., 2022; Wang et al., 2024b). 121

Studies have shown that LLM behaviors are highly 122

influenced by prompts across diverse NLP tasks, 123

highlighting the potential of prompt engineering to 124

shape LLM behavior (White et al., 2023; Chang 125

and Fosler-Lussier, 2023; Deng et al., 2024). Ex- 126

isting work has evaluated how well persona-based 127

LLMs mimic human behaviors. For instance, Aher 128

et al. (2023) examine the limitations of persona 129

LLMs but focus primarily on classification tasks, 130

overlooking multi-agent interaction. Similarly, Li 131

et al. (2024a) identify persona decay over extended 132

dialogues, revealing challenges in maintaining per- 133

sona consistency. From an application perspective, 134

Xu et al. (2023); Wang et al. (2023) demonstrate 135

that assigning expert personas improves LLM per- 136

formance on downstream tasks. Salewski et al. 137

(2024) explore LLMs’ strengths and underlying 138

biases by leveraging their role-playing ability. 139

Social Simulation. Social simulation is a natu- 140

ral extension of persona-based LLMs. By plac- 141

ing various persona LLMs in simulated environ- 142

ments, researchers can study interaction patterns 143

within these frameworks (Kaiya et al., 2023). Such 144

multi-agent systems have been employed to ex- 145

plore topics like social networks (Gao et al., 2023), 146

macroeconomic activities (Li et al., 2024b), job- 147
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Source Persona Prompts

Park et al. (2023) Name: {NAME} (age: {AGE}) In-
nate traits: {PERSONA}

Deshpande et al.
(2023)

Speak exactly like {PERSONA}.
Your response should copy the style
of {PERSONA}, both the writing
style and words you use.

Gupta et al.
(2023)

Adopt the identity of {PERSONA}.
Respond while staying in strict ac-
cordance with the nature of this iden-
tity.

Borah and
Mihalcea (2024)

Assume you are {PERSONA}. Do
not explicitly say: ‘as an AI model’.
Stick to your roles and do not share
you are an AI or an AI agent.

Table 1: Prompts used in existing literature to elicit
persona in LLMs. We evaluate LLMs with each of these
prompts in Section 5, denoted as P1 to P4 accordingly.

seeking behaviors (Li et al., 2023), decisions and148

consequences in wars (Hua et al., 2023), and even149

interactions between humans and extraterrestrial150

civilizations (Jin et al., 2024). While these studies151

demonstrate the potential of multi-agent systems to152

yield valuable insights, they often fail to address the153

reliability of these simulations, particularly when154

modeling human interactions. In this paper, we aim155

to uncover the limitations of such simulations from156

the aspect of pronoun usage patterns.157

3 Simulation Setups158

We introduce the persona prompts, how we con-159

struct the specialized agent, the simulated scenarios160

following (Kacewicz et al., 2014), and other con-161

siderations in this section.162

3.1 Persona Prompts163

Table 1 provides the persona templates used in the164

existing literature. In Section 5, we test each of165

them denoted as P1 to P4 on a variety of LLMs.166

3.2 LLM Agent167

Simple Agent. The agent incorporates every sen-168

tence in the history and these sentences are passed169

in as the context.170

R = LLM(P ⊕H),171

where H = {u1 : s1, u2 : s2, · · · , ui : si · · · }172

represents the history where the agent ui utters the173

sentence si. P is the persona prompts (e.g. P1 to174

P4 from Section 3.1). ⊕ indicates concatenation.175

R is the LLM’s response. We truncate the history 176

when it is longer than the LLM’s context window. 177

Specialized Agent. Park et al. (2023) propose 178

the generative agent architecture which involves 179

memory stream, reflection, planning, memory re- 180

trieval, etc. Similarly, we adapt the architecture 181

here to our scenario. Our framework encompasses 182

several key components: 183

1. Memory. Our memory stream maintains a record 184

of all the discussion history, H = {u1 : s1, u2 : 185

s2, · · · , ui : si · · · }. Since the study we simu- 186

late lasts 30 minutes per group, and all LLMs’ re- 187

sponses are based on the interactions among these 188

LLMs, we do not incorporate a retrieval component 189

in our framework. We truncate the history when the 190

history is longer than the LLM’s context window. 191

2. Reflection. Reflections are abstract thoughts 192

generated by the agent. We incorporate such a 193

reflection process when one round of a conversation 194

finishes. We adapt the original prompt from Park 195

et al. (2023) as follows: 196

Reflection Prompt

Given the conversation history, reflect at
high-level about the current situation in three
sentences.

197

3. Planning. We incorporate a planning session 198

before each agent starts to speak as follows: 199

Planning Prompt

Given the conversation history, plan your
speech at high-level in three sentences.

200

3.3 Simulated Scenario: Task-Oriented 201

Conversation 202

We mimic the setup from the real-world human 203

experiments conducted by Burris et al. (2009); 204

Kacewicz et al. (2014). We randomly assign an 205

LLM agent as the leader, therefore a four-agent 206

group comprises exactly one leader and three 207

subordinates consistent with (Burris et al., 2009; 208

Kacewicz et al., 2014)’s group setup. The agents 209

first work on their own and then discuss the rank- 210

ings as a team. We repeat the group experiments 41 211

times as there are 41 four-person groups in the stud- 212

ies by Burris et al. (2009); Kacewicz et al. (2014). 213

In addition, we follow the original demographic 214

statistics to assign the demographic background 215

to each LLM agent, such as gender. Algorithm 1 216
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Algorithm 1 Simulation: Task-Oriented Conversa-
tion

num_groups← 41, turns← 3
for j from 1 to num_groups do

for i from 1 to 4 do
Agenti = Assign(role, demographics)
Agenti.individual_ranking()

end for
for j from 1 to turns do

for i from 1 to 4 do
Agenti.speak()
Agentk ∈ {1, 2, 3, 4} \ i.listen()

end for
end for

end for

presents an overview of the simulation process. Ap-217

pendix A provides additional details of our experi-218

mental setups.219

3.4 Other Considerations220

Orders of Speaking. In real-life human interac-221

tions, there are natural interruptions, leading to vari-222

ants in speaking orders. Some prior works adopt a223

controller to determine the speaking order to miti-224

gate such issues (Zhang et al., 2024). However, as225

we study the frequency of pronoun usages in Sec-226

tion 5, we simplify the setup and use a round-robin227

fashion for each agent to speak up.228

Rounds of Interactions. The four-person group229

in the original study interacts for 30 minutes230

Kacewicz et al. (2014). As the average speaking231

speed of a person is around 130 words per minute1,232

and three rounds of interactions lead to around233

4,000 words through preliminary experiments, we234

make LLMs interact for three rounds in our exper-235

iments. In addition, as our experiments focus on236

comparing whether the leader or the non-leader237

uses certain pronouns at a higher frequency, the238

frequency does not rely on the number of words239

generated from each agent. Therefore, the rounds240

of interactions would not influence our findings.241

1https://www.typingmaster.com/
speech-speed-test/#:~:text=In%20general%2C%
20it%20is%20considered,or%20reading%20aloud%20a%
20passage.

4 Experimental Setup 242

4.1 Models 243

We test a series of closed-source GPT models 244

from OpenAI, including GPT-3.5-Turbo at its June 245

13th version, GPT-4-Turbo at its June 13th ver- 246

sion, and GPT-4o at its May 13th 2025 version 247

(Achiam et al., 2023). We test a series of open- 248

source LLMs from the Llama 3.1 family, including 249

Llama-3.1-8B-Instruct, Llama-3.1-70B-Instruct, 250

and Llama-3.1-405B-Instruct (Dubey et al., 2024). 251

For the Llama-3.1-405B-Instruct model, we de- 252

ploy the GPTQ quantized (Frantar et al., 2022) ver- 253

sion of the model at INT4. We test the largest Mis- 254

tral model, Mistral-Large-Instruct-2407 (Jiang 255

et al., 2023a) published in July 2024. For con- 256

sistency, we denote this model as Mistral 123B 257

Instruct in the paper. We test the QWen 2.5 mod- 258

els from QWen-2.5-0.5B-Instruct to QWen-2.5- 259

72B-Instruct model (Bai et al., 2023) published in 260

September 2024. 261

For the open-source LLMs, we deploy them lo- 262

cally on a single server with eight A100 GPUs. We 263

accelerate the model inference by using the VLLM 264

(Kwon et al., 2023) library. 265

4.2 Evaluation 266

We examine the subtle yet critical marker in human 267

interaction – the pronoun usage. Specifically, in 268

our simulation for task-oriented conversations, we 269

aim to determine if the pronoun usage patterns of 270

LLMs align with those observed in well-studied 271

human interactions. Prior research in psychology 272

has shown that non-leaders tend to use first-person 273

singular pronouns (e.g., "I," "me") more frequently 274

than leaders, while leaders tend to use first-person 275

plural pronouns (e.g., "we," "us") more frequently 276

(Kacewicz et al., 2014). Therefore, we analyze 277

whether there is a statistically significant difference 278

in pronoun usage between non-leader and leader 279

agents that aligns with human patterns. For exam- 280

ple, in Figure 2, the bars correspond to the differ- 281

ence, ∆, between the average first-person singular 282

pronoun use frequency of non-leaders and leaders, 283

concretely, 284

∆ = fnon-leaders,avg − fleaders,avg, (1) 285

where favg represents the average frequency of 286

pronoun usage expressed as a percentage value, 287

f ∈ [0, 100]. In Figure 2a, the bars representing 288

GPT-4o with Prompt 2, 3, and 4 exhibit a similar 289

4

https://www.typingmaster.com/speech-speed-test/#:~:text=In%20general%2C%20it%20is%20considered,or%20reading%20aloud%20a%20passage.
https://www.typingmaster.com/speech-speed-test/#:~:text=In%20general%2C%20it%20is%20considered,or%20reading%20aloud%20a%20passage.
https://www.typingmaster.com/speech-speed-test/#:~:text=In%20general%2C%20it%20is%20considered,or%20reading%20aloud%20a%20passage.
https://www.typingmaster.com/speech-speed-test/#:~:text=In%20general%2C%20it%20is%20considered,or%20reading%20aloud%20a%20passage.


P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4
1.5

1.0

0.5

0.0

0.5

1.0

Human GPT-4o Llama 3.1 405B Mistral 123B Qwen 2.5 72B

(a) First-person singular pronouns.

P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

0.4

0.2

0.0

0.2

0.4

0.6

Human GPT-4o Llama 3.1 405B Mistral 123B Qwen 2.5 72B

(b) First-person plural pronouns.

Figure 2: Results for the simple agent using LLMs from
each model family versus human. P1 to P4 correspond
to the prompts presented in Table 1. Gray bars indicate
the result is not statistically significant. LLMs barely
demonstrate human-like pronoun usage patterns in our
experiments.

pattern to that of humans, all showing statistically290

significant positive results. Appendix A provides291

additional details on how we conduct the statistical292

significance test.293

5 Findings294

Figures 2 to 6 report the difference of first-person295

singular and first-person plural pronoun frequen-296

cies between non-leaders and leader’s scripts. In297

Figures 2 to 6, gray bars indicate that the results are298

not statistically significant. We place a red check299

mark on top of a bar if it demonstrates the same300

pattern as humans (e.g. in Figure 2, the bars corre-301

sponding to GPT-4o with Prompt 2, 3, 4 are posi-302

tive with statistical significance, same as human).303

We report additional results corresponding to all304

pronouns, and an example of the model’s responses305

when it acts as different roles in Appendix B.306

5.1 Do LLM agents demonstrate human-like307

pronoun usage patterns?308

Answer: Barely. Figure 2 presents the results for309

GPT-4o, Llama 3.1 405B, Mistral 123B, and Qwen310

P1 P2 P3 P4
0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

1.25
Human GPT-4o

(a) First-person singular.
P1 P2 P3 P4

0.5

0.4

0.3

0.2

0.1

0.0

0.1

0.2

0.3
Human GPT-4o

(b) First-person plural.

Figure 3: Results for the specialized agent (Section 3.2)
based on GPT-4o. None of the prompts elicit pronoun
usage patterns similar to those of humans. In most cases,
the observed trends are contrary to human patterns.

2.5 72B models. Only GPT-4o, when prompted 311

with Prompt 2, 3, and 4 (prompts in Table 1), ex- 312

hibits human-like pronoun usage patterns for first- 313

person singular pronouns. The other models do not 314

show similar patterns to humans, regardless of the 315

prompt. Furthermore, for first-person singular pro- 316

nouns, Llama 3.1 405B and Mistral 123B display 317

trends opposite to humans. For first-person plural 318

pronouns, Llama 3.1 405B and Qwen 2.5 72B show 319

trends contrary to humans. In Appendix B.3, we try 320

to anonymize names, assign all the agents as males 321

or females, or explicitly prompt the agent to use cer- 322

tain pronouns more often. However, None of these 323

attempts succeeds in eliciting human-like pronoun 324

usage patterns in LLMs. Therefore, we conclude 325

that interactions of agents based on LLMs from 326

each LLM family barely resemble patterns of hu- 327

man interactions. From a psychological standpoint, 328

pronoun usage is closely tied to self-identity, so- 329

cial relationships, and group dynamics (Gumperz, 330

1982). Humans naturally adjust their use of singu- 331

lar and plural pronouns to convey individuality or 332

solidarity, often without conscious effort. Such un- 333

conscious behaviors pose significant challenges for 334

LLM agents to replicate in their simulation process. 335

5.2 Does the specialized agent demonstrate 336

human-like pronoun usage patterns? 337

Answer: No. Figure 3 presents the results for the 338

specialized agent described in Section 3.2 based on 339

GPT-4o. We evaluate the effects of the four persona 340

prompts listed in Table 1, none of which produce 341

patterns resembling human behavior. Interestingly, 342

the simple agent without additional components 343
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P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

1.5

1.0

0.5

0.0

0.5

1.0

Human Llama 8B Llama 70B Llama 405B

(a) First-person singular pronouns.

P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

0.4

0.2

0.0

0.2

0.4

0.6
Human Llama 8B Llama 70B Llama 405B

(b) First-person plural pronouns.

Figure 4: Results for the simple agent based on the
Llama models. None of the settings elicit human-like
behaviors.

enables GPT-4o to mimic human pronoun usage344

patterns with three out of the four prompts (Fig-345

ure 2a). This suggests that incorporating compo-346

nents like reflection or planning may not bridge347

the gap but instead deviate pronoun usage patterns348

further from human norms.349

From a cognitive perspective, this finding aligns350

with how intuitive processing is involved in hu-351

man communication. Humans often rely on un-352

conscious, automatic processes when engaging in353

social interactions, effortlessly navigating complex354

linguistic and social cues without explicit delibera-355

tion (Bargh, 1989; Bargh et al., 2012). By adding356

components like reflection or planning to the model,357

we may introduce a level of explicit reasoning that358

disrupts the natural flow of language generation,359

leading to less human-like interactions among the360

LLM agents.361

5.3 Do LLMs within the same family exhibit362

consistent pronoun usage patterns?363

Answer: Yes within the same version. For the364

LLMs from the same version, (e.g. Llama 3.1 or365

QWen 2.5), they show similar trends of pronoun366

usage patterns across different sizes. Figures 4367

and 6 show the results for LLMs of different sizes368

P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

0.50

0.25

0.00

0.25

0.50

0.75

1.00

1.25
Human GPT-3.5 GPT-4 GPT-4o

(a) First-person singular pronouns.

P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75
Human GPT-3.5 GPT-4 GPT-4o

(b) First-person plural pronouns.

Figure 5: Results for the simple agent based on GPT
models. For first-person singular pronouns, agents
based on GPT-4o show the same trends as humans for
Prompt 2, 3, and 4, while for first-person plural pro-
nouns, agents based on GPT-4 show the same trends as
humans for Prompt 1, 2 and 4.

from Llama 3.1 and QWen 2.5, respectively. In 369

Figure 4a, all the Llama 3.1 models demonstrate a 370

statistically significant trend opposite to the human 371

interaction patterns, regardless of the prompts. In 372

Figure 6a, most QWen 2.5 models demonstrate 373

statistically insignificant results in terms of the first- 374

person singular pronouns. We hypothesize that as 375

models from the same version are trained on similar 376

or the same data, such data similarity leads to the 377

similar interaction patterns regardless of their sizes. 378

Figure 5 shows results for different versions of 379

LLMs from the GPT family. For first-person singu- 380

lar pronouns, GPT-4o shows similar trends to hu- 381

mans with Prompt 2, 3, and 4, while for first-person 382

plural pronouns, GPT-4 shows similar trends to hu- 383

mans with Prompt 1, 2, and 4. In contrast, none 384

of the prompts elicit human-like patterns for GPT- 385

3.5. We hypothesize that as GPT-4 and GPT-4o 386

are more capable than GPT-3.5, they may be bet- 387

ter at role-playing and demonstrating human-like 388

pronoun usage patterns. 389

In addition, the larger LLM from the same family 390

does not necessarily elicit more human-like pro- 391

noun usage patterns. For instance, in Figure 6b, 392
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P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

0.5

0.0

0.5

1.0

Human QWen 0.5B QWen 1.5B QWen 3B QWen 7B QWen 14B QWen 32B QWen 72B

(a) First-person singular pronouns.

P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

0.50

0.25

0.00

0.25

0.50

0.75

1.00

1.25
Human QWen 0.5B QWen 1.5B QWen 3B QWen 7B QWen 14B QWen 32B QWen 72B

(b) First-person plural pronouns.

Figure 6: Results for the simple agent using LLMs from the QWen 2.5 family. Only the 7B model with Prompt
1 elicits human-like interaction patterns for first-person singular pronouns, and the 7B model with Prompt 4 for
first-person plural pronouns.

the QWen 72B models demonstrate an opposite393

pronoun usage pattern compared to humans regard-394

less of the prompts. In contrast, though in most395

cases, QWen models fail to elicit human-like pro-396

noun patterns, the QWen 7B model with Prompt397

4 elicits human-like patterns for the first-person398

plural pronouns.399

5.4 Do LLMs “know” the pronoun patterns400

better than what they demonstrate in401

interactions?402

Answer: Yes. To understand whether these403

LLMs “know” the underlying social interaction404

patterns, we employ a variety of prompts based on405

the following prompt template,406

Query Prompt

For the frequency of the usage for
{PRONOUN TYPE}, who uses it at a higher
frequency in their interactions? Please select
one of the three answers: leader, subordi-
nate, equal, please answer in JSON format
of {“answer”: <Your Choice>}

407

Specifically, as the answer orders may influence 408

the results (Zheng et al., 2023), to make the re- 409

sults robust, we permute the answers to prompt 410

each LLM on six different orders for “leader, sub- 411

ordinate, equal” (e.g. “leader, equal, subordinate”, 412

“subordinate, leader, equal”, etc.). In Table 2, we 413

combine our results here with the results from Sec- 414

tion 5 on whether the simple agents based on each 415

LLM know and demonstrate human-like pronoun 416

usage patterns. 417

In Table 2, we find that GPT-4o succeeds five out 418

of six times in selecting the right option for first- 419

person singular pronouns, and succeeds in demon- 420

strating such a pattern in its interaction for three 421

out of the four prompts. However, for most LLMs, 422

we find that they may know the human pronoun us- 423

age patterns, but do not demonstrate them in their 424

interactions. For instance, LLMs such as Llama 425

70B can correctly choose the option in all six cases 426

for the first-person singular pronoun, but fail to 427

demonstrate such patterns across the four prompts. 428

Wu et al. (2023) present a similar finding of the dis- 429

parity between the LLM’s knowledge versus their 430

7



Models
First-Person

Singular
First-Person

Plural
kn.? dem.? kn.? dem.?

Gold 6 4 6 4
GPT

3.5 0 0 2 0
4 6 0 3 3

4o 5 3 5 0
Llama 3.1 Instruct

8B 0 0 4 0
70B 6 0 0 0

405B 1 0 3 0
Qwen 2.5 Instruct

0.5B 0 0 0 0
1.5B 0 0 2 0
3B 1 0 2 0
7B 5 1 5 1

14B 5 0 6 0
32B 3 0 0 0
72B 6 0 3 0

Mistral Instruct
123B 3 0 5 0

Table 2: “Kn.” denotes with respect to the perturbed
prompts, how many times the LLM answers the question
correctly. “Dem.” denotes with respect to the four
persona prompts, how many times the agents based on
each LLM demonstrate the human-like pronoun pattern
during the interaction process. The disparity of “kn.”
and “dem.” in LLMs demonstrates that even if the LLM
knows the pronoun patterns, they do not necessarily
demonstrate them in the interaction process.

ability to effectively apply that knowledge in their431

reasoning process. Similarly, our findings reveal432

the disparity between LLMs’ knowledge versus433

demonstrating it in practice.434

6 Discussions435

Taking our results together, firstly, the LLMs’ pro-436

noun usage patterns are susceptible to model437

choices and prompt designs. In Figure 2, GPT-438

4o fails to demonstrate human-like interaction pat-439

terns with Prompt 1 even though it succeeds with440

Prompt 2, 3, and 4. In Figure 5, though Prompt 1441

elicits human-like pronoun usage patterns for the442

GPT-4 model on first-person plural pronouns, it443

fails for the GPT-4o model. Such a model and444

prompt-susceptible pattern is significantly differ-445

ent from what we expect in humans. A rational446

human being would behave as instructed regard-447

less of the wording changes, as long as the core448

information of playing a {PERSONA} are the same449

within those instructions. Such a discrepancy poses450

concerns about how much we can rely on LLMs 451

for trustworthy human interaction simulations. 452

Secondly, for researchers who study social prob- 453

lems through the LLM simulations, they need to 454

be mindful that they are studying LLMs’ stochas- 455

tic group behaviors rather than human behaviors. 456

While currently, the community seems to overly 457

focus on the promising “emergent social behaviors” 458

and “social prototyping” from Park et al. (2022, 459

2023), we want to emphasize the unpleasant side 460

of the story, that these LLMs are not humans, and 461

the “emergent social behaviors” are essentially the 462

LLMs’ social behaviors rather than humans’. In our 463

case, if a researcher is to study the “emergent pro- 464

noun usage” behaviors of GPT-3.5 in a society of 465

hierarchical structure (the leaders and non-leaders), 466

their conclusion may flip the well-established find- 467

ings from the psychology community. This poses 468

concerns to the existing studies where researchers 469

employ LLMs for social simulation, that how au- 470

thentic and reliable the intermediate process is in 471

the simulation. Therefore, we advocate for re- 472

searchers to investigate the underlying interaction 473

mechanisms carefully before they generalize their 474

conclusions to human interactions or human soci- 475

ety. 476

A concurrent study by Park et al. (2024) demon- 477

strates that, through careful prompt design, LLM 478

agents can replicate participants’ responses with 479

85% accuracy. While their work focuses on simu- 480

lating individual survey responses, our research em- 481

phasizes pronoun usage in LLM interactions. No- 482

tably, despite their optimization efforts, Park et al. 483

(2024) only achieve 85% accuracy on 1,000 indi- 484

viduals, raising questions about the generalizability 485

of their findings to larger populations. Further- 486

more, the underlying reasoning process of LLMs 487

remains opaque, leaving questions about what fea- 488

tures LLMs leverage in achieving such results. 489

7 Conclusion 490

In this paper, we take the first step to study whether 491

LLM agents can demonstrate human-like pronoun 492

usage patterns in the multi-agent interaction pro- 493

cess. By simulating experimental setups from an 494

existing psychology study, we reveal that LLM 495

agents barely demonstrate human-like pronoun pat- 496

terns, even if the LLM agent may show some un- 497

derstanding of those patterns. We advocate practi- 498

tioners scrutinize their simulations and understand 499

the limitations of the LLM-based social simulation. 500
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Limitations501

We address two primary concerns raised about our502

work. First, one might argue that differences in503

singular or plural pronoun usage are merely format-504

ting issues and do not impact the final simulation505

outcomes. However, we emphasize that if LLMs506

fail to replicate these subtle but critical markers in507

human interactions, it raises concerns about their508

ability to authentically model the underlying hu-509

man interaction process or the complex social dy-510

namics. Therefore, we argue that researchers need511

to be cautious about drawing conclusions from the512

“emergent social behaviors” of LLM agents’ inter-513

actions.514

Second, some may suggest that better prompt515

engineering could elicit more human-like pronoun516

usage. We want to emphasize that for the scope517

of this work, we systematically evaluate existing518

prompts employed by researchers, and they con-519

sistently fail to elicit human-like leader pronoun520

patterns. If a researcher simply relies on these521

prompts and LLM agents to simulate human soci-522

ety, they may draw conclusions on pronoun usage523

patterns that contradict to human societal norms.524

In addition, we highlight that when humans act525

as leaders, they cannot control the frequency of526

“we” or “us” consciously and their behaviors are527

not influenced by explicit “prompt design”. Even528

if optimized prompts can achieve human-like be-529

haviors in LLMs, the optimization process itself530

underscores the differences between LLMs and hu-531

man beings. Finally, such optimization is likely to532

create a “rob Peter to pay Paul” scenario, where533

improving performance for specific cases results in534

failures in others, limiting the generalizability of535

LLMs as robust social simulators.536

We try our best to experiment with different537

LLMs. However, due to the scope of this study538

and the limited budget, we cannot test every pos-539

sible LLM model. We believe the experiments we540

conduct in our paper provide strong evidence to541

our claims.542

Ethics Statement543

In this work, we simulate an existing psychology544

study by employing LLM agents. Our results indi-545

cate that there is a significant discrepancy in pro-546

noun usage patterns between LLM agents and hu-547

mans. We suggest researchers realize the limita-548

tions of employing LLM agents to simulate human549

interactions or human societies, as there are hu-550

man patterns that cannot be easily and consistently 551

replicated by existing LLMs. 552
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A Additional Experimental Setups803

Simulation Scenarios. Table 3 presents the pools804

for male names, female names, company names,805

and ranking items where we draw to populate the806

masked sections in the instructions, together with807

the instructions that we use.808

In our simulation, the group is charged with com-809

pleting a group decision-making task, where they810

act as consulting groups to improve the customer811

service quality of a fictitious company. Specifically,812

the agents need to rank items (e.g. “Invest in train-813

ing customer service representatives”, “Personalize814

customer interactions”, etc.) in order of their posi-815

tive contribution. All the agents are aware that the816

team decision does not need to be a consensus, and817

the leader ultimately has the authority to make the818

final decision.819

Model Hyperparameters. For all the models,820

we employ a temperature of 0.7 to ensure diversity821

in their generations.822

Statistical Significance Test. We collect the pro-823

noun usage frequencies for the leader and non-824

leader agents during their interactions. Since we re-825

peat our experiments 41 times consistent with Bur-826

ris et al. (2009); Kacewicz et al. (2014), we have827

41 frequency values for leaders and non-leaders828

respectively for one type of pronoun. We then con-829

duct the statistical significance T-test to calculate830

the two samples of frequencies to get the p values.831

B Additional Experimental Results832

B.1 Absolute Pronoun Usage Results.833

Table 4e shows the results we get for each pronoun834

usage by employing GPT-4o as the agent. We struc-835

ture each table in the same format as Table 4a from836

Kacewicz et al. (2014). We note that we report837

the frequency in terms of percentage (f ∈ [0, 100])838

following Kacewicz et al. (2014).839

B.2 Complete Results for Pronoun Usage840

Difference841

Table 5 presents the complete pronoun usage differ-842

ence results corresponding to Figure 2 and Figure 3.843

We can see that neither the LLM agents from dif-844

ferent model families nor the specialized agents845

can consistently elicit human-like pronoun usage846

in their interaction process. In most cases, their847

patterns contradict human patterns.848

Tables 6 to 8 present the results for models from849

GPT family (corresponding to Figure 5), Llama850

P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

1.5

1.0

0.5

0.0

0.5

1.0

Human Anonymized All Females All Males Explicit Prompt

(a) First-person singular pronouns.

P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

0.4

0.2

0.0

0.2

0.4

0.6

0.8

1.0

Human Anonymized All Females All Males Explicit Prompt

(b) First-person plural pronouns.

Figure 7: Differences in pronoun usage when names
are anonymized, all agents are assigned female or male
genders or an explicit prompt is used (described in Ap-
pendix B.3). We conduct the experiments based on
GPT-4o. None of these adjustments can elicit human-
like pronoun usage patterns.

family (corresponding to Figure 4) and QWen 851

family (corresponding to Figure 6), respectively. 852

We observe that there are model-specific patterns 853

across different prompts. For instance, leader 854

agents tend to use first-person singular pronouns 855

more often across Llama 3.1 8B models, while the 856

first-person singular pronoun usage difference is 857

not statistically significant across all the Qwen 2.5 858

models. 859

B.3 Other Effects 860

We explore the effects of various settings based 861

on the four prompts in Table 1 using GPT-4o and 862

report our results for the first-person singular and 863

plural pronouns in Figure 7. For the setting of 864

“Anonymized”, we anonymize the names of agents 865

by names such as “Name 1”, “Name 2”, etc. For 866

the settings of “All Females” or “All Males”, we 867

assign the genders of all the LLM agents as females 868

or males, respectively. For the setting of “Explicit 869

Prompt”, we add a sentence of “Please use first- 870

person plural forms (e.g. we, us) more often” if the 871

agent acts as leaders, and “Please use first-person 872
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Pools
Male Names James, John, William, Robert, Michael, David, Richard, Joseph, Charles, Thomas, Daniel, Matthew,

Anthony, Mark, Andrew, Joshua, Christopher, Jonathan, Benjamin, Samuel, Henry, Alexander, George,
Edward, Nicholas, Luke, Jack, Ethan, Oliver, Jacob

Female Names Emma, Olivia, Sophia, Ava, Isabella, Mia, Amelia, Harper, Evelyn, Abigail, Emily, Ella, Grace, Lily,
Chloe, Scarlett, Victoria, Madison, Aria, Zoey, Nora, Charlotte, Hannah, Lucy, Zoe, Layla, Penelope,
Lillian, Natalie, Violet, Stella

Company Names Company Mars, Company Zelda, Company Moon, Company Jupiter

Ranking Items 1. Invest in training customer service representatives.
2. Embrace omnichannel support.
3. Collect customer feedback.
4. Use AI and automation tools.
5. Personalize customer interactions.
6. Provide comprehensive FAQs.
7. Monitor and respond to social media.

Phase I
Instruction Now your team is tasked with improving the customer service quality of {COMPANY}. Given the

following ten ranking items:
{RANKING_ITEMS}
Now please work on your own and rank these proposed items in order of their positive contribution to
the company culture.
Please speak in the format of: {{{NAME} ({ROLE}): <Your Speech>}}

Phase II
Instruction (Leader) Now you are discussing in a group. The topic is recommendation of strategies for service quality

improvement by ranking these proposed items in order of their positive contribution to such the
company culture for {company}. The final team decision does not need to be a consensus. You as
a leader ultimately have the authority to make the final decision, and everyone on the team is clear
about it. Please speak in the format of: {{{NAME} ({ROLE}): <Your Speech>}}

Instruction (Non-
Leader)

Now you are discussing in a group. The topic is recommendation of strategies for service quality
improvement by ranking these proposed items in order of their positive contribution to such the
company culture for {company}. The final team decision does not need to be a consensus. The leader
ultimately has the authority to make the final decision, you and everyone on the team are clear about
it. Please speak in the format of: {{{NAME} ({ROLE}): <Your Speech>}}

Table 3: Pools of items that we use to populate the masked sections in instructions, along with the instructions that
we use in the two experimental phases. The setup involves two roles: leader and subordinate.

singular forms (e.g. I, me) more often” if the agent873

acts as non-leaders. We highlight that none of these874

adjustments can elicit human-like pronoun usage875

patterns.876

B.4 Examples of Model Responses877

We observe that there is minimal distinction in lan-878

guage use when the model assumes the role of a879

leader versus a non-leader. For instance, when the880

GPT-4o assumes the role of leader and non-leader881

in Table 9, both responses exhibit a collaborative882

and inclusive tone, but without a clear distinction883

between the roles.884

C Dialogue Examples885

Table 10 presents an example from the original886

human study by Kacewicz et al. (2014) and an887

example from the dialogue by LLM agents using888

GPT-4o with Prompt 1.889
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Examples Leader Nonleaders p

Word Counts - 1076.90 645.00 .00

All pronouns - 19.80 20.80 .01
Personal pronouns I, we, she 10.10 10.60 .06

First-person singular I, me 4.30 5.60 .00
First-person plural We, us 2.10 1.60 .00
Second-person You, your 2.70 2.50 .20
Third-person singular She, he, her 0.07 0.09 .50
Third-person plural They, them 0.83 0.85 .84

Impersonal pronouns It, that 9.70 10.10 .06

(a) Human (Kacewicz et al., 2014).

Examples Leader Nonleaders p

Word Counts - 2242.63 1946.86 .21

All pronouns - 6.80 6.89 .98
Personal pronouns I, we, she 5.99 5.96 .73

First-person singular I, me 1.84 2.08 .08
First-person plural We, us 2.54 2.43 .73
Second-person You, your 0.98 0.75 .04
Third-person singular She, he, her 0.03 0.03 .78
Third-person plural They, them 0.61 0.67 .61

Impersonal pronouns It, that 0.81 0.93 .56

(b) GPT-4o, prompt 1.

Examples Leader Nonleaders p

Word Counts - 1270.44 1021.36 .07
All pronouns - 6.35 7.32 .01

Personal pronouns - 5.84 6.36 .04
First-person singular - 1.11 1.82 .00
First-person plural - 3.09 2.95 .41
Second-person - 1.14 0.81 .02
Third-person singular - 0.06 0.06 .12
Third-person plural - 0.44 0.72 .00

Impersonal pronouns - 0.65 0.96 .00

(c) GPT-4o, prompt 2.

Examples Leader Nonleaders p

Word Counts - 1609.46 1166.73 .01
All pronouns - 6.32 6.98 .00

Personal pronouns - 5.57 6.11 .00
First-person singular - 1.40 2.06 .00
First-person plural - 2.50 2.57 .60
Second-person - 1.22 0.84 .00
Third-person singular - 0.06 0.03 .02
Third-person plural - 0.38 0.61 .00

Impersonal pronouns - 0.75 0.87 .17

(d) GPT-4o, prompt 3.

Examples Leader Nonleaders p

Word Counts - 1578.83 1371.24 .30
All pronouns - 5.98 6.45 .06

Personal pronouns - 5.15 5.61 .04
First-person singular - 1.42 1.91 .00
First-person plural - 2.20 2.27 .63
Second-person - 1.07 0.80 .00
Third-person singular - 0.01 0.01 .83
Third-person plural - 0.46 0.62 .03

Impersonal pronouns - 0.82 0.85 .81

(e) GPT-4o, prompt 4.

Table 4: Complete results of employing GPT-4o as the agent. Since we primarily care about whether there is a
statistically significant difference in the pronoun usage between leaders and non-leaders, we decide to use the
difference rather than the absolute frequency as our evaluation metrics in Equation (1).
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All
Pronouns

Personal
Pronouns

First-Person

Singular

First-Person

Plural

Second-

Person

Third-Person

Singular

Third-Person

Plural

Impersonal
Pronouns

Human (2014) 1.00 0.50 1.30 −0.50 −0.20 0.02 0.02 0.40

GPT-4o
Prompt 1 0.09 −0.03 0.24 −0.11 −0.23 0.00 0.06 0.12

Prompt 2 0.97 0.62 0.71 0.71 −0.33 0.00 0.28 0.31

Prompt 3 0.66 0.54 0.66 0.07 −0.38 −0.03 0.23 0.12

Prompt 4 0.47 0.46 0.49 0.07 −0.27 0.00 0.18 0.03

Llama 3.1 405B Instruct
Prompt 1 1.82 0.16 −0.93 0.34 0.80 −0.01 −0.03 −0.04

Prompt 2 1.94 0.16 −1.49 0.62 0.82 −0.09 0.30 −0.13

Prompt 3 2.58 0.35 −1.53 −0.18 2.41 −0.09 −0.26 −0.29

Prompt 4 4.78 −0.40 −0.82 −0.51 1.04 0.01 −0.12 −0.40

Mistral 128B Large Instruct
Prompt 1 0.46 −0.09 −0.71 −0.06 0.83 0.04 −0.19 −0.21

Prompt 2 1.09 0.35 −0.52 0.20 0.60 0.02 0.06 −0.49

Prompt 3 1.09 0.35 −0.52 0.20 0.60 0.02 0.06 −0.49

Prompt 4 0.88 −0.39 −0.61 −0.11 0.45 0.02 −0.14 −0.22

Qwen 2.5 72B Instruct
Prompt 1 −0.09 0.83 −0.16 0.62 0.56 −0.03 −0.15 −0.43

Prompt 2 0.21 2.09 0.10 0.66 1.84 −0.02 −0.48 −0.66

Prompt 3 0.01 0.87 −0.39 0.63 0.86 0.00 −0.22 −0.40

Prompt 4 −0.27 1.06 −0.07 0.72 0.47 −0.02 −0.03 −0.20

GPT-4o Framework Agent
Prompt 1 0.56 −0.11 −0.44 −0.02 0.41 −0.00 −0.05 −0.12

Prompt 2 2.11 −0.12 −0.59 0.19 0.35 0.04 −0.10 −0.46

Prompt 3 0.45 −0.20 −0.70 −0.08 0.77 0.02 −0.21 −0.26

Prompt 4 0.09 0.37 −0.52 0.29 0.88 0.05 −0.34 −0.17

Table 5: Results corresponding to Figure 2 and Figure 3. We report the difference in the average pronoun frequencies
between non-leaders and leader’s scripts, and put the number in gray if there is no statistical significance, i.e., the
p-value is smaller than 0.05.
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All
Pronouns

Personal
Pronouns

First-Person

Singular

First-Person

Plural

Second-

Person

Third-Person

Singular

Third-Person

Plural

Impersonal
Pronouns

Human (2014) 1.00 0.50 1.30 −0.50 −0.20 0.02 0.02 0.40

GPT-3.5
Prompt 1 −0.49 0.52 −0.10 0.40 0.19 −0.02 0.05 −0.03

Prompt 2 0.19 0.07 0.15 −0.16 0.18 −0.04 −0.06 −0.09

Prompt 3 −0.19 0.59 0.08 0.43 0.27 −0.03 −0.17 −0.15

Prompt 4 −0.35 0.44 0.13 −0.00 0.55 −0.01 −0.23 0.05

GPT-4
Prompt 1 4.44 −0.39 −0.07 −1.12 1.14 0.01 −0.34 −0.65

Prompt 2 1.57 0.51 −0.65 −0.80 2.04 0.06 −0.15 −0.44

Prompt 3 0.83 0.20 −0.56 −0.08 1.02 0.02 −0.19 −0.24

Prompt 4 2.86 −0.04 −0.10 −0.78 0.83 −0.01 0.02 −0.46

GPT-4o
Prompt 1 0.09 −0.03 0.24 −0.11 −0.23 0.00 0.06 0.12

Prompt 2 0.97 0.62 0.71 0.71 −0.33 0.00 0.28 0.31

Prompt 3 0.66 0.54 0.66 0.07 −0.38 −0.03 0.23 0.12

Prompt 4 0.47 0.46 0.49 0.07 −0.27 0.00 0.18 0.03

Table 6: Results for LLM agents based on GPT models corresponding to Figure 5.

All
Pronouns

Personal
Pronouns

First-Person

Singular

First-Person

Plural

Second-

Person

Third-Person

Singular

Third-Person

Plural

Impersonal
Pronouns

Human (2014) 1.00 0.50 1.30 −0.50 −0.20 0.02 0.02 0.40

Llama 3.1 8B Instruct
Prompt 1 0.81 0.29 −0.44 0.10 0.56 0.01 0.05 −0.24

Prompt 2 0.69 −0.18 −0.54 0.13 0.25 0.03 −0.05 −0.34

Prompt 3 0.81 0.54 −0.50 0.55 0.66 0.02 −0.18 −0.36

Prompt 4 2.63 −0.49 −1.73 0.65 0.43 0.03 0.14 −0.52

Llama 3.1 70B Instruct
Prompt 1 0.64 −0.17 −0.42 0.09 0.24 −0.00 −0.09 −0.10

Prompt 2 1.44 −0.42 −0.93 −0.05 0.36 0.00 0.19 −0.18

Prompt 2 −0.13 0.40 −0.43 0.06 0.74 0.08 −0.03 −0.06

Prompt 3 −0.13 0.40 −0.43 0.06 0.74 0.08 −0.03 −0.06

Llama 3.1 405B Instruct
Prompt 1 1.82 0.16 −0.93 0.34 0.80 −0.01 −0.03 −0.04

Prompt 2 1.94 0.16 −1.49 0.62 0.82 −0.09 0.30 −0.13

Prompt 3 2.58 0.35 −1.53 −0.18 2.41 −0.09 −0.26 −0.29

Prompt 4 4.78 −0.40 −0.82 −0.51 1.04 0.01 −0.12 −0.40

Table 7: Results for LLM agents based on Llama models corresponding to Figure 4.
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All
Pronouns

Personal
Pronouns

First-Person

Singular

First-Person

Plural

Second-

Person

Third-Person

Singular

Third-Person

Plural

Impersonal
Pronouns

Human (2014) 1.00 0.50 1.30 −0.50 −0.20 0.02 0.02 0.40

Qwen 2.5 0.5B Instruct
Prompt 1 0.49 −1.27 −0.21 −0.47 −0.07 −0.01 −0.51 0.08

Prompt 2 1.40 −0.22 −0.05 0.02 −0.16 0.00 −0.02 −0.19

Prompt 3 0.28 −0.83 −0.04 −0.50 −0.13 −0.00 −0.16 −0.07

Prompt 4 0.08 0.08 −0.03 0.10 0.11 0.00 −0.11 −0.05

Qwen 2.5 1.5B Instruct
Prompt 1 −0.31 0.13 −0.05 0.32 −0.18 −0.01 0.05 0.06

Prompt 2 −0.70 1.06 −0.02 0.90 0.01 0.00 0.17 0.06

Prompt 3 −0.58 0.74 −0.05 0.72 −0.00 −0.01 0.08 −0.07

Prompt 4 −0.21 0.39 0.01 0.29 0.01 −0.01 0.09 −0.00

Qwen 2.5 3B Instruct
Prompt 1 0.93 1.12 −0.37 0.38 0.98 0.07 0.06 −0.16

Prompt 2 0.71 0.15 −0.55 0.26 0.35 −0.02 0.11 −0.51

Prompt 3 1.28 0.81 −0.50 −0.19 1.44 0.07 −0.01 −0.36

Prompt 4 0.97 1.34 −0.54 0.92 0.71 0.03 0.21 −0.34

Qwen 2.5 7B Instruct
Prompt 1 −0.87 1.34 0.93 0.81 −0.07 −0.00 −0.32 0.28

Prompt 2 0.79 −0.80 −0.79 0.07 −0.08 0.03 −0.03 0.01

Prompt 3 −0.07 0.32 −0.11 0.12 0.21 0.05 0.06 −0.03

Prompt 4 1.36 −0.73 −0.33 −0.61 0.20 0.05 −0.04 −0.13

Qwen 2.5 14B Instruct
Prompt 1 −0.47 1.00 0.33 0.53 0.19 −0.02 −0.02 0.08

Prompt 2 −0.72 0.67 −0.40 0.66 0.53 −0.01 −0.11 0.05

Prompt 3 −0.60 1.42 0.20 0.64 0.88 −0.03 −0.27 0.12

Prompt 4 0.64 −0.28 −0.34 0.17 0.14 0.01 −0.26 −0.06

Qwen 2.5 32B Instruct
Prompt 1 −0.21 0.68 −0.13 0.50 0.32 −0.01 −0.01 −0.13

Prompt 2 −1.24 1.43 −0.12 1.06 0.43 −0.04 0.10 0.14

Prompt 3 −0.85 1.42 0.05 1.01 0.57 −0.02 −0.19 −0.05

Prompt 4 −1.41 1.85 −0.11 1.38 0.77 −0.03 −0.17 −0.07

Qwen 2.5 72B Instruct
Prompt 1 −0.09 0.83 −0.16 0.62 0.56 −0.03 −0.15 −0.43

Prompt 2 0.21 2.09 0.10 0.66 1.84 −0.02 −0.48 −0.66

Prompt 3 0.01 0.87 −0.39 0.63 0.86 0.00 −0.22 −0.40

Prompt 4 −0.27 1.06 −0.07 0.72 0.47 −0.02 −0.03 −0.20

Table 8: Results for LLM agents based on QWen models corresponding to Figure 6.
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Role Utterance

Leader I will start by sharing my initial thoughts,
and then I’d love to hear from each of you.

Non-leader

Hi everyone, thanks for bringing this up. I
think it’s really important that we all share
our perspectives on how these strategies
can positively contribute to both our service
quality and company culture at Jupiter.

Table 9: Example of the utterance from leader agent
versus non-leader agent. This example corresponds to
GPT-4o with Prompt 1.
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Human Transcripts (Kacewicz et al., 2014)
Person 1 Okay. Let’s work on the rankings. How do you guys want to go through and do this? Do you want

to...shall we just go through and talk about how important each one is and then rank them? Because
it’s kind of hard to just decide which one is number 1.

Person 2 Yeah.
Person 3 Yeah.
Person 4 Yeah I think that’s a good idea.
Person 1 Alright. Alright, we’ll rank things 1 to 5 on how important they are. I guess 1 will be most important

and 5 the least. And then we’ll just have the groups...
Person 2 Sounds good.

...
GPT-4o (Prompt 1) Transcripts
Agent 1 Hi everyone! I hope you’re all doing well. Today we need to discuss and rank these strategies for

improving service quality based on their contribution to our company culture. I’ve already thought
about this a bit and have a proposed order, but I’m eager to hear your thoughts as well. Here’s my
suggested ranking...

Agent 2 Thanks for your input. You’ve made some great points, and I appreciate the thought you’ve put into
your ranking. I agree that training our customer service representatives should be at the top of our
list. It’s the foundation for everything else we want to achieve. I’d like to hear from the rest of the
team before we finalize our ranking. What are your thoughts on this? How would you prioritize these
items?

Agent 3 Thanks for sharing your thoughts. I think you’ve highlighted some very important points. I agree that
training our customer service representatives should be a top priority because it directly impacts their
ability to handle customer interactions effectively...

...

Table 10: Transcripts from human studies by Kacewicz et al. (2014) and transcripts from GPT-4o with Prompt 1.
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