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Abstract

Large-scale data collections in the wild, are invari-
ably noisy. Thus developing data pruning strate-
gies that remain robust even in the presence of
corruption is critical in practice. In this work,
we propose Geometric Median (GM) Matching
— a herding style greedy algorithm that yields a
k-subset such that the mean of the subset ap-
proximates the geometric median of the (poten-
tially) noisy dataset. Theoretically, we show that
GM Matching enjoys an improved O(1/k) scal-
ing over O(1/v/k) scaling of uniform sampling;
while achieving optimal breakdown point of 1/2
even under arbitrary corruption. Extensive ex-
periments across several popular deep learning
benchmarks indicate that GM Matching consis-
tently improves over prior state-of-the-art; the
gains become more profound at high rates of cor-
ruption and aggressive pruning rates; making GM
Matching a strong baseline for future research in
robust data pruning.

1. Background

Data pruning, the (combinatorial) task of downsizing a
large training set into a small informative subset (Feldman)
2020;|Agarwal et al., | 2005; [Muthukrishnan et al., [2005; [Har{
Peled| 2011} |[Feldman and Langberg, 2011)), is a promis-
ing approach for reducing the enormous computational and
storage costs of modern deep learning. Consequently, a
large body of recent works have been proposed to solve
the data selection problem. At a high level, data pruning
approaches rely on some carefully designed pruning met-
rics and rank the training samples based on the scores and
retain a fraction of them as representative samples (super
samples), used for training the downstream model. For ex-
ample, (Xia et al.| 2022; Joshi and Mirzasoleiman, 2023;
Sorscher et al., [2022)) calculate the importance score of a
sample in terms of the distance from the centroid of its
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corresponding class marginal. Samples closer to the cen-
troid are considered most prototypical (easy) and those far
from the centroid are treated as least prototypical (hard).
Canonically, similar scoring criterion have been developed
in terms of gradients (Paul et al.}2021), uncertainty (Pleiss
et al.| [2020), forgetfulness (Toneva et al., [2018)). It is worth
noting that the distance-based score is closely related to the
uncertainty / gradient forgetting based score. Samples close
(far away) to the class centroid are often associated with
smaller (larger) gradient norm ; lower (higher) uncertainty;
harder (easier) to forget (Paul et al., [2021}; Sorscher et al.,
2022; [X1a et al., [2022).

Robustness vs Diversity : In the ideal scenario (i.e. in
absence of any corruption), hard examples are known to
contribute the most in downstream generalization perfor-
mance (Katharopoulos and Fleuret, [2018; Joshi et al., 2009
Huang et al.| 2010; Balcan et al.| 2007) as they often cap-
ture most of the usable information in the dataset (Xu et al.
2020). On the other hand, in realistic noisy scenarios in-
volving outliers, this strategy often fails since the noisy ex-
amples are wrongly deemed informative for training (Zhang
and Sabuncul 2018} [Park et al., [2024). Pruning methods
specifically designed for such noisy scenarios thus propose
to retain the most representative (easy) samples (Pleiss et al.,
2020; Jiang et al.|, [2018}; [Har-Peled et al., 2006} [Shah et al.,
2020; |[Shen and Sanghavi, 2019). However, by only choos-
ing samples far from the decision boundary, these methods
ignore the more informative uncorrupted less prototypical
samples. This can often result in sub-optimal downstream
performance and in fact can also lead to degenerate solutions
due to a covariance-shift problem (Sugiyama and Kawanabel
2012); giving rise to a robustness vs diversity trade off (Xia
et al.,[2022)). This issue restricts the applicability of these
methods, as realistic scenarios often deviate from expected
conditions, making it challenging or impractical to adjust
the criteria and methods accordingly. To go beyond these
limitations, in this work, we consider the setting where a
fraction of the samples can be arbitrarily corrupted.

Definition 1 (a-corrupted generation process). Given
¢ € [0,%) and a set of observations from the original
distribution of interest, an adversary is allowed to inspect
all the samples and arbitrarily perturb up to ) fraction of
them. We refer to a set of samples D = Dg U Dp gen-
erated through this process as a-corrupted where, o :=
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Figure 1: Toy Example: 0/20/45% of the samples are corrupted i.e. drawn from an adversary chosen distribution (red). We compare
several baselines for choosing 10% samples: (UNIFORM) random sampling, (EASY) selects of samples closest to the centroid. (HARD)
Selection of samples farthest from the centroid. (MODERATE) selects samples closest to the median distance from the centroid. (HERDING)

moment matching, (GM MATCHING) robust moment (GM) matching. Clearly GM Matching is significantly more robust and diverse than
the other approaches even at such high corruption rates.
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|Di|/|Dg| = %1/1 < 1. Dp and Dg denote the sets of
corrupt and clean samples.

Given such an a-corruptedset of observations D = Dg U
D = {(xi,9:) € R? x Y}, the goal of robust data
pruning is thus to judiciously select a subset Dg C D; that
encapsulates the comprehensive statistical characteristics
of the underlying clean (uncorrupted) distribution induced
by subset Dg without any a-priori knowledge about the
corrupted samples. Note that, allowing the noisy samples
to be arbitrarily corrupted enables us to generalize many
important robustness scenarios; including corrupt features,
label noise and adversarial attacks.

In response, we develop a selection strategy that aims to find
subset such that the discrepancy between the mean of subset
and the geometric median (GM)(Definition [2)) of the (poten-
tially noisy) dataset is minimized. We call this algorithm
Geometric Median Matching and describe it in Section [2]
We show that GM Matching is guaranteed to converge to
a neighborhood of the underlying true (uncorrupted) mean
of the (corrupted) dataset even when 1/2 fraction of the
samples are arbitrarily corrupted.

Theoretically, we show that, GM Matching converges to a
neighborhood of original underlying mean, at an impressive
O(1/k) rate while being robust.

2. Geometric Median (GM) Matching

We make a key observation that in presence of arbitrary cor-
ruption, the class center itself can be arbitrarily shifted and
in fact need not even lie in the convex hull of the underlying
clean samples. That is to say, in the arbitrary corruption
scenario, the entire notion of easy (robust) / hard based on
heuristic falls apart. We exploit the breakdown and transla-

Algorithm 1 GM MATCHING

initialize : A finite collection of « corrupted ( Definition|[T)
observations D defined over Hilbert space H € R,
equipped with norm || - || and inner (-) operators; 8y, S <+ 0.

pOY = argmin,cy, . cp 17— xil

for iterationst=0, 1, ..., k-1 do
X1 i= argmax, cp (¢, x)
01 = 0p + puSM — x4 44

S = S U Xt+1
D:=D \ Xt+1
end
return: S

tion invariance property of Geometric Median (GM) ( Defini-

IThis strong corruption model is also referred to as the Gross
Contamination Framework (Diakonikolas and Kane, 2019)), that
generalizes the popular Huber Contamination Model (Huber, |1992)
and Byzantine Corruption Framework (Lamport et al., [1982).

tion E]) — a well studied spatial estimator, known for several
nice properties like rotation and translation invariance
and optimal breakdown point of 1/2 under gross corrup-
tion (Minsker et al., 2015} [Kemperman, |1987). to perform
subset selection while being resilient to arbitrary corruption.

Definition 2 (Geometric Median). Given a finite collec-
tion of observations {X1,Xa, ...X, } defined over Hilbert
space H € R, equipped with norm || - || and inner {-) oper-
ators, the geometric median(or Fermat-Weber point) (Weber
et al.||1929) is defined as:

} (1)

Computing the GM exactly is known to be hard and no
linear time algorithm exists (Bajaj, |1988)). Consequently, it
is necessary to rely on approximation methods to estimate
the geometric median (Weiszfeld, 1937} |Vardi and Zhang,
2000; [Cohen et al.| 2016). We call a point x. € H an
e-accurate geometric median if:

n

X, = arg min {p(z) = Z

zEH =1

zZ —X;

n

D

i=1

Xe — X4 X — X4 (2)

S(l—&—e)zn:

Given a random batch of samples D from an « corrupted
dataset ( Definition , access to an € accurate GM(-) oracle;
we aim to find a k-subset of samples such that the mean of
the selected subset approximately matches the geometric
median of the training dataset, i.e. we aim solve:

2
arg min 3)
DsCD,|Ds|=k

where, uSM denotes the e-approximate GM () of training
dataset D. Intuitively, if such a subset can be found, the
expected cost (e.g. loss / average gradient) over S is guar-
anteed to be close (as characterized in Theorem [T) to the
expected cost over the uncorrupted examples Dg; enabling
robust data pruning. This is because, even in presence
of grossly corrupted samples (unbounded), GM remains
bounded w.r.t the underlying true mean (Acharya et al.,
2022; [Minsker et al., 2015 |Cohen et al., [2016; |Wu et al.,
2020; (Chen et al.| [2017).

Noting that, the proposed robust moment matching objec-
tive (3) is an instance of the famous set function maximiza-
tion problem — known to be NP hard via a reduction from
k-set cover (Feige, 1998; Nemhauser et al.,{1978)); we adopt
the iterative, herding (Welling} 2009} |(Chen et al.,|2010)) style
greedy approach to approximately solve (G):
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ResNet-50— VGG-16 ResNet-50— ShuffleNet

Method / Ratio 20% 30% 20% 30% Mean 1
No Corruption

Random 29.63+0.43 35.38+0.83 32.40+£1.06 39.13+0.81 34.96

Herding 31.05+£0.22  36.2740.57 33.10+£0.39 38.65+£0.22  35.06

Forgetting 27.53+0.36  35.61+0.39 27.82+0.56 36.26+0.51 32.35

GraNd-score 29.934£0.95 35.61+£0.39 29.56+0.46 37.40+0.38  33.34

EL2N-score 26.47+0.31 33.1940.51 28.18+£0.27 35.81£0.29  31.13

Optimization-based = 25.92+0.64 34.82+1.29 31.37£1.14 38.22+0.78 32.55
Self-sup.-selection ~ 25.16£1.10 33.30+£0.94 29.47+0.56 36.68+0.36 31.45

Moderate-DS 31454032 37.89+0.36 33.324+0.41 39.684+0.34 35.62
GM Matching 35.86+0.41 40.56+0.22 35.51+0.32 40.30+0.58 38.47
20% Label Corruption
Random 23.2941.12 28.184+1.84 25.084+1.32 31.444+1.21 27.00
Herding 23.9940.36 28.574+0.40 26.254+0.47 30.731+0.28 27.39
Forgetting 14.524+0.66  21.75+0.23 15.704+0.29 22.314+0.35 18.57
GraNd-score 22.4440.46 27.954+0.29 23.644+0.10 30.85+0.21 26.22
EL2N-score 15.15+1.25 23.364+0.30 18.01+0.44 24.68+0.34 20.30

Optimization-based = 22.93+0.58 24.92+2.50 25.82£1.70 30.19£0.48 25.97
Self-sup.-selection 18.39£1.30 25.77£0.87 22.87+£0.54 29.80+0.36  24.21

Moderate-DS 23.684+0.19 28.93+0.19 28.824+0.33  32.394+0.21 28.46
GM Matching 28.774+0.77 34.87+0.23  32.05+0.93 37.43+0.25  33.28
20% Feature Corruption
Random 26.33+0.88 31.57+1.31 29.154+0.83 34.72+1.00  30.44
Herding 18.03+0.33  25.77+0.34 23.33+0.43 31.73+£0.38  24.72
Forgetting 19.414+0.57 28.35+£0.16  18.444+0.57 31.09+0.61 24.32
GraNd-score 23.594+0.19 30.69+0.13 23.15+0.56 31.58+0.95  27.25
EL2N-score 24.60+0.81 31.49+0.33 26.624+0.34 33.91+£0.56  29.16

Optimization-based = 25.12+0.34  30.52+0.89 28.87£1.25 34.08£1.92  29.65
Self-sup.-selection ~ 26.33+£0.21 33.23+0.26 26.48+0.37 33.54+0.46  29.90

Moderate-DS 29.65+0.68 35.89+0.53 32.304+0.38 38.6640.29 34.13
GM Matching 33.45+1.02 39.46+0.44 35.14+0.21 39.89+0.98 36.99
PGD Attack
Random 26.124+1.09 31.984+0.78 28.284+0.90 34.59+1.18 30.24
Herding 26.764+0.59 32.564+0.35 28.87+0.48 35.434+0.22 30.91
Forgetting 24.554+0.57 31.834+0.36 23.324+0.37 31.82+0.15 27.88
GraNd-score 25.1940.33 31.464+0.54 26.03+0.66 33.2240.24 28.98
EL2N-score 21.734+0.47 27.66+0.32 22.66+0.35 29.89+0.64 25.49

Optimization-based  26.02+0.36  31.64+1.75 27.93£0.47 34.82+0.96 30.10
Self-sup.-selection ~ 22.36+£0.30 28.56+£0.50 25.35+0.27 32.57+0.13 27.21
Moderate-DS 27.24+£0.36 32.90+0.31 29.06+0.28 35.89+0.53 31.27
GM Matching 27.96+1.60 35.76+0.82 34.11+0.65 40.91+0.84  34.69

Table 1: Tiny ImageNet : A ResNet-50 proxy (pretrained on TinyImageNet) is used to find important samples from
Tiny-ImageNet; which is then used to train a VGGNet-16 and ShuffleNet. We repeat the experiment across multiple
corruption settings - clean; 20% Feature / Label Corruption and PGD attack when 20% and 30% samples are selected.
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We start with a suitably chosen 6y € RY; and repeatedly
perform the following updates, adding one sample at a
time, k times:

X¢y1 := argmax (0, X) 4
xeD
Or1:= 0 + (N?M - Xt+1) o

Clearly, GM MATCHING is performing greedy minimiza-
tion of the error (E]) Intuitively, at each iteration, it accumu-
lates the discrepancies between the GM of dataset and em-
pirical mean of the chosen samples. By pointing towards the
direction that reduces the accumulated error, 6; guides the
algorithm to explore underrepresented regions of the feature
space, thus promeoting diversity. Moreover, by matching
GM (robust moment), the algorithm ensures that far-away
points (outliers) suffer larger penalty — consequently, en-
couraging GM MATCHING to choose more samples near the
convex hull of uncorrupted points conv{¢p(x)|x € Dg}.
Theoretically, we can establish the following convergence
guarantee for GM MATCHING :

Theorem 1. Suppose that, we are given, a set of a-
corrupted samples D (Definition [I)), pretrained proxy
model ¢p, and an € approx. GM(-) oracle (I). Then,
GM MATCHING guarantees that the mean of the selected k-
subset p° = % in eps Xi converges to the neighborhood
of 9 = Exep, (x) at the rate O(1) such that:

2 2

8|Dg|
< °oFel
(IDg| - |Dgl)? Z

o

2¢2

6
 (De] — Ds])? ©

This result suggest that, even in presence of « corruption,
the proposed algorithm GM Matching converges to a neigh-
borhood of the true mean, where the neighborhood radius
depends on two terms — the first term depend on the variance
of the uncorrupted samples and the second term depends on
how accurately the GM is calculated. Consequently, we say
that GM Matching achieves the optimal breakdown point.

2.1. Empirical Evidence

To ensure reproducibility, our experimental setup is iden-
tical to (Xia et al., [2022). Spanning across three popular
image classification datasets - CIFAR10, CIFAR100 and
Tiny-ImageNet - and popular deep nets including ResNet-
18/50 (He et al.| 2016), VGG-16 (Simonyan and Zisser-
man, 2014), ShuffleNet (Ma et al.| 2018a), SENet (Hu
et al., 2018]), EfficientNet-BO(Tan and Le, |[2019); we com-
pare GM MATCHING against several popular data pruning
strategies as baselines: (1) Random; (2) Herding (Welling,

2009); (3) Forgetting (Toneva et al., [2018); (4) GraNd-
score (Paul et al., [2021); (5) EL2N-score (Paul et al., 2021);
(6) Optimization-based (Yang et al.l [2022); (7) Self-sup.-
selection (Sorscher et al.}[2022)) and (8) Moderate (Xia et al.}
2022). We do not run these baselines for be these baselines
are borrowed from (Xia et al., 2020).

We consider three corruption scenarios: (1) Image Cor-
ruption : a popular robustness setting, often encountered
when training models on real-world data (Hendrycks and
Dietterichl 2019} [Szegedy et al., 2013). (2)Label Noise :
data in the wild always contains noisy annotations (Li et al.
2022; |Patrini et al., 2017; Xia et al., |[2020). (3) Adversar-
ial Attack : Imperceptible but adversarial noise on natural
examples e.g. PGD attack (Madry et al.l 2017) and GS
Attacks (Goodfellow et al., [ 2014).

Overall, we improve over prior work almost in all settings,
the gains are especially more profound in presence of cor-
ruption and at aggressive pruning rates. Thus, making GM
Matching a strong baseline for future research in robust
data pruning. Due to space constraints we defer the ex-
periments and discussion to Appendix while providing a
glimpse in Figure[I] Table 0]

3. Conclusion

In this work, we formalized and studied the problem of
robust data pruning. We show that existing data pruning
strategies suffer significant degradation in performance in
presence of corruption. Orthogonal to existing works, we
propose GM MATCHING where our goal is to find a k-subset
from the noisy data such that the mean of the subset approxi-
mates the GM of the noisy dataset. We solve this meta prob-
lem using a herding style greedy approach. We theoretically
justify our approach and empirically show its efficacy by
comparing GM MATCHING against several popular bench-
marks across multiple datasets. Our results indicate that
GM MATCHING consistently outperforms existing pruning
strategies in both clean and noisy settings. While in this
work we have only explored greedy herding style approach,
it is possible to investigate other combinatorial approaches
to solve the meta problem. Further, while we only studied
the problem under gross corruption framework, it remains
open to improve the results by incorporating certain struc-
tural assumptions.
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Supplementary Material

4. Experiments

In this section, we outline our experimental setup, present our key empirical findings, and discuss deeper insights into the
performance of GM Matching.

4.1. Experimental Setup
A. Baselines:

To ensure reproducibility, our experimental setup is identical to (Xia et al.;2022). We compare the proposed GM Matching
selection strategy against the following popular data pruning strategies as baselines for comparison: (1) Random; (2) Herding
(Welling}, 2009); (3) Forgetting (Toneva et al.l 2018); (4) GraNd-score (Paul et al.l 2021)); (5) EL2N-score (Paul et al.l 2021));
(6) Optimization-based (Yang et al.| 2022)); (7) Self-sup.-selection (Sorscher et al.,|2022)) and (8) Moderate (Xia et al., [2022).
We do not run these baselines for be these baselines are borrowed from (Xia et al., [2020).

Additionally, for further ablations we compare GM Matching with many (natural) distance based geometric pruning
strategies: (UNIFORM) Random Sampling, (EASY) Selection of samples closest to the centroid; (HARD) Selection of
samples farthest from the centroid; (MODERATE) (Xia et al.,2022) Selection of samples closest to the median distance from
the centroid; (HERDING) Moment Matching (Chen et al.|2010), (GM MATCHING) Robust Moment (GM) Matching (3).

B. Datasets and Networks :

We perform extensive experiments across three popular image classification datasets - CIFAR10, CIFAR100 and Tiny-
ImageNet. Our experiments span popular deep nets including ResNet-18/50 (He et al., 2016)), VGG-16 (Simonyan and
Zisserman, [2014), ShuffleNet (Ma et al., 2018a), SENet (Hu et al., 2018)), EfficientNet-BO(Tan and Lel 2019)).

C. Implementation Details :

For the CIFAR-10/100 experiments, we utilize a batch size of 128 and employ SGD optimizer with a momentum of 0.9,
weight decay of 5e-4, and an initial learning rate of 0.1. The learning rate is reduced by a factor of 5 after the 60th, 120th,
and 160th epochs, with a total of 200 epochs. Data augmentation techniques include random cropping and random horizontal
flipping. In the Tiny-ImageNet experiments, a batch size of 256 is used with an SGD optimizer, momentum of 0.9, weight
decay of le-4, and an initial learning rate of 0.1. The learning rate is decreased by a factor of 10 after the 30th and 60th
epochs, with a total of 90 epochs. Random horizontal flips are applied for data augmentation. Each experiment is repeated
over 5 random seeds and the variances are noted.

D. Proxy Model :

Needless to say, identifying sample importance is an ill-posed problem without some notion of similarity among the samples.
Thus, it is common to assume access to a proxy encoder ¢p(-) : R? — H € RP that maps the features to a separable Hilbert
space equiped with inner product. Intuitively, this simply means that the embedding space of the encoder fosters proximity
of semantically similar examples, while enforcing the separation of dissimilar ones — a property often satisfied by even
off-the-shelf pretrained foundation models (Hessel et al., 2021}, Sorscher et al., |2022). We perform experiments across
multiple choices of such proxy encoder scenarios: In Table we show results in the standard setting: when the proxy
model shares the same architecture as the model e.g. ResNet50 to be trained downstream, and is pretrained (supervised)
on the clean target dataset e.g. TinyimageNet. However, we also experiment with (a) distribution shift: proxy model
pretrained on a different (distribution shifted) dataset e.g. ImageNet and used to sample from Mini ImageNet. (b) Network
Transfer: Where, the proxy has a different network compared to the classifier. We describe these experiments in more detail
in Section 4.4l

4.2. Ideal (No Corruption) Scenario

Our first sets of experiments involve performing data pruning across selection ratio ranging from 20% - 80% in the
uncorrupted setting. The corresponding results, presented in Table |2} indicate that while GM Matching is developed with
robustness scenarios in mind, it outperforms the existing strong baselines even in the clean setting. Overall, on both
CIFAR-100 and Tiny ImageNet GM Matching improves over the prior methods > 2% on an average. In particular, we note
that GM Matching enjoys larger gains in the low data selection regime, while staying competitive at low pruning rates.
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CIFAR-100
Method / Ratio 20% 30% 40 % 60 % 80% 100% Mean 1
Random 50.26£3.24  53.61£2.73  64.32+£1.77  71.03£0.75  74.12£0.56  78.14%0.55 62.67
Herding 48.39+1.42  50.89+0.97 62.99+0.61 70.61+£0.44  74.21+£0.49  78.14+0.55 61.42
Forgetting 3557+£1.40 49.83£091  59.65+2.50  73.34+£0.39  77.50+0.53  78.1440.55 59.18
GraNd-score 42.65+1.39  53.14+1.28  60.52+0.79  69.70+0.68  74.67+0.79  78.14+0.55 60.14
EL2N-score 27.32+1.16  41.98+0.54 50.47+£1.20 69.23+1.00  75.96+0.88  78.14+0.55 52.99

Optimization-based ~ 42.164+3.30  53.194+2.14  58.93+0.98  68.93+0.70  75.62+0.33  78.14+0.55 59.77
Self-sup.-selection 44.45+2.51  54.63£2.10 62.91+1.20 70.70+0.82  75.29+0.45  78.14+0.55 61.60

Moderate-DS 51.83+0.52  57.794+1.61 64.92+093  71.87£091  75.44+040  78.14+0.55 64.37
GM Matching 55.93+ 048 63.08+ 0.57 66.59+1.18 70.82+0.59 74.63+0.86 78.14+ 0.55 66.01
Tiny ImageNet
Random 24.02+0.41  29.794+0.27 34.41£046 40.96+047  45.74+0.61 49.36+0.25 34.98
Herding 24.094+0.45  29.3940.53  34.13£0.37  40.86+£0.61  45.45+£0.33  49.36+0.25 34.78
Forgetting 22.374+0.71  28.67+0.54  33.64+0.32 41.14+0.43  46.77+0.31 49.36+0.25 34.52
GraNd-score 23.564+0.52  29.66+0.37  34.33+£0.50 40.77+0.42  45964+0.56  49.36+0.25 34.86
EL2N-score 19.74+0.26  26.58+0.40 31.93+0.28  39.124+0.46  45.32+0.27  49.36+0.25 32.54

Optimization-based ~ 13.88+2.17  23.75+1.62  29.77+£0.94  37.05+£2.81 43.76+£1.50  49.36+0.25 29.64
Self-sup.-selection 20.89£0.42  27.66+£0.50  32.504+0.30  39.644+0.39 44.944+0.34  49.3640.25 33.13
Moderate-DS 25294038  30.57£0.20 34.81+0.51 41.454+0.44 46.06+0.33  49.3640.25 35.64
GM Matching 27.88+0.19  33.15+0.26  36.92+0.40 42.48+0.12 46.75+0.51  49.36+0.25 37.44

Table 2: No Corruption : Comparing (Test Accuracy) pruning algorithms on CIFAR-100 and Tiny-ImageNet in the uncorrupted setting.
ResNet-50 is used both as proxy and for downstream classification.

4.3. Corruption Scenarios

To understand the performance of data pruning strategies in presence of corruption, we experiment with three different
sources of corruption — image corruption, label noise and adversarial attacks.

4.3.1. ROBUSTNESS TO IMAGE CORRUPTION

In this set of experiments, we investigate the robustness of data pruning strategies when the input images are corrupted — a
popular robustness setting, often encountered when training models on real-world data (Hendrycks and Dietterich 2019
Szegedy et al.;[2013). To corrupt images, we apply five types of realistic noise: Gaussian noise, random occlusion, resolution
reduction, fog, and motion blur to parts of the corrupt samples i.e. to say if m samples are corrupted, each type of noise is
added to one a random m /5 of them, while the other partitions are corrupted with a different noise. The results are presented
in Table We observe that GM Matching outperforms all the baselines across all pruning rates improving ~3% across
both datasets on an average. We note that, the gains are more consistent and profound in this setting over the clean setting.
Additionally, similar to our prior observations in the clean setting, the gains of GM Matching are more significant at high
pruning rates (i.e. low selection ratio).

4.3.2. ROBUSTNESS TO LABEL CORRUPTION

Next, we consider another important corruption scenario where a fraction of the training examples are mislabeled. Since
acquiring manually labeled data is often impractical and data in the wild always contains noisy annotations — it is important
to ensure the pruning method is robust to label noise. We conduct experiments with synthetically injected symmetric label
noise (L1 et al., 20225 |Patrini et al., [2017; Xia et al.,[2020). The results are summarized in Table E]@ Encouragingly, GM
Matching outperforms the baselines by ~ 12%. Since, mislabeled samples come from different class - they are spatially
quite dissimilar than the correctly labeled ones thus, less likely to be picked by GM matching, explaining the superior
performance.

4.3.3. ROBUSTNESS TO ADVERSARIAL ATTACKS

Finally, we investigate the robustness properties of data pruning strategies in presence of adversarial attacks that add
imperceptible but adversarial noise on natural examples (Szegedy et al., [2013; Ma et al., 2018b; [Huang et al., [2010).
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CIFAR-100
Method / Selection ratio 20% 30% 40% 60% 80% 100 % Mean 1
No Corruption

Random 50.26£3.24  53.61+£2.73 64.32+1.77 71.03+0.75  74.124+0.56  78.1440.55 62.67
Herding 48.39+1.42 50.89+£0.97 62.99+0.61 70.61+£0.44 74.21+£0.49  78.144+0.55 61.42
Forgetting 3557140 49.83+091  59.65+2.50 73.34+0.39  77.50+0.53  78.1440.55 59.18
GraNd-score 42.65+1.39  53.14%£1.28  60.52+0.79  69.70+0.68  74.67+0.79  78.14+0.55 60.14
EL2N-score 27.32+1.16  41.98+0.54 50.47+1.20 69.23+1.00 75.964+0.88  78.1440.55 52.99
Optimization-based 42.164£3.30  53.19£2.14  58.93+098 68.93+0.70  75.62+0.33  78.144+0.55 59.77
Self-sup.-selection 44.4542.51  54.63£2.10 62.91£1.20 70.70+0.82  75.29+0.45  78.144+0.55 61.60
Moderate-DS 51.83+0.52  57.79+1.61 64.92+093  71.87+091  75.444+0.40  78.1440.55 64.37
GM Matching 55.93+ 048 63.08+ 0.57 66.59+ 1.18 70.82+0.59 74.63+0.86 78.144 0.55 66.01

5% Feature Corruption
Random 43.1443.04  54.1942.92  64.21£2.39  69.50+1.06 72.90+0.52  77.26+0.39 60.79
Herding 42.504+1.27 53.88+£3.07 60.54+0.94  69.15+0.55 73.47+0.89  77.26+0.39 59.81
Forgetting 32.42+0.74  49.72+1.64  54.84+220 70.224+2.00  75.1940.40  77.2640.39 56.48
GraNd-score 42.2440.57 53.48+0.76  60.17£1.66  69.16+0.81  73.35+0.81  77.26+0.39 59.68
EL2N-score 26.13+1.75 39.01+1.42 49.89+1.87 68.36+1.41 73.10+0.36  77.2640.39 51.30
Optimization-based 38.25+3.04 50.88+6.07 57.26+0.93  68.02+0.39  73.774+0.56  77.2640.39 57.64
Self-sup.-selection 44244048 5599+1.21 61.03+£0.59 69.96+1.07 74.56+1.17 77.26+0.39 61.16
Moderate-DS 46.78£1.90 57.36+1.22 65.40+1.19 71.46+0.19 75.64+0.61 77.26+0.39 63.33
GM Matching 49.50+0.72 60.23+0.88 66.25+0.51 72.91+0.26 75.104+0.29  77.26+0.39 64.80

10% Feature Corruption
Random 43.2743.01 53.9442.78 62.17£1.29 68.41+1.21 73.50+0.73  76.504+0.63 60.26
Herding 44.3441.07 53.31%£1.49  60.13£0.38  68.20+£0.74  74.34+1.07  76.504+0.63 60.06
Forgetting 30.43+£0.70  47.50+1.43 53.16+0.44  70.36+0.82  75.11+0.71  76.5040.63 55.31
GraNd-score 36.36£1.06 52.26+0.66 60.22+1.39  68.96+0.62  72.78+0.51  76.5040.63 58.12
EL2N-score 21.75£1.56  30.80+2.23 41.06+1.23  64.82+1.48 73.47+1.30 76.5040.63 46.38
Optimization-based 37.22+0.39  48.92+1.38 56.88+1.48  67.33+2.15 72944190 76.5040.63 56.68
Self-sup.-selection 42.01£1.31  54.47£1.19 61.37+£0.68 68.52+1.24 74.73+0.36  76.50+0.63 60.22
Moderate-DS 47.024+0.66  55.60+£1.67 62.18%t1.86 71.83+0.78  75.66+0.66  76.50+0.63 62.46
GM Matching 48.86+1.02 60.15+0.43 66.92+0.28 72.03+0.38 73.71+0.19  76.50+0.63 64.33

20% Feature Corruption
Random 40.994+1.46 50.38+1.39  57.24+0.65 65.21+1.31 71.74+0.28  74.924+0.88 57.11
Herding 44424046  53.57+£0.31 60.72+£1.78  69.09+1.73  73.08+0.98  74.924+0.88 60.18
Forgetting 26.39+0.17  40.78+2.02  49.95+2.31  65.71+1.12  73.674+1.12  74.9240.88 51.30
GraNd-score 36.33+2.66 46.21+1.48 55.51+0.76  64.594+2.40 70.144+1.36  74.9240.88 54.56
EL2N-score 21.64+2.03  23.78+1.66 35.71+1.17 56.32+0.86 69.66+0.43  74.924+0.88 41.42
Optimization-based 33.42+1.60 45.37+2.81 54.06+1.74 65.19+1.27 70.064+0.83  74.9240.88 54.42
Self-sup.-selection 42.614+2.44  54.04+£190 59.51+£1.22 68.97+096  72.33+0.20  74.924+0.88 60.01
Moderate-DS 42.984+0.87 55.80+£0.95 61.84+1.96 70.05+£1.29 73.67+£0.30 74.924+0.88 60.87
GM Matching 47.12+0.64 59.17+0.92 63.45+0.34 71.70+0.60 74.60+1.03  74.92+0.88 63.21

Table 3: Image Corruption ( CIFAR 100 ): Comparing (Test Accuracy) pruning methods when 20% of the images are corrupted.
ResNet-50 is used both as proxy and for downstream classification.
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Tiny ImageNet
Method / Ratio 20% 30% 40% 60 % 80% 100% Mean 1
No Corruption
Random 24.02+0.41 29.79+0.27 34.414+0.46 40.96+0.47 45.74+0.61 49.36+0.25  34.98
Herding 24.09+0.45 29.39+0.53 34.13+0.37 40.86+0.61 45.45+0.33 49.36+0.25  34.78
Forgetting 22.3740.71 28.67+0.54 33.64+£0.32 41.14+043 46.77+0.31 49.36+£0.25  34.52
GraNd-score 23.56+0.52 29.66+0.37 34.33+0.50 40.77+0.42 45.96+0.56 49.36+0.25  34.86
EL2N-score 19.74+£0.26  26.58+0.40 31.93+£0.28 39.12+£0.46 45.324£0.27 49.36+£0.25  32.54

Optimization-based ~ 13.88+2.17 23.75£1.62 29.77+£0.94 37.05£2.81 43.76£1.50 49.36+0.25  29.64
Self-sup.-selection ~ 20.89+0.42 27.66+£0.50 32.50+0.30 39.64+0.39 44.94+0.34 49.36+0.25 33.13

Moderate-DS 25.2940.38 30.57+£0.20 34.81+0.51 41.454+0.44 46.06£0.33 49.36+0.25 35.64
GM Matching 27.884+0.19 33.15£0.26 36.92+0.40 42.48+0.12 46.75+0.51 49.36+0.25 37.44
5% Feature Corruption
Random 23.51+£0.22 28.82+0.72 32.61+0.68 39.77+0.35 44.37+£0.34 49.02+0.35  33.82
Herding 23.09+0.53  28.67+0.37 33.09+0.32 39.71+0.31 45.04+0.15 49.02+0.35  33.92
Forgetting 21.36+0.28 27.72+0.43 33.45+0.21 40.92+0.45 45.99+0.51 49.02+0.35  33.89
GraNd-score 22.474£0.23 28.85+0.83 33.81+0.24 40.40+0.15 44.86+£0.49 49.02+0.35  34.08
EL2N-score 18.984+0.72  25.96£0.28 31.07+0.63 38.65+0.36 44.21+0.68 49.02+£0.35  31.77

Optimization-based  13.65+1.26 24.02+£1.35 29.65+1.86 36.55+1.84 43.64+£0.71 49.02+0.35  29.50
Self-sup.-selection ~ 19.35+0.57 26.11+£0.31 31.90+0.37 38.91+0.29 44.43+£042 49.02+0.35 32.14

Moderate-DS 24.63+0.78 30.27+0.16 34.84+0.24 40.86+0.42 45.604+0.31 49.0240.35 35.24
GM Matching 27.46+1.22 33.14+0.61 35.76+1.14 41.62+0.71 46.83+0.56 49.02+0.35 36.96
10% Feature Corruption
Random 22.67+0.27 28.67+0.52 31.88+0.30 38.63+0.36 43.46+0.20 48.40+0.32  33.06
Herding 22.014+0.18 27.82+0.11 31.82+0.26 39.374+0.18 44.184+0.27 48.40+0.32  33.04
Forgetting 20.064+0.48 27.17+£0.36 32.31+0.22 40.19+0.29 45.51+0.48 48.40+0.32  33.05
GraNd-score 21.5240.48 26.98+0.43 32.70+0.19 40.03+0.26 44.874+0.35 48.40+0.32  33.22
EL2N-score 18.59+0.13 25.23+0.18 30.374+0.22 38.444+0.32 44.32+1.07 48.40+0.32  31.39

Optimization-based 14.05+1.74 29.18+1.77 29.12+0.61 36.284+1.88 43.52+0.31 48.40+0.32  29.03
Self-sup.-selection ~ 19.47+0.26 26.51+£0.55 31.78+0.14 38.87+0.54 44.69+£0.29 48.40+0.32  32.26

Moderate-DS 23.79+£0.16 29.56+0.16 34.60+0.12 40.36+0.27 45.10+£0.23 48.40+0.32  34.68
GM Matching 27.41+0.23 32.84+0.98 36.27+0.68 41.85+0.29 46.35+0.44 48.40£0.32  36.94
20% Feature Corruption
Random 19.994+0.42 25.93£0.53 30.83+£0.44 37.98+0.31 42.96+0.62 46.68+£0.43  31.54
Herding 19.46+0.14 24.47+0.33  29.72+0.39 37.50+0.59 42.28+0.30 46.68+0.43  30.86
Forgetting 18.47+0.46 25.53+0.23 31.17+0.24 39.35+0.44 44.55+0.67 46.68+0.43  31.81
GraNd-score 20.07£0.49 26.68+£0.40 31.25+0.40 38.21+0.49 42.84+0.72 46.68+0.43  30.53
EL2N-score 18.57+0.30 24.42+0.44 30.04+0.15 37.62+0.44 42.43+0.61 46.68+£0.43  30.53

Optimization-based  13.71+0.26 23.33+£1.84 29.154+2.84 36.12+1.86 42.94+0.52 46.88+0.43  29.06
Self-sup.-selection ~ 20.224+0.23  26.90+£0.50 31.93£0.49 39.74+0.52 44.27+0.10 46.68+0.43  32.61
Moderate-DS 23.2740.33  29.06+0.36 33.48+0.11 40.07+0.36 44.73+0.39 46.68+£0.43  34.12
GM Matching 27.19+£0.92 31.70+£0.78 35.14+£0.19 42.04+£0.31 45.12+£0.28 46.68£0.43  36.24

Table 4: Image Corruption ( Tiny ImageNet ): Comparing (Test Accuracy) pruning methods under feature (image) corruption.
ResNet-50 is used both as proxy and for downstream classification.
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CIFAR-100 (Label noise)  Tiny ImageNet (Label noise)

Method / Ratio 20% 30% 20% 30% Mean 1
20% Label Noise

Random 34.47+£0.64  43.26+1.21  17.78+0.44 23.88+0.42 29.85

Herding 42.294+1.75 50.52+3.38  18.98+0.44 24.23+0.29 34.01

Forgetting 36.53+£1.11  45.78+1.04  13.20+0.38 21.79+£0.43 29.33

GraNd-score 31.7240.67  42.80+0.30  18.28+0.32 23.72+40.18 28.05

EL2N-score 29.82+1.19  33.624+2.35  13.93£0.69 18.57+0.31 23.99

Optimization-based ~ 32.79+0.62  41.80£1.14  14.774+0.95 22.52+0.77 27.57
Self-sup.-selection 31.08+£0.78  41.87+0.63  15.10£0.73 21.01£0.36 27.27

Moderate-DS 40.25+0.12  48.53£1.60  19.64+0.40 24.96+0.30 31.33
GM Matching 52.64+0.72 61.01+0.47 25.80+0.37 31.71+0.24 42.79
35% Label Noise
Random 24.51+1.34  32.26+0.81 14.64+0.29 19.414+0.45 22.71
Herding 29.424+1.54  37.50+2.12  15.14+0.45 20.19+0.45 25.56
Forgetting 29.48+1.98  38.01+2.21 11.25+0.90 17.0740.66 23.14
GraNd-score 23.03+1.05  34.8342.01 13.68+0.46 19.514+0.45 22.76
EL2N-score 21.95+1.08 31.63+2.84 10.11£0.25 13.6940.32 19.39

Optimization-based =~ 26.77+0.15  35.63£0.92  12.371+0.68 18.52+0.90 23.32
Self-sup.-selection 23.12£1.47  34.85+0.68  11.23£0.32 17.76+0.69 22.64
Moderate-DS 28.45+£0.53  36.55+1.26  15.27£0.31 20.33+0.28 25.15
GM Matching 43.33+£1.02 5841+ 0.68 23.14+0.92  27.76+ 0.40 38.16

Table 5: Robustness to Label Noise: Comparing (Test Accuracy) pruning methods on CIFAR-100 and TinyIlmageNet datasets, under
20% and 35% Symmetric Label Corruption, at 20% and 30% selection ratio. ResNet-50 is used both as proxy and for downstream
classification.

Tiny ImageNet (Label Noise)

Method / Ratio 20% 30% 40 % 60% 80% 100% Mean 1
Random 17.78+0.44  23.88+0.42 27.97£0.39 34.88+£0.51 38.47+0.40 44.42+0.47 28.60
Herding 18.984+0.44 24.23+0.29 27.28+£0.31 34.36+£0.29 39.00+£0.49 44.42+0.47 28.87
Forgetting 13.204£0.38  21.794£0.43 27.89£0.22 36.03+£0.24 40.60+0.31 44.42+0.47 27.50
GraNd-score 18.284+0.32  23.72+0.18 27.34£0.33 34.91+0.19 39.45+0.45 44.42+0.47 28.34
EL2N-score 13.93+0.69  18.57+£0.31 24.56£0.34 32.14+£0.49 37.64+0.41 44.42+0.47 25.37

Optimization-based ~ 14.77£0.95 22.524+0.77 25.62+0.90 34.18+0.79 38.49+0.69 44.42+047  27.12
Self-sup.-selection ~ 15.10£0.73  21.01+0.36  26.62+£0.22 33.93+0.36 39.22+0.12 44.424+047  27.18
Moderate-DS 19.64+0.40 24.96+0.30 29.56+0.21 35.79+0.36 39.93£0.23 44.42+047  30.18
GM Matching 25.80+0.37 31.71+0.24 34.87+0.21 39.76+0.71 41.94+0.23 44424047  34.82

Table 6: Pruning with Label Noise (TinyImageNet): Comparing (Test Accuracy) pruning methods under 20% Symmetric Label
Corruption across wide array of selection ratio. ResNet-50 is used both as proxy and for downstream classification.
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CIFAR-100 (PGD Attack) ~ CIFAR-100 (GS Attack)

Method / Ratio 20% 30% 20% 30% Mean 1
Random 43234031 52.86+034 4423041 53444044 4844
Herding 40214072 49.62+0.65  39.92+£1.03  50.14+0.15  44.97
Forgetting 35904130  47.37£0.99  37.55+053  46.88+191  41.93
GraNd-score 40.87+£0.84 5013030  40.77+L11  49.88+0.83  45.41
EL2N-score 26.61+£0.58  34.50+1.02 26724066  3555+130  30.85

Optimization-based ~ 38.29+1.77 46.25+1.82 41.36£0.92  49.10£0.81 43.75
Self-sup.-selection 40.53£1.15 49.95+0.50 40.74+1.66  51.23+0.25 45.61

Moderate-DS 43.60+0.97 51.66+0.39 44.694+0.68  53.71+0.37 48.42
GM Matching 45.41 +0.86 51.80 +1.01 49.78 £0.27  55.50 +0.31 50.62
Tiny ImageNet (PGD Attack) Tiny ImageNet (GS Attack)
Method / Ratio 20% 30% 20% 30% Mean 1
Random 20.93£0.30 26.60+0.98 22.43+0.31 26.89+0.31 24.21
Herding 21.61£0.36 25.95+0.19 23.04£0.28  27.3940.14 24.50
Forgetting 20.38+0.47 26.12+0.19 22.06£0.31 27.21£0.21 23.94
GraNd-score 20.76+0.21 26.34+0.32 22.56+£0.30  27.524+0.40 24.30
EL2N-score 16.67£0.62 22.36+£0.42 19.93+0.57  24.65+0.32 20.93

Optimization-based ~ 19.26+0.77 24.55+£0.92 21.26£0.24  25.88+0.37 22.74
Self-sup.-selection 19.23+0.46 23.92+0.51 19.70+£0.20  24.73£0.39 21.90
Moderate-DS 21.81£0.37 27.11£0.20 23.20£0.13  28.89+0.27 25.25
GM Matching 25.98 £1.12 30.77 £0.25 29.71 £0.45  32.88 £0.73 29.84

Table 7: Robustness to Adversarial Attacks. Comparing (Test Accuracy) pruning methods under PGD and GS attacks. ResNet-50 is
used both as proxy and for downstream classification.

Specifically, we experiment with two popular adversarial attack algorithms — PGD attack (Madry et al., 2017) and GS
Attacks (Goodfellow et al.,|2014). We employ adversarial attacks on models trained with CIFAR-100 and Tiny-ImageNet to
generate adversarial examples. Following this, various methods are applied to these adversarial examples, and the models
are retrained on the curated subset of data. The results are summarized in Table[/| Similar to other corruption scenarios,
even in this setting, GM Matching outperforms the baselines ~ and remains effective across different pruning rates yielding
~ 3% average gain over the best performing baseline.

4.4. Generalization to Unseen Network / Domain

One crucial component of data pruning is the proxy network. Since, the input features (e.g. images) often reside on
a non-separable manifold, data pruning strategies rely on a proxy model to map the samples into a separable manifold
(embedding space), wherein the data pruning strategies can now assign importance scores. However, it is important for the
data pruning strategies to be robust to architecture changes i.e. to say that samples selected via a proxy network should
generalize well when trained on unseen (during sample selection) networks / domains. We perform experiments on two such

ResNet-50—SENet ResNet-50— EfficientNet-B0
Method / Ratio 20% 30% 20% 30% Mean 1
Random 34.134+0.71 39.574+0.53 32.884+1.52 39.114+0.94 36.42
Herding 34.86+0.55 38.60+£0.68 32.21+1.54 37.534+0.22 35.80
Forgetting 33.404+0.64 39.794+0.78 31.1240.21 38.3840.65 35.67
GraNd-score 35.124+0.54  41.14+£0.42 33.2040.67 40.02+0.35 37.37
EL2N-score 31.08+1.11 38.264+0.45 31.3440.49 36.884+0.32 34.39

Optimization-based ~ 33.18+£0.52  39.42+0.77 32.16£0.90 38.52+0.50 35.82
Self-sup.-selection ~ 31.74£0.71  38.45+£0.39 30.99+£1.03 37.96+0.77 34.79
Moderate-DS 36.04£0.15 41.40+0.20 34.261+0.48 39.57+0.29 37.82
GM Matching 37.93£0.23  42.59+0.29  36.31+£0.67 41.03+£0.41 39.47

Table 8: Network Transfer (Clean) : Tiny-ImageNet Model Transfer Results. A ResNet-50 proxy is used to find important samples
which are then used to train SENet and EfficientNet.
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ResNet-50— VGG-16 ResNet-50— ShuffleNet

Method / Ratio 20% 30% 20% 30% Mean 1
No Corruption

Random 29.63+0.43 35.38+0.83 32.40+1.06 39.13£0.81 34.96

Herding 31.05£0.22  36.27+£0.57 33.10+£0.39  38.65+0.22 35.06

Forgetting 27.53+0.36  35.61£0.39 27.82+0.56 36.26£0.51 32.35

GraNd-score 29.93+£0.95 35.61+£0.39 29.56+0.46 37.40+0.38 33.34

EL2N-score 26.47+0.31 33.19£0.51 28.1840.27 35.81£0.29 31.13

Optimization-based  25.92+0.64 34.82+1.29 31.37£1.14 38.22+0.78 32.55
Self-sup.-selection ~ 25.16£1.10 33.30+£0.94 29.47+0.56 36.68+0.36 31.45

Moderate-DS 31454032 37.89+0.36 33324041 39.68+£0.34  35.62
GM Matching 35.86+0.41 40.56+0.22 35.51+0.32 40.30+0.58  38.47
20% Label Corruption
Random 23.29+1.12 28.18+1.84 25.08+1.32 31.44+1.21 27.00
Herding 23.994+0.36  28.57+£0.40 26.254+0.47 30.73£0.28  27.39
Forgetting 14.524£0.66  21.75+£0.23  15.70£0.29 22.31£0.35 18.57
GraNd-score 22444046 27.95+0.29 23.644+0.10 30.85+£0.21  26.22
EL2N-score 15.15£1.25 23.36+£0.30 18.01+0.44 24.6840.34  20.30

Optimization-based = 22.93+0.58 24.924+2.50 25.82+£1.70 30.19£0.48 25.97
Self-sup.-selection 18.39£1.30 25.77£0.87 22.87£0.54 29.80£0.36  24.21

Moderate-DS 23.68+0.19 28.93£0.19 28.82+0.33  32.39£0.21 28.46
GM Matching 28.77+0.77 34.87+0.23  32.05+0.93 37.43+0.25 33.28
20% Feature Corruption
Random 26.33+£0.88 31.57+1.31 29.15+£0.83 34.72+1.00 30.44
Herding 18.03£0.33  25.77+£0.34  23.33£0.43 31.73£0.38 24.72
Forgetting 19.41£0.57 28.35+£0.16  18.44+0.57 31.09+0.61 24.32
GraNd-score 23.59+£0.19 30.69+0.13  23.15+£0.56 31.58+0.95 27.25
EL2N-score 24.60+0.81 31.49£0.33 26.62+0.34 33.91+0.56 29.16

Optimization-based ~ 25.12+0.34  30.52+0.89 28.87£1.25 34.08£1.92  29.65
Self-sup.-selection ~ 26.33+£0.21 33.23+0.26 26.48+0.37 33.54+0.46  29.90

Moderate-DS 29.654+0.68 35.894+0.53 32.304+0.38 38.66+0.29 34.13
GM Matching 33.45+1.02 39.46+0.44 35.14+0.21 39.89+0.98 36.99
PGD Attack
Random 26.124+1.09 31.984+0.78 28.284+0.90 34.59+1.18 30.24
Herding 26.76+£0.59 32.56+0.35 28.87+0.48 35.4340.22 30.91
Forgetting 24.5540.57 31.834+0.36 23.324+0.37 31.8240.15 27.88
GraNd-score 25.194£0.33 31.46+0.54 26.03+0.66 33.2240.24 28.98
EL2N-score 21.734+£0.47 27.66+0.32 22.66+0.35 29.89+0.64 25.49

Optimization-based  26.02+0.36  31.64+1.75 27.93£0.47 34.82+0.96 30.10
Self-sup.-selection ~ 22.36+£0.30 28.56+£0.50 25.35+0.27 32.57+0.13 27.21
Moderate-DS 27.24£036 32.90+0.31 29.06+0.28 35.89+0.53 31.27
GM Matching 27.96+1.60 35.76+0.82 34.11+0.65 40.91+£0.84  34.69

Table 9: Network Transfer : A ResNet-50 proxy (pretrained on TinylmageNet) is used to find important samples from Tiny-ImageNet;
which is then used to train a VGGNet-16 and ShuffleNet. We repeat the experiment across multiple corruption settings - clean; 20%
Feature / Label Corruption and PGD attack when 20% and 30% samples are selected.
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scenarios:

A. Network Transfer: In this setting, the proxy model is trained on the target dataset (no distribution shift). However, the
proxy architecture is different than the downstream network. In Table[8] we use a ResNet-50 proxy trained on MinilmageNet
to sample the data. However, then we train a downstram SENet and EfficientNet-BO on the sampled data. In Table 0} we use
a ResNet-50 pretrained on Mini ImageNet as proxy, whereas we train a VGG-16 and ShuffleNet over the selected samples.

B. Domain Transfer: Next, we consider the setting where the proxy shares the same architecture with the downstream
model. However, the proxy used to select the samples is pretrained on a different dataset (distribution shift) than target
dataset. In ?? we use a proxy ResNet-18 pretrained on ImageNet to select samples from CIFAT-10. The selected samples
are used to train a subsequent ResNet-18. In ??, we additionally freeze the pretrained encoder i.e. we use ResNet-18
encoder pretrained on ImageNet as proxy. Further, we freeze the encoder and train a downstream linear classifier on top
over CIFAR-10 (linear probe).

5. Complete Proofs

In this section we will describe the proof techniques involved in establishing the theoretical claims in the paper.

5.0.1. INTERMEDIATE LEMMAS

In order to prove Theorem |1} we will first establish the following result which follows from the definition of GM; see
also (Lopuhaa et al., |1991; Minsker et al.| 2015} |Cohen et al.| 2016; |Chen et al., [2017; |L1 et al., 2019 Wu et al.| [2020;
Acharya et al.||2022) for similar adaptations.

Lemma 1. Given a set of a-corrupted samples D = Dg U Dpg ( Definition , and an e-approx. GM(-) oracle (I)), then we

have: )
_ 8Dg| 2¢2
EHHGM—ug < E|lx — p¢ +— @)
(Dl = Ds))? 27; (IDg — Dal)?
where, uSM = GM({x; € D}) is the e-approximate GM over the entire (a-corrupted) dataset; and p9 IDg\ leeDg X;
denotes the mean of the (underlying) uncorrupted set.
Proof. Note that, by using triangle inequality, we can write:
sl 5 el b 5, (]
x, €D x,€Dp x;€Dg
(= - )+ 2 x| = |
x;EDg x;€Dp x;€Dp x;€Dg
- (|'Dg|—|D5> ‘NGM + ) —2 > |- (8)
x; €D x;€Dg
Now, by definition ; we have that:
Z /LGM —x;|| < inf Z — X; )]
zCH
x;ED x; €D
Combining these two inequalities, we get:
(o1 - 2l ] < & ] - S [ +2 = ]+ (10)
x; €D x; €D x;€Dg
This implies:
2
HuGM < x| + : (n
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Squaring both sides,

9 2
‘HGM < [2 3 +E] (12)
(|Dg| - DB|) S (wg - |DB|)
2
<2[2 ST x| +2 61 (13)
(|Dg| - |DB> «(Ps (|Dg| - |DB)

Where, the last step is a well-known consequence of triangle inequality and AM-GM inequality. Taking expectation on both
sides, we have:

2 2

+

<LZE

2¢2
— 2
(|Dg| - ms) xi€Dq

2
(1261 - 1P
Since, GM is translation equivariant, we can write:

oo )] -of( im0} -

Consequently we have that :

EHMGM X; (14)

2 2

|

X,‘,*[l/

< 8 Z E 262

— 2 2
(|Dg| - ms) xi€D (Dg| - |DB|)

This concludes the proof. n

5.0.2. PROOF OF THEOREM[]
‘We restate the theorem for convenience:

Theorem [T Suppose that, we are given, a set of a-corrupted samples D (Definition ), pretrained proxy model ¢g, and an e
approx. GM(-) oracle (T). Then, GM MATCHING guarantees that the mean of the selected k-subset puS = % qu‘,EDs X;

converges to the neighborhood of p9 = Exep, (x) at the rate O(4) such that:

2 2

2¢?

S 16
 1De] — Ds))? (10

]

x€Dg

Proof. To prove this result, we first show that GM MATCHING converges to uS™ at O( ). It suffices to show that the error

5:

pSM — % ine s Xi H — 0 asymptotically. We will follow the proof technique in (Chen et al.,|2010) mutatis mutandis
to prove this result. We also assume that D contains the support of the resulting noisy distribution.

We start by defining a GM-centered marginal polytope as the convex hull —
M, = conv{x — M |x € D} (17)
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Then, we can rewrite the update equation (2??) as:

Ori1 = 0 + p™ — X111 (18)
=0, — (Xt+1 - HS’M) (19)
=6, — (arg max{f;, x) — MSM) (20)
x€D
= 0; — arg max(0;, m) 21
meM,
= 9,5 — My (22)
Now, squaring both sides we get :
10e111” = 11611 + [ | — 2(;, my) (23)
rearranging the terms we get:
10e+111% = 110:]]* = [[me||* — 2(0;, my) (24)
Gt my
= [l [* — 2 o |12 | {7 ) (25)
' RO o]
1 Gt m;
= 2o bl = 0 s ) ) 26)
2 ([0 [/ |

Assume that ||x;|| < r Vx; € D., Then we note that,
l; — ™ < llxill + ™) < 2

Plugging this in, we get:

0 m
01| — |6 < 2||m Ge L t) 27

Recall that, ;,LSM is guaranteed to be in the relative interior of conv{x |x € D} (Lopuhaa et al.,|1991; Minsker et al.,|2015).
Consequently, Ix-ball around uS™ contained inside M and we have Vt > 0

(975 my
(T )= k>0 (28)
16211 [ |
This implies, V¢ > 0
r
[0:]] < — (29)
K
Expanding the value of ; we have:
k T
Ok = |00 + kpl™ — < - 30
K ‘wm ;m_ﬁ (30)
Apply Cauchy Schwartz inequality:
~ r
k G™M < 116 —_ 31
Hue ;xk_’ou (31)
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normalizing both sides by number of iterations k

1< 1 r
GMii <7 o
e = 3o < £ (] + )

Thus, we have that GM MATCHING converges to u™ at the rate O(1).

to

Combining this with Lemma([T] completes the proof.
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