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Abstract001

Prompt optimization aims to search for ef-002
fective prompts that enhance the performance003
of large language models (LLMs). Although004
existing prompt optimization methods have005
discovered effective prompts, they often dif-006
fer from sophisticated prompts carefully de-007
signed by human experts. Prompt design008
strategies, representing best practices for im-009
proving prompt performance, can be key to010
improving prompt optimization. Recently, a011
method termed the Autonomous Prompt Engi-012
neering Toolbox (APET) has incorporated var-013
ious prompt design strategies into the prompt014
optimization process. In APET, the LLM is015
needed to implicitly select and apply the appro-016
priate strategies because prompt design strate-017
gies can have negative effects. This implicit018
selection may be suboptimal due to the limited019
optimization capabilities of LLMs. This paper020
introduces Optimizing Prompts with sTrategy021
Selection (OPTS), which implements explicit022
selection mechanisms for prompt design. We023
propose three mechanisms, including a Thomp-024
son sampling-based approach, and integrate025
them into EvoPrompt, a well-known prompt026
optimizer. Experiments optimizing prompts for027
two LLMs, Llama-3-8B-Instruct and GPT-4o028
mini, were conducted using BIG-Bench Hard.029
Our results show that the selection of prompt030
design strategies improves the performance of031
EvoPrompt, and the Thompson sampling-based032
mechanism achieves the best overall results.033

1 Introduction034

Large language models (LLMs) such as GPT-035

4 (OpenAI et al., 2024), Gemini (Team et al., 2024),036

and Llama 3 (Grattafiori et al., 2024) have demon-037

strated superior abilities in a variety of domains,038

including medicine (Nori et al., 2023), law (Katz039

et al., 2024), and code generation (Rozière et al.,040

2024). Since well-crafted prompts improve the041

performance of LLMs, prompt engineering (i.e.,042

designing better prompts) plays a key role in the 043

area (Bsharat et al., 2024; Schulhoff et al., 2024). 044

Despite its importance, prompt engineering is labo- 045

rious as it requires a lot of time for refinement and 046

sufficient knowledge of the tasks. To design effec- 047

tive prompts with less effort, research on prompt 048

optimization has been actively conducted. In partic- 049

ular, discrete prompt optimization, which optimizes 050

prompts within the natural language space, has at- 051

tracted attention. This approach is valuable as it 052

typically allows for the optimization of prompts 053

for black-box LLMs, such as GPT-4, while also 054

providing interpretable results (Chang et al., 2024). 055

To explore effective prompts within the large nat- 056

ural language space, several methods have been 057

proposed, which include emulating evolutionary al- 058

gorithms using LLMs (Guo et al., 2024; Fernando 059

et al., 2023; Cui et al., 2024). These methods have 060

discovered effective prompts, but they often differ 061

from sophisticated prompts carefully designed by 062

human experts. 063

Prompt design strategies, which provide guide- 064

lines for creating effective prompts, can be key 065

to boosting the performance of prompt optimiz- 066

ers. In fact, Chain-of-Thought (CoT; Wei et al., 067

2022) and Role Prompting (Wang et al., 2024a) 068

have been employed in prompt optimization, lead- 069

ing to better prompts (Agarwal et al., 2024). Re- 070

cently, Kepel and Valogianni (2024) proposed a 071

method termed the Autonomous Prompt Engineer- 072

ing Toolbox (APET), which incorporated various 073

prompt design strategies into the optimization pro- 074

cess. APET fed all prepared strategies into an 075

LLM to generate a new prompt that incorporates 076

the strategies. However, not all strategies should 077

be incorporated because prompt design strategies 078

can have negative effects depending on both the 079

LLM and the task (Zheng et al., 2024; Deng et al., 080

2024). In APET, an LLM that generates prompts 081

is required to implicitly select appropriate strate- 082

gies, which may lead to suboptimal performance 083
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K descriptions of prompt design strategies Option not using prompt design strategies

Meta-prompt:
e.g.) Modify the prompt using prompt design strategy.

The description of selected prompt design strategy 

Prompt:
e.g.) Evaluate the result of a random Boolean expression.

Modify prompt
Modified prompt:

e.g.) Rephrase before responding: Evaluate the 
result of a random Boolean expression.

Prompt-designing LLM

Thompson Sampling: Select one arm

+

+

……Arm 1 Arm 2 Arm K Arm K + 1

Not modify prompt

Prompt
e.g.) Evaluate the result of a random Boolean expression.

Prompt
e.g.) Evaluate the result of a random Boolean expression.

Figure 1: Overview of OPTS(TS), which shows how the prompt generated from the prompt optimizer is modified.
If one of the first K arms is selected, the description of the prompt design strategy corresponding to the selected arm
is passed to the prompt-designing LLM. If the (K + 1)-th arm is selected, the prompt is not modified in any way.

because LLMs cannot perform optimization effec-084

tively (Huang et al., 2024).085

In this paper, we introduce explicit selection086

mechanisms for prompt design strategies for the087

first time. We also propose three selection meth-088

ods, including one based on Thompson sampling089

(TS; Thompson, 1933; Russo et al., 2018). By in-090

tegrating them with the existing prompt optimizer,091

EvoPrompt (Guo et al., 2024), we show that ex-092

plicit strategy selection effectively leverages exist-093

ing knowledge of prompt design and enhances the094

performance of prompt optimizers. Moreover, the095

optimizer with the TS-based selection mechanism096

outperforms other existing methods.097

In summary, our contributions are as follows:098

• We propose explicit prompt design strategy se-099

lection mechanisms, including a method based100

on Thompson sampling, for prompt optimizers.101

• We experimentally show that the proposed selec-102

tion mechanism enhances EvoPrompt. TS-based103

selection improves EvoPrompt’s performance by104

up to 50% when using GPT-4o mini for both gen-105

erating prompts and solving downstream tasks.106

• We also compare the TS-based selection with107

APET-based selection and uniform sampling-108

based selection. The results demonstrate that109

TS-based selection is overall superior.110

2 Related Work 111

Prompt design strategy. The term prompt de- 112

sign strategy refers to a well-established guideline 113

for designing prompts that have been empirically 114

known to be effective. Chain-of-Thought (CoT; 115

Wei et al., 2022) and Role Prompting (Wang et al., 116

2024a) are notable examples. CoT asks the LLMs 117

to generate not only the answer, but also the reason- 118

ing process that leads to the answer. Role Prompt- 119

ing is a strategy that includes phrases in the prompt 120

that give the LLM a role. Various prompt design 121

strategies have been proposed so far (Schulhoff 122

et al., 2024; Xu et al., 2023; Li et al., 2023; Xu 123

et al., 2024; Deng et al., 2024; Lu et al., 2023; 124

Bsharat et al., 2024), yet they are not always useful. 125

Indeed, CoT and Role Prompting can lead to worse 126

results (Deng et al., 2024; Zheng et al., 2024). As 127

their efficacy depends on the LLM and task, users 128

need to make a non-obvious decision on whether 129

to use them. 130

Discrete prompt optimization. Discrete prompt 131

optimization optimizes prompts in natural language 132

space. To effectively deal with natural language 133

space, several prompt optimizers emulate the pro- 134

cess of black-box optimization algorithms by using 135

LLMs. These methods are useful because opti- 136

mized prompts have high interpretability, while 137

they can be applied to LLMs that can be accessed 138
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through black-box APIs such as GPT-4 (OpenAI139

et al., 2024). GRIPS (Prasad et al., 2023) repeatedly140

edits the phrases in the prompt, and APE (Zhou141

et al., 2023) repeatedly generates prompts using142

LLMs based on Monte Carlo search. Unlike APE143

and GRIPS, ProTeGi (Pryzant et al., 2023) uses a144

mechanism in which incorrect answers made by an145

LLM and the corresponding prompt are fed into146

another LLM to generate a proposal to improve the147

prompt, and another LLM responsible for design-148

ing prompts then modifies the prompt according149

to the proposal. In addition to this mechanism,150

PromptAgent (Wang et al., 2024b) also uses Monte151

Carlo Tree Search to efficiently optimize prompts.152

Besides these, adv-ICL (Long et al., 2024), which153

applies adversarial learning, has been proposed. In154

OPRO (Yang et al., 2024), instead of using an LLM155

to suggest a proposal to improve the prompts, an156

LLM directly generates new prompts using three157

items: previously generated prompts, their scores,158

and a description of the downstream task.159

Recently, several methods combining LLMs160

with evolutionary algorithms have been pro-161

posed (Guo et al., 2024; Jin et al., 2024; Fernando162

et al., 2023; Cui et al., 2024). EvoPrompt (Guo163

et al., 2024), a representative method among them,164

emulates the optimization process of Genetic Al-165

gorithm (GA) or Differential Evolution (DE). In166

contrast to EvoPrompt (Guo et al., 2024), Prompt-167

Breeder (Fernando et al., 2023) also optimizes the168

prompt that is used for generating new prompts.169

PhaseEvo (Cui et al., 2024) optimizes both task170

instruction and examples and achieves highly ef-171

fective optimization by dividing optimization into172

multiple stages.173

In addition to dividing optimization into multi-174

ple stages, PromptWizard (Agarwal et al., 2024)175

utilizes prompt design strategies such as CoT and176

Role Prompting, but it lacks a strategy selection177

mechanism and applies them in all cases. EoT178

prompting (Jin et al., 2024) optimizes zero-shot179

CoT (Kojima et al., 2022) using evolutionary algo-180

rithms. APET (Kepel and Valogianni, 2024) is the181

most relevant to our study. In APET, a prompt and182

descriptions of prompt design strategies are input183

to an LLM. The LLM then implicitly selects strate-184

gies and generates a new prompt. In contrast, we185

propose explicit strategy selection mechanisms that186

assist prompt optimizers in exploiting appropriate187

strategies.188

3 Proposed Methods 189

In this section, we describe our proposed meth- 190

ods for selecting prompt design strategies. We then 191

introduce prompt optimization algorithms that com- 192

bine EvoPrompt (Guo et al., 2024) with the strategy 193

selection methods. We term our methods Optimiz- 194

ing Prompts with sTrategy Selection (OPTS). 195

Terminology Task-solving LLM is an LLM that 196

is applied to and solves downstream tasks, while 197

Prompt-designing LLM is another LLM that pro- 198

duces helpful prompts for task-solving LLMs. In 199

contrast to prompt, which represents an instruction 200

for a task-solving LLM, meta-prompt refers to an 201

instruction for a prompt-designing LLM. 202

3.1 Selection of Prompt Design Strategies 203

In the following, we discuss three different meth- 204

ods: the TS-based selection called OPTS(TS), 205

the uniform sampling-based selection called 206

OPTS(US), and the APET-based selection called 207

OPTS(APET). 208

OPTS(TS) OPTS(TS) selects prompt design 209

strategies using Thompson sampling (TS; Thomp- 210

son, 1933; Russo et al., 2018), which is a multi- 211

armed bandit algorithm and empirically shows su- 212

perior performance (Chapelle and Li, 2011). 213

The overview of OPTS(TS) is shown in Figure 1. 214

There are K arms, each corresponding to one of 215

the K descriptions of the prompt design strategies. 216

Also, we append a special arm called the inaction 217

arm, which corresponds to the option of not using 218

the prompt design strategy, making a total of K+1 219

arms. The inaction arm is needed because none of 220

the predefined strategies may improve the prompts 221

at all. To instantiate TS, we use the beta distri- 222

butions as priors for the expected reward. Once 223

one of the first K arms is sampled by TS, we feed 224

the description of the corresponding prompt de- 225

sign strategy into the prompt-designing LLM along 226

with the meta-prompt and the prompt to be mod- 227

ified. The LLM then modifies the prompt based 228

on the input. The meta-prompt is the same as that 229

used in APET, whose details are explained in Ap- 230

pendix A. After evaluating the generated prompt 231

with the task-solving LLM and calculating its score, 232

a reward is calculated using the score, and the dis- 233

tributions in TS are updated based on the reward. 234

Throughout this paper, we compute the reward r 235

for a prompt with the score s as 236

r = 1
[
s > max S̃

]
∈ {0, 1} , (1) 237
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Algorithm 1 EvoPrompt(DE)-OPTS
Require: Initial promptsP0 = {p1, p2, . . . , pN}, population size N , number of iterations T , development

set Ddev consisting of input and correct output pairs (x, y), scoring function g, task-solving LLM fT

1: Evaluation of initial prompts: S0 ←
{
si =

1
|Ddev|

∑
(x,y)∈Ddev

g (y, fT (pi, x)) : pi ∈ P0
}

2: for t = 1 to T do
3: for pi in Pt−1 do ▷ pi: the i-th parent prompt
4: Sample donors: pr1 , pr2 ∈ Pt−1 , where pr1 , pr2 , and pi differ from each other.
5: Crossover and Mutation: p′i ← fD(mde, (pi, pr1 , pr2 , pbest))
6: where pbest is the current best prompt. ▷ fD: Prompt-Designing LLM
7: ▷ mde: Meta-prompt for DE-based crossover and mutation
8: OPTS: Generate p′′i from p′i by incorporating prompt design strategies (Refer to Section 3.1)
9: Selection: p∗i = argmax

p∈{pi,p′′i }

1
|Ddev|

∑
(x,y)∈Ddev

g (y, fT (p, x))

10: ▷ Keep the better one in the population
11: Update probability distribution if the TS-based selection is used (Refer to Section 3.1)
12: end for
13: Update: Pt ← {p∗i : 1 ≤ i ≤ N}
14: end for
15: Return the best prompt p∗ = argmaxp∈PT

1
|Ddev|

∑
(x,y)∈Ddev

g (y, fT (p, x))

where S̃ is the set of scores of the parent prompts,238

which come from EvoPrompt (Guo et al., 2024)239

described in Section 3.2, and 1[ · ] is the indicator240

function.241

OPTS(US) In OPTS(US), each arm is selected242

according to a uniform distribution. OPTS(US) is243

similar to OPTS(TS), except that the probability of244

selecting each arm is equal and is not updated.245

OPTS(APET) OPTS(APET) is the selection246

method based on APET (Kepel and Valogianni,247

2024). It is slightly different from APET in that it248

has an additional option equivalent to the inaction249

arm. OPTS(APET) first randomly decides with250

a probability of 0.5 whether to modify a prompt251

based on the prompt design strategies. If it de-252

cides to modify the prompt, the prompt-designing253

LLM is applied to the prompt to incorporate the254

prompt design strategies. The prompt-designing255

LLM receives the meta-prompt, the description of256

all prompt design strategies, and the prompt to be257

modified. Then, it implicitly selects the prompt de-258

sign strategies and modifies the prompt according259

to them.260

3.2 EvoPrompt with OPTS261

We combine the proposed selection methods with262

EvoPrompt (Guo et al., 2024). We adopt Evo-263

Prompt because it is effective yet sufficiently sim-264

ple, allowing us to focus solely on evaluating the265

strategy selection methods. Also, it has variants266

depending on whether GA or DE is employed. This 267

feature allows us to assess the impact of prompt 268

design strategy selection on different optimization 269

algorithms. The algorithm integrated OPTS into 270

EvoPrompt(DE) is shown in Algorithm 1, while 271

that based on EvoPrompt(GA) is shown in Ap- 272

pendix B. Note that a response generation by LLM 273

f is denoted by f (p, x). We insert OPTS after the 274

crossover and mutation process of EvoPrompt. Af- 275

ter evaluating the newly generated prompts with the 276

task-solving LLM, the scores are used to determine 277

the next generation’s population and, if necessary, 278

to update the distribution of the arms in TS. See 279

Appendix B for the details of the algorithm. 280

4 Experiments 281

We experimentally evaluate three strategy selection 282

methods we introduce: OPTS(TS), OPTS(US), and 283

OPTS(APET). Combined with EvoPrompt, these 284

methods are applied to various tasks and compared 285

with the existing baseline methods. 286

4.1 Dataset 287

We evaluate the proposed method using BIG-Bench 288

Hard (BBH; Suzgun et al., 2022). BBH is a col- 289

lection of the tasks that are challenging for LLMs. 290

Details of each task can be found in the original 291

BBH paper. For each task, we randomly sample 292

50 examples from the test set and use them as the 293

development set, as done in (Guo et al., 2024). The 294
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Prompt Design Strategy Remarks

ExpertPrompting Assign expert roles to task-solving LLMs (Xu et al., 2023).
Chain-of-Thought Let task-solving LLMs also generate a reasoning process (Wei et al., 2022).
Tree-of-Thought Let task-solving LLMs iteratively choose the best of multiple reasoning paths, back-

tracking as necessary (Yao et al., 2023).
Emotion Prompting Incorporate phrases that appeal to human emotions (Li et al., 2023).
Re-Reading Instruct task-solving LLMs to reread the question (Xu et al., 2024).
Style Prompting Specifies the desired output style (Lu et al., 2023).
Rephrase and Respond Let task-solving LLMs rephrase the question before responding (Deng et al., 2024).
Avoiding bias A more generalized version of the 13th principle of the 26 principles of prompt-

ing (Bsharat et al., 2024).
Making prompt specific Based on Best practices for prompt engineering published by OpenAI.1

Shortening the prompt Based on the experimental result that accuracy can decrease as prompts become
longer (Levy et al., 2024).

Adding necessary information One of the strategies used in APET (Kepel and Valogianni, 2024).

Table 1: Prompt design strategies used in the experiment. The concrete descriptions of each strategy are provided in
Appendix C.

development set is used for evaluating prompts in295

the optimization process. At the end of the opti-296

mization, the prompt with the highest score on the297

development set is tested on the test set excluding298

the development set.299

4.2 Metrics300

We use accuracy as the scoring function. When301

evaluating a prompt using task-solving LLMs, an-302

swer parts are first extracted from the responses303

generated by the LLMs. The regular expression304

used in lm-evalation-harness (Gao et al., 2024) is305

used to extract the answer parts. In the regular ex-306

pression, the parts following “the answer is ” are307

extracted. Then, the scoring function gives a value308

of 1 if they exactly match the desired responses and309

0 otherwise.310

4.3 Implementation Details311

We evaluate the strategy selection methods with312

DE-based EvoPrompt. We also evaluate GA-based313

algorithm, which is presented in Appendix D. We314

use the 3-shot prompts from the original BBH pa-315

per (Suzgun et al., 2022), but we optimize only the316

task description and leave the examples unchanged.317

We conduct two experiments in which Llama-3-8B-318

Instruct (Grattafiori et al., 2024) and GPT-4o mini319

are used as the task-solving LLMs. In the exper-320

iments using Llama-3-8B-Instruct, we use all 27321

tasks of the BBH. In the experiments using GPT-4o322

mini, due to the high API cost, we sample only 3323

1https://help.openai.com/en/articles/665400
0-best-practices-for-prompt-engineering-with-t
he-openai-api. Accessed: Jan. 31, 2025.

out of the 27 tasks. We run three trials with dif- 324

ferent random seeds in both our experiments with 325

Llama-3-8B-Instruct and GPT-4o mini. We use 326

GPT-4o mini for the prompt-designing LLMs, set 327

the population size to 10, and perform optimization 328

for 50 iterations. The prompt design strategies we 329

use are listed in Table 1. 330

4.4 Initial Task Descriptions 331

The initial task descriptions given at the beginning 332

of the optimization are prepared by the following 333

procedure. First, we select five task descriptions 334

from the 20 prepared descriptions based on their 335

evaluation scores on the development set. The 20 336

task descriptions consist of those used in the origi- 337

nal BBH paper (Suzgun et al., 2022) and their 19 338

paraphrases generated by GPT-4o mini. For para- 339

phrasing, we use the instruction “Generate 19 vari- 340

ations of the following instruction while keeping 341

the semantic meaning,” which is a slightly modi- 342

fied version of the meta-prompt created by Zhou 343

et al. (2023). Then, we use the 10 task descriptions, 344

consisting of the five selected task descriptions and 345

their respective paraphrases by GPT-4o mini, as the 346

initial task descriptions. When paraphrasing the 347

selected descriptions, in the same way as Guo et al. 348

(2024), we use the meta-prompt for resampling 349

with the instruction “Generate a variation of the 350

following instruction while keeping the semantic 351

meaning,” which is created by Zhou et al. (2023). 352

4.5 Baseline methods 353

We use the manual prompts that use those intro- 354

duced in the BBH paper, APET, and EvoPrompt as 355

5
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Task
ID

Task Name Manual
Prompt

APET EvoPrompt(DE) EvoPrompt(DE)-
OPTS(APET)

EvoPrompt(DE)-
OPTS(US)

EvoPrompt(DE)-
OPTS(TS)

0 boolean expressions 54.00 67.50 74.50 (1.08) 79.83 (2.05) 84.00 (0.41) 82.50 (4.95)
1 causal judgement 2.19 0.00 40.39 (3.00) 42.34 (2.98) 40.15 (4.88) 45.50 (3.00)
2 date understanding 0.00 0.00 12.33 (8.01) 18.00 (0.00) 19.17 (1.65) 18.00 (0.00)
3 disambiguation qa 19.50 22.50 30.00 (1.87) 38.33 (4.11) 47.33 (6.54) 42.50 (5.31)
4 dyck languages 6.50 0.00 6.67 (0.85) 6.50 (0.71) 6.17 (0.85) 7.50 (0.00)
5 formal fallacies 29.50 0.00 40.67 (1.31) 44.83 (2.66) 42.50 (1.22) 43.50 (3.56)
6 geometric shapes 16.50 24.50 36.00 (0.41) 33.00 (0.41) 33.00 (4.32) 35.83 (2.62)
7 hyperbaton 53.00 3.50 54.67 (0.85) 70.00 (0.82) 59.50 (5.02) 60.50 (4.42)
8 logical deduction five objects 12.00 3.50 14.67 (1.03) 29.00 (6.48) 24.67 (7.15) 37.17 (13.21)
9 logical deduction seven objects 5.50 3.00 5.83 (0.24) 10.17 (1.25) 13.17 (0.85) 13.00 (1.87)
10 logical deduction three objects 44.00 20.50 45.83 (3.42) 70.17 (5.10) 71.83 (2.09) 78.83 (5.98)
11 movie recommendation 40.50 0.00 49.50 (5.12) 49.50 (2.83) 48.00 (2.48) 54.33 (1.89)
12 multistep arithmetic two 53.50 52.00 53.50 (1.78) 52.17 (2.46) 50.33 (0.85) 52.50 (1.47)
13 navigate 84.50 38.50 83.17 (0.47) 80.17 (2.66) 81.67 (3.40) 84.67 (1.03)
14 object counting 87.50 27.50 85.83 (0.62) 85.67 (0.62) 85.00 (0.82) 85.83 (0.24)
15 penguins in a table 26.04 8.33 22.57 (3.93) 28.47 (7.23) 41.67 (5.17) 40.97 (7.90)
16 reasoning about colored objects 21.00 6.50 53.00 (3.54) 50.00 (4.64) 45.67 (5.27) 49.50 (3.27)
17 ruin names 18.50 65.50 27.17 (2.90) 68.67 (7.26) 64.83 (2.39) 67.67 (3.66)
18 salient translation error detection 12.50 6.50 46.17 (3.52) 46.50 (4.71) 51.17 (1.55) 51.17 (3.66)
19 snarks 24.22 0.00 55.47 (6.72) 58.59 (3.31) 65.10 (4.25) 64.06 (1.10)
20 sports understanding 51.52 0.00 61.45 (1.67) 61.62 (1.43) 76.94 (7.76) 78.45 (4.54)
21 temporal sequences 57.00 6.00 65.83 (3.06) 65.83 (1.18) 60.33 (0.62) 66.00 (1.47)
22 tracking shuffled objects five objects 67.50 18.00 66.50 (2.16) 66.17 (0.94) 68.17 (1.25) 69.33 (1.25)
23 tracking shuffled objects seven objects 47.50 19.50 52.00 (1.22) 52.50 (1.87) 54.33 (1.65) 49.50 (0.71)
24 tracking shuffled objects three objects 80.50 80.50 78.67 (1.55) 77.50 (2.83) 79.17 (1.65) 81.67 (2.01)
25 web of lies 93.50 42.00 95.00 (0.00) 95.00 (0.00) 95.00 (0.00) 95.00 (0.00)
26 word sorting 44.50 41.00 45.50 (0.71) 45.83 (4.11) 46.17 (1.70) 45.33 (2.25)

AVG 39.00 20.62 48.26 52.83 53.89 55.59

Table 2: Accuracy on the test set for 27 tasks from BBH, evaluated with Llama-3-8B-Instruct as the task-solving
LLM. The scores are averaged over three trials with different seeds. The values in parentheses represent the standard
deviation. The bold scores indicate that the prompt optimized by the method achieved the highest average score.
The prompt used in "date understanding" (task ID 2) did not contain the problem to solve due to the prompt template
error. Although it looks meaningless (all problems in the task have the same prompt resulting in the same response),
the comparison of the candidate methods is completely fair. We will prepare the corrected experimental results at
the earliest point.

Task ID EvoPrompt(DE) EvoPrompt(DE)-
OPTS(TS)

8 2.67 (1.43) 52.33 (11.45)
19 79.17 (0.37) 79.43 (1.33)
23 80.67 (4.37) 81.83 (3.47)

Table 3: Accuracy on the test set for three tasks from
BBH, evaluated with GPT-4o mini. The task IDs are the
same as in Table 2. The scores in this table are the aver-
age scores over three trials. The values in parentheses
represent the standard deviation.

the baseline methods. In APET, we use the APET356

procedure to incorporate prompt design strategies357

into task description in manual prompts.358

4.6 Main Result359

Table 2 shows the test scores using Llama-3-8B-360

Instruct as the task-solving LLM.361

Effects of OPTS. First, we focus on the effect 362

of the explicit selection mechanism in OPTS. Ta- 363

ble 2 shows that all three variants of OPTS increase 364

the average scores of EvoPrompt(DE) by approxi- 365

mately 4.5% to 7.5% compared with the naive Evo- 366

Prompt(DE). In particular, for the task “ruin names” 367

(task ID 17), all three variants of EvoPrompt(DE)- 368

OPTS outperform EvoPrompt(DE) by about 40%. 369

The results indicate that OPTS can improve the 370

prompt optimizer. 371

Comparing OPTS Variants. We compare three 372

selection methods: OPTS(TS), OPTS(US), and 373

OPTS(APET). Table 2 shows that, with Evo- 374

Prompt(DE), OPTS(TS) outperforms OPTS(US) 375

by about 1.7% and OPTS(APET) by about 2.7% 376

on average. This result indicates that OPTS(TS) 377

can select more suitable strategies for task-solving 378

LLMs and tasks. In addition, OPTS(APET) is in- 379

ferior to OPTS(US), implying that LLMs have an 380
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Method Description Score

Manual Prompt Select the humorous edit that ’ruins’ the input movie or musical artist
name.

18.50

EvoPrompt(DE) Decide on the eccentric twist that ’spoils’ the name of the movie or music
artist.

31.00

APET
(1)

Imagine you are a creative expert in humor and wordplay, skilled at
crafting amusing edits that playfully distort movie or musical artist
names. Your task is to select the humorous edit that ’ruins’ the given
input name in a funny and clever way.

(2)
Let’s think step-by-step: First,

(3)
identify the original name provided.

(2)
Next,

(3)
brainstorm potential humorous edits that could transform

the name into something amusing while maintaining a connection to
the original.

(2)
Finally, choose the edit that best exemplifies the concept

of ’ruining’ the name in a
(4)

lighthearted manner.

(5)
Read the question again to ensure clarity before proceeding.

(6)
Re-

member, your goal is to evoke laughter and joy through your selection!

65.50

EvoPrompt(DE)-
OPTS(TS)

(2)
Let’s think step-by-step! First, carefully

(5)
read the question again

and
(3)

identify a movie title or musician whose name lends itself to
a humorous spoof.

(2)
Next,

(3)
creatively reimagine that title or name

with an absurdly funny twist that maintains the essence of the original
while injecting a comedic element.

(2)
Finally, present your funniest

version clearly, ensuring it is both memorable and entertaining.
(6)

Let
your creativity shine through in this process!

70.50

Table 4: Examples of the discovered descriptions (optimized parts within the prompts). These achieved the highest
score in each method with Llama-3-8B-Instruct as the task-solving LLM and "ruin names" as the task. Underlined
texts represent (1) ExpertPrompting, (2) Chain-of-Thought, (3) Making prompt specific, (4) Style Prompting, (5)
Re-Reading, and (6) Emotion Prompting.

incorrect bias in selecting prompt design strategies.381

Differences between Tasks. Table 2 also shows382

that the improvement achieved by strategy selec-383

tion methods varies depending on the task. For384

example, in the tasks of “ruin names” (task ID385

17) and “logical deduction three objects” (task ID386

10), EvoPrompt(DE)-OPTS(TS) outperforms Evo-387

Prompt(DE) by approximately 40% and 30%, re-388

spectively. On the other hand, OPTS degrades the389

performance of EvoPrompt(DE) in several tasks.390

A possible reason is that effective prompt design391

strategies differ for each task. In tasks with signifi-392

cant improvement, the eleven candidate strategies393

used in the experiment likely include effective op-394

tions. In contrast, it may be difficult for tasks with395

performance degradation to achieve better perfor-396

mance using only the strategies available among the397

eleven candidates. Owing to the inaction arm, we398

note that the performance degradation is insignif-399

icant compared with the degree of performance 400

improvement. 401

4.7 Results Using Another Task-Solving LLM 402

We also evaluated EvoPrompt(DE)-OPTS(TS) us- 403

ing another task-solving LLM, GPT-4o mini, which 404

is one of the most widely used LLMs. We con- 405

ducted experiments on three randomly chosen tasks 406

from BBH. The experimental setup was the same 407

as the experiment using Llama-3-8B-Instruct. Ta- 408

ble 3 shows the accuracy of the test set. We ob- 409

serve that EvoPrompt(DE)-OPTS(TS) outperforms 410

EvoPrompt(DE) in all three tasks. In particular, 411

for “logical deduction five objects” (task ID 8), 412

OPTS(TS) increases the accuracy by approximately 413

50%. This result suggests that OPTS is likely to be 414

effective regardless of the task-solving LLM. 415
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Before or After
OPTS

Description

Before Let’s think step-by-step. Identify a humorous variation that spoofs the title of a film
or music artist, inventing a funny alteration while preserving its original essence.
Before providing your answer, ensure full clarity and understanding.

After Let’s think step-by-step. First, identify a film or music artist whose title can be
humorously spoofed. Next, brainstorm a funny alteration that captures the essence
of the original title while adding a comedic twist. Finally, clearly articulate your
humorous variation, ensuring that it maintains the original’s core meaning.

Table 5: Example of a prompt where Chain-of-Thought prompting is already used, and Chain-of-Thought prompting
is selected again and modified accordingly. The task, task-solving LLM, and seed settings are the same as in Table 4.

5 Analysis416

In this section, we analyze OPTS(TS) from two417

perspectives: the analyses of the discovered task418

descriptions and the case where a strategy was ap-419

plied more than once.420

Analysis of Discovered Descriptions. Table 4421

shows the discovered task descriptions when us-422

ing Llama-3-8B-Instruct as the task-solving LLMs423

and “ruin names” as the task to be solved. We424

can see that the task description discovered by425

EvoPrompt(DE) does not use any prompt design426

strategies and has a structure similar to that of a427

manual prompt, which is used to obtain the ini-428

tial prompts for EvoPrompt. We consider that,429

although the crossover and mutation performed430

by the prompt-designing LLM in EvoPrompt can431

change the phrases in the prompt, it is difficult to432

change the structure significantly. In addition, un-433

like EvoPrompt(DE), EvoPrompt(DE)-OPTS(TS)434

discovered the task description with various prompt435

design strategies, including CoT, Re-Reading, Mak-436

ing prompt specific, and Emotion Prompting. This437

result means that OPTS(TS) significantly improves438

the task description using prompt design strategies.439

When comparing EvoPrompt(DE)-OPTS(TS) with440

APET, APET incorporated more strategies while its441

score was lower than EvoPrompt(DE)-OPTS(TS).442

Implicit selection by APET has the advantage of443

selecting and incorporating multiple prompt design444

strategies at once, but it may also include unnec-445

essary strategies. Furthermore, we observe that446

the task description of EvoPrompt(DE)-OPTS(TS)447

uses several prompt design strategies in combina-448

tion, although OPTS(TS) selects only one prompt449

design strategy at a time. Indeed, Re-Reading and450

Making prompt specific are used within the CoT.451

This shows that EvoPrompt(DE)-OPTS(TS) pos- 452

sesses the ability to combine multiple prompt de- 453

sign strategies as well as APET. 454

Analysis of Repeated Selection of a Strategy. 455

During the optimization process of EvoPrompt- 456

OPTS(TS), we observed that OPTS(TS) sampled a 457

prompt design strategy that had already been incor- 458

porated into the prompt, thereby further modifying 459

it. Table 5 illustrates a case in which CoT was 460

applied again to a prompt within the same trial as 461

Table 4. The example shows that reapplying CoT 462

further aligned the prompt with the strategy. Also, 463

the feature introduced in the step can be observed 464

in the best prompt in Table 4. This example sug- 465

gests that repeatedly applying the same strategy 466

helps incorporate it more effectively. 467

6 Conclusion and Discussion 468

We introduced explicit selection mechanisms into 469

prompt optimization to effectively leverage existing 470

knowledge of prompt design. Experiments have 471

demonstrated that the three methods we introduced 472

improve the performance of the prompt optimizers. 473

In particular, the method based on Thompson sam- 474

pling is the best among those we compared. The 475

prompts discovered by our methods effectively in- 476

corporate several prompt design strategies, which 477

EvoPrompt alone was unable to discover. Our re- 478

sults highlight the importance of leveraging exist- 479

ing knowledge and selecting it explicitly. 480

Limitations 481

There are four limitations that remain for future 482

research: (1) We formulated OPTS(TS) as the 483

Bernoulli bandit, but alternative reward formula- 484

tion may improve optimization performance. (2) 485
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Although OPTS can be easily integrated into vari-486

ous prompt optimizers, we have not attempted to in-487

troduce it to other optimizers than EvoPrompt. (3)488

We used Thompson sampling to select the prompt489

design strategy but did not evaluate other sophis-490

ticated methods, such as contextual bandit algo-491

rithms. (4) The performance of OPTS mechanism492

can vary depending on the prompt design strat-493

egy prepared, but this is not clarified in this paper.494

These points remain topics for future research.495

Ethical Considerations496

Our method may involve the risk of being used to497

optimize prompts that generate malicious content,498

such as malware or fake news, even though this is499

not the intention of our method. At present, it is500

extremely difficult to reduce this risk. Although our501

method may be beneficial to some malicious users,502

we expect that our method can be more beneficial503

to many other benevolent users.504
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A Meta-Prompt for OPTS735

The meta-prompt we used was based on APET (Ke-736

pel and Valogianni, 2024) as shown in Table 6. We737

fed this meta-prompt into the prompt-designing738

LLMs after replacing the <strategy> tag with de-739

scriptions of the prompt design strategies and the740

<input> tag with the prompt to be modified. For741

APET and OPTS(APET), the <strategy> tag was742

replaced with the list of K tags from <strategy743

1> to <strategy K>, where the description of each744

prompt design strategy is inserted.745

B Details of EvoPrompt-OPTS746

The algorithm that integrates OPTS into Evo-747

Prompt(GA) is shown in Algorithm 2. In the fol-748

lowing, we provide supplementary explanations749

regarding EvoPrompt processes.750

Crossover and Mutation. The prompt-751

designing LLM performs crossover and mutation752

based on the meta-prompts and prompts fed into753

them. The meta-prompts for EvoPrompt(GA) and754

EvoPrompt(DE) are described in Tables 7 and 8,755

respectively.756

In EvoPrompt(GA), two prompts are selected 757

as parents using roulette wheel selection. They 758

are fed into the prompt-designing LLM along 759

with the meta-prompt by replacing <prompt1> and 760

<prompt2> in the meta-prompt provided in Table 7 761

with them. The LLM then generates an offspring 762

prompt according to the meta-prompt. 763

In EvoPrompt(DE), four prompts in the cur- 764

rent population are used to generate an offspring 765

prompt: two randomly selected prompts pr1 and 766

pr2 , the current best prompt pbest, and a parent 767

prompt. Each prompt in the current population is 768

selected once as the parent prompt. Those four 769

prompts are fed into the prompt-designing LLM 770

by replacing <prompt0>, <prompt1>, <prompt2>, 771

and <prompt3> in Table 8 with the parent prompt, 772

pr1 , pr2 , and pbest, respectively. The LLM then 773

performs crossover and mutation to generate an 774

offspring prompt according to the meta-prompt. 775

C Descriptions of Prompt Design 776

Strategies 777

Table 9 provides the descriptions for each of the 11 778

prompt design strategies used in our experiment. 779

D GA-Based Experimental Results 780

In this section, we present the GA-based experi- 781

mental results. Table 10 shows the result of the 782

experiment using Llama-3-8B-Instruct as a task- 783

solving LLM, and Table 11 shows the result of the 784

experiment using GPT-4o mini as a task-solving 785

LLM. Tables 10 and 11 show that, as in the DE- 786

based experiments, the performance of EvoPrompt 787

(GA) is enhanced by selecting suitable prompt de- 788

sign strategy using OPTS. In addition, when com- 789

paring the variations of OPTS, we observe a ten- 790

dency that OPTS(TS) is overall the best, followed 791

by OPTS(US) and OPTS(APET), as in the case of 792

the EvoPrompt(DE). In terms of the extent of im- 793

provement, combining the mechanism for selecting 794

a prompt design strategy with EvoPrompt(DE) has 795

a greater impact than that with EvoPrompt(GA). 796

These results suggest that, although the extent of 797

improvement varies slightly depending on the evo- 798

lutionary algorithm used in the prompt optimizer, 799

the mechanism to select the prompt design strategy 800

can enhance the prompt optimizer regardless of the 801

evolutionary algorithm used. 802
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System prompt Imagine yourself as an expert in the realm of prompting techniques for LLMs. Your expertise is not
just broad, encompassing the entire spectrum of current knowledge on the subject, but also deep,
delving into the nuances and intricacies that many overlook. Your job is to reformulate prompts
with surgical precision, optimizing them for the most accurate response possible. The reformulated
prompt should enable the LLM to always give the correct answer to the question.

User prompt Your available prompting techniques include, but are not limited to the following:

- <strategy>

Your approach is methodical and analytical, yet creative. You use a mixture of the prompting
techniques, making sure you pick the right combination for each instruction. You see beyond the
surface of a prompt, identifying the core objectives and the best ways to articulate them to achieve
the desired outcomes.

Output instructions:""""
You should ONLY return the reformulated prompt. Make sure to include ALL information from
the given prompt to reformulate.
""""

Given above information and instructions, reformulate below prompt using the techniques
provided: """"
<input>
"""

Table 6: Meta-prompt for OPTS and APET (Kepel and Valogianni, 2024). When APET or OPTS(APET) is used,
K <strategy> tags (i.e., <strategy 1>, <strategy 2>, . . . , <strategy K>) are provided, and each of them is
replaced with one prompt design strategy description.

E License for Artifacts803

BIG-Bench Hard and lm-evaluation-harness are804

licensed under the MIT License. Llama-3-8B-805

Instruct is licensed under META LLAMA 3 COM-806

MUNITY LICENSE AGREEMENT. Our code will807

also be released under the MIT license.808

F Artifact Use Consistent with Intended809

Use810

We declare that we have used the BIG-Bench Hard811

dataset and Llama-3-8B-Instruct in accordance812

with their original intended use. Additionally, we813

prohibit the use of the code we release for optimiz-814

ing prompts to generate malicious content, except815

for research purposes.816

G Experimental Environment817

Our experiments were conducted on a computer818

running Ubuntu 22.04 with an AMD EPYC 7502P819

CPU and an NVIDIA A100 GPU, and on another820

computer running Ubuntu 22.04 with an AMD821

EPYC 7702P CPU and an NVIDIA A100 GPU.822

We used openai 1.40.8 as the python library to823

access GPT-4o mini, and vllm 0.6.3.post1 as the824

python library to access llama-3-8B-Instruct.825
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User prompt Please follow the instruction step-by-step to generate a better prompt.
1. Crossover the following prompts to generate a new prompt:
Prompt 1: Your task is to classify the comment as one of the following categories: terrible, bad,
okay, good, great.
Prompt 2: In this task, you are given sentences from movie reviews. The task is to classify a
sentence as one of the following categories: terrible, bad, okay, good, great.
2. Mutate the prompt generated in Step 1 and generate a final prompt bracketed with <prompt> and
</prompt>.

1. Crossover Prompt: In this task, you are given comments from movie reviews. Your
task is to classify each comment as one of the following categories: terrible, bad, okay, good, great.
2. <prompt>Given a sentence from a movie review, classify it into one of the following categories:
terrible, bad, okay, good, or great.</prompt>

Please follow the instruction step-by-step to generate a better prompt.
1. Crossover the following prompts and generate a new prompt:
Prompt 1: <prompt1>
Prompt 2: <prompt2>
2. Mutate the prompt generated in Step 1 and generate a final prompt bracketed with <prompt> and
</prompt>.

1.

Table 7: Meta-prompt for crossover and mutation in EvoPrompt(GA) (Guo et al., 2024).

Algorithm 2 EvoPrompt(GA)-OPTS
Require: Initial promptsP0 = {p1, p2, . . . , pN}, population size N , number of iterations T , development

set Ddev consisting of input and correct output pairs (x, y), scoring function g, task-solving LLM fT

1: Evaluation of initial prompts: S0 ←
{
si =

1
|Ddev|

∑
(x,y)∈Ddev

g (y, fT (pi, x)) : pi ∈ P0
}

2: for t = 1 to T do
3: for i = 1 to N do
4: Sampling parents by roulette wheel: pr1 , pr2 ∈ Pt−1

5: Crossover and Mutation: p′i ← fD(mga, (pr1 , pr2))
6: ▷ fD: prompt-designing LLM
7: ▷ mga: Meta-prompt for GA-based crossover and mutation
8: OPTS: Generate p′′i from p′i by incorporating prompt design strategies (Refer to Section 3.1)
9: Evaluation: s′′i ← 1

|Ddev|
∑

(x,y)∈Ddev
g (y, fT (p′′i , x))

10: Update probability distribution if the TS-based selection is used (Refer to Section 3.1)
11: end for
12: Ŝt ← {s′′i : 1 ≤ i ≤ N}, P̂t ← {p′′i : 1 ≤ i ≤ N}
13: Update score: St ← select the best N scores in St−1 ∪ Ŝt
14: Update: Pt ← select the best N prompts in Pt−1 ∪ P̂t according to St−1 ∪ Ŝt,
15: end for
16: Return the best prompt p∗ = argmaxp∈PT

1
|Ddev|

∑
(x,y)∈Ddev

g (y, fT (p, x))
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User prompt Please follow the instruction step-by-step to generate a better prompt.
1. Identify the different parts between the Prompt 1 and Prompt 2:
Prompt 1: Rewrite the input text into simpler text.
Prompt 2: Rewrite my complex sentence in simpler terms, but keep the meaning.
2. Randomly mutate the different parts
3. Combine the different parts with Prompt 3, selectively replace it with the different parts in step 2
and generate a new prompt.
Prompt 3: Rewrite the given input text into simpler English sentences while preserving the same
meaning, so it can be understood by non-native English speakers.
4. Crossover the prompt in the step3 with the following basic prompt and generate a final prompt
bracketed with <prompt> and </prompt>:
Basic Prompt: Make the sentence easier for people who do not speak English fluently to
comprehend.

1. Identifying the different parts between Prompt 1 and Prompt 2:
Prompt 1: Rewrite the input text into simpler text.
Prompt 2: Rewrite my complex sentence in simpler terms, but keep the meaning.
Different parts:
"input text" vs "my complex sentence"
"simpler text" vs "simpler terms, but keep the meaning"

2. Randomly mutate the different parts:
"input text" -> "provided text"
"my complex sentence" -> "the difficult sentence"
"simpler text" -> "easier language"
"simpler terms, but keep the meaning" -> "simpler words while maintaining the meaning"

3. Combine the different parts with Prompt 3, selectively replace it with the different
parts in step 2 and generate a new prompt:
Prompt 3: Rewrite the given input text into simpler English sentences while preserving the same
meaning, so it can be understood by non-native English speakers.
New Prompt: Transform the provided text into easier language while maintaining the meaning,
making it accessible for non-native English speakers.

4. Crossover the prompt in step 3 with the following basic prompt and generate a final
prompt bracketed with <prompt> and </prompt>:
Basic Prompt: Make the sentence easier for people who do not speak English fluently to
comprehend.
Final Prompt: <prompt>Convert the difficult sentence into simpler words while preserving the
meaning, so it’s easier for non-native English speakers to understand.</prompt>

Please follow the instruction step-by-step to generate a better prompt.
1. Identify the different parts between the Prompt 1 and Prompt 2:
Prompt 1: <prompt1>
Prompt 2: <prompt2>
2. Randomly mutate the different parts
3. Combine the different parts with Prompt 3, selectively replace it with the different parts in step2
and generate a new prompt.
Prompt 3: <prompt3>
4. Crossover the prompt in the step3 with the following basic prompt and generate a final prompt
bracketed with <prompt> and </prompt>:
Basic Prompt: <prompt0>

1. """

Table 8: Meta-prompt for crossover and mutation in EvoPrompt(DE) (Guo et al., 2024).
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ExpertPrompting Crafting an expert who is an expert at the given task, by writing a high-quality
description about the most capable and suitable agent to answer the instruction in
second person perspective.

Chain-of-Thought Explaining step-by-step how the problem should be tackled, and making sure the
model explains step-by-step how it came to the answer. You can do this by adding
"Let’s think step-by-step".

Tree-of-Thought Imagining three different experts who are discussing the problem at hand. All experts
will write down 1 step of their thinking, then share it with the group. Then all experts
will go on to the next step, etc. If any expert realises they’re wrong at any point then
they leave.

Adding necessary information Making sure all information needed is in the prompt, adding where necessary but
making sure the question remains having the same objective.

Re-Reading For a given prompt, add a phrase such as "Read the question again" that instructs the
Large Language Models to reread the question before generating an answer. This
strategy is particularly effective for complex tasks and helps enhance the quality and
reliability of the model’s outputs.

Style Prompting Clearly define the desired style in the given prompt. For example, you might say,
"Write a formal letter about..." or "Create a casual conversation discussing...". This
guidance helps the model produce text that matches the requested stylistic elements,
whether it’s formal, informal, technical, or poetic.

Rephrase and Respond For a given prompt, add a phrase that instructs the Large Language Models to rephrase
the question before responding, such as "Rephrase and expand the question, and
respond.

Making prompt specific Make the description of the given prompt more specific. This makes it easier for Large
Language Models to correctly execute prompt instructions.

Avoiding bias To allow Large Language Models to make logical and unbiased inferences, add phrases
to a given prompt that instruct it to remove opinionated content. This helps the model
concentrate on providing responses based on careful analysis and logical reasoning,
minimizing biases.

Shortening the prompt If a given prompt has long instructions, make it shorter by condensing it to only the
essential parts.

Emotion Prompting At the end of the prompt, add a phrase that evokes a strong emotion. When doing so,
keep the following four points in mind:
1. Define emotional goals: Identify the emotional response you want to evoke, such as
encouragement, motivation, or reassurance.
2. Use positive language: Incorporate words and phrases that are positive and sup-
portive. Examples include "believe in your abilities," "excellent," "success," and
"outstanding achievements".
3. Emphasize key words: Use techniques like exclamation marks and capitalized
words to highlight important aspects and to enhance the emotional impact.
4. Incorporate social and self-esteem cues: Design stimuli that leverage social influ-
ence (e.g., group membership, others’ opinions) and boost self-esteem and motivation.
This can help regulate the emotional response of the Large Language Models and tap
into intrinsic motivation.

Table 9: Descriptions of each prompt design strategy. Descriptions of ExpertPrompting, Chain-of-Thought, Tree-of-
Thought, and Adding necessary information are quoted from APET (Kepel and Valogianni, 2024). The descriptions
Re-Reading, Style Prompting, Rephrase and Respond, and Emotion Prompting are modified versions of descriptions
created using GPT-4o from Xu et al. (2024), Lu et al. (2023), Deng et al. (2024), and Li et al. (2023), respectively.
Description of Making prompt specific is created by us and is inspired by OpenAI’s prompt engineering best practice.
Description of Avoiding bias is created by us by referring to and generalizing the 13th principle of the 26 prompting
principles proposed in Bsharat et al. (2024). Description of Shortening the prompt was created by us.
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Task
ID

Task name Manual
prompt

APET EvoPrompt(GA) EvoPrompt(GA)-
OPTS(APET)

EvoPrompt(GA)-
OPTS(US)

EvoPrompt(GA)-
OPTS(TS)

0 boolean expressions 54.00 67.50 72.83 (3.30) 84.33 (3.66) 83.00 (2.94) 85.67 (1.65)
1 causal judgement 2.19 0.00 37.71 (1.82) 40.88 (2.60) 44.53 (3.10) 44.53 (0.60)
2 date understanding 0.00 0.00 0.00 (0.00) 12.00 (8.49) 18.00 (0.00) 7.17 (10.14)
3 disambiguation qa 19.50 22.50 32.17 (4.33) 37.00 (2.86) 42.67 (3.27) 49.67 (6.91)
4 dyck languages 6.50 0.00 6.67 (0.94) 6.50 (0.71) 5.83 (0.24) 6.50 (0.00)
5 formal fallacies 29.50 0.00 42.50 (0.71) 45.17 (2.05) 43.83 (0.85) 44.50 (0.82)
6 geometric shapes 16.50 24.50 29.83 (7.85) 37.33 (6.14) 33.00 (4.26) 32.67 (2.95)
7 hyperbaton 53.00 3.50 54.83 (0.94) 61.67 (1.55) 57.67 (3.57) 63.67 (6.51)
8 logical deduction five objects 12.00 3.50 12.33 (1.31) 20.00 (1.22) 24.67 (4.03) 25.83 (7.96)
9 logical deduction seven objects 5.50 3.00 6.83 (3.01) 7.83 (3.09) 12.17 (1.55) 11.33 (1.70)
10 logical deduction three objects 44.00 20.50 58.17 (5.72) 64.00 (3.89) 59.67 (6.02) 66.67 (3.30)
11 movie recommendation 40.50 0.00 48.67 (1.18) 49.67 (4.17) 53.50 (4.90) 52.50 (1.63)
12 multistep arithmetic two 53.50 52.00 50.33 (2.25) 49.83 (1.25) 46.83 (2.72) 50.17 (1.03)
13 navigate 84.50 38.50 79.67 (4.25) 80.17 (2.32) 83.83 (3.01) 82.33 (2.25)
14 object counting 87.50 27.50 85.50 (0.71) 82.67 (3.70) 86.67 (0.62) 84.33 (0.62)
15 penguins in a table 26.04 8.33 25.00 (1.47) 29.86 (8.26) 30.90 (2.99) 32.29 (1.47)
16 reasoning about colored objects 21.00 6.50 50.17 (9.33) 47.50 (1.08) 47.00 (6.38) 52.33 (2.72)
17 ruin names 18.50 65.50 51.00 (13.83) 63.17 (3.52) 67.33 (0.24) 66.83 (0.47)
18 salient translation error detection 12.50 6.50 31.67 (9.74) 49.00 (4.42) 48.17 (4.48) 52.67 (1.03)
19 snarks 24.22 0.00 45.83 (6.03) 52.60 (15.94) 64.84 (2.92) 60.16 (4.42)
20 sports understanding 51.52 0.00 62.63 (0.00) 62.63 (0.00) 65.15 (2.58) 61.95 (6.20)
21 temporal sequences 57.00 6.00 63.67 (3.70) 59.33 (2.49) 61.83 (1.43) 61.33 (2.78)
22 tracking shuffled objects five objects 67.50 18.00 67.67 (0.47) 67.83 (0.24) 68.67 (2.66) 67.33 (1.03)
23 tracking shuffled objects seven objects 47.50 19.50 53.33 (2.49) 51.50 (0.82) 52.00 (1.08) 50.33 (1.84)
24 tracking shuffled objects three objects 80.50 80.50 81.00 (0.71) 81.67 (0.62) 80.67 (0.24) 82.33 (0.62)
25 web of lies 93.50 42.00 96.33 (1.03) 95.83 (0.62) 96.33 (1.43) 96.00 (1.47)
26 word sorting 44.50 41.00 46.83 (1.65) 43.67 (4.40) 46.00 (7.08) 44.17 (1.03)

AVG 39.00 20.62 47.90 51.25 52.77 53.16

Table 10: Accuracy on the test set for 27 tasks from BBH, evaluated with Llama-3-8B-Instruct as the task-solving
LLM. The scores are averaged over three trials with different seeds. The values in parentheses represent the standard
deviation. The bold scores indicate that the prompt optimized by the method achieved the highest average score.
The prompt used in "date understanding" (task ID 2) did not contain the problem to solve due to the prompt template
error. Although it looks meaningless (all problems in the task have the same prompt resulting in the same response),
the comparison of the candidate methods is completely fair. We will prepare the corrected experimental results at
the earliest point.

Task ID EvoPrompt(GA) EvoPrompt(GA)-
OPTS(TS)

8 1.67 (0.85) 48.17 (5.14)
19 79.43 (1.33) 78.65 (1.84)
23 75.67 (1.25) 88.33 (1.55)

Table 11: Accuracy on the test set for three tasks from BBH, evaluated with GPT-4o mini. The task IDs are the
same as in Table 2. The scores in the table are the average scores over three trials. The values in parentheses
represent the standard deviation.
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