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ABSTRACT

Video is a promising source of knowledge for embodied agents to learn models of
the world’s dynamics. Large deep networks have become increasingly effective at
modeling complex video data in a self-supervised manner, as evaluated by met-
rics based on human perceptual similarity or pixel-wise comparison. However, it
remains unclear whether current metrics are accurate indicators of performance
on downstream tasks. We find empirically that for planning robotic manipulation,
existing metrics can be unreliable at predicting execution success. To address this,
we propose a benchmark for action-conditioned video prediction in the form of
a control benchmark that evaluates a given model for simulated robotic manip-
ulation through sampling-based planning. Our benchmark, Video Prediction for
Visual Planning (VP2), includes simulated environments with 11 task categories
and 310 task instance definitions, a full planning implementation, and training
datasets containing scripted interaction trajectories for each task category. A cen-
tral design goal of our benchmark is to expose a simple interface – a single forward
prediction call – so it is straightforward to evaluate almost any action-conditioned
video prediction model. We then leverage our benchmark to study the effects of
scaling model size, quantity of training data, and model ensembling by analyzing
three highly-performant video prediction models, finding that while scale can im-
prove perceptual quality when modelling visually diverse settings, other attributes
such as uncertainty awareness can also aid planning performance. Additional en-
vironment and evaluation visualizations are at this link.

1 INTRODUCTION

Dynamics models can empower embodied agents to solve a range of tasks by enabling downstream
policy learning or planning. Such models can be learned from many types of data, but video is one
modality that is task-agnostic, widely available, and enables learning from raw agent observations in
a self-supervised manner. Learning a dynamics model from video can be formulated as a video pre-
diction problem, where the goal is to infer the distribution of future video frames given one or more
initial frames as well as the actions taken by an agent in the scene. This problem is challenging, but
scaling up deep models has shown promise in domains including simulated games and driving (Oh
et al., 2015; Harvey et al., 2022), as well as robotic manipulation and locomotion (Denton & Fergus,
2018; Villegas et al., 2019; Yan et al., 2021; Babaeizadeh et al., 2021; Voleti et al., 2022).

As increasingly large and sophisticated video prediction models continue to be introduced, how can
researchers and practitioners determine which ones to use in particular situations? This question
remains largely unanswered. Currently, models are first trained on video datasets widely adopted
by the community (Ionescu et al., 2014; Geiger et al., 2013; Dasari et al., 2019) and then evaluated
on held-out test sets using a variety of perceptual metrics. Those include metrics developed for
image and video comparisons (Wang et al., 2004), as well as recently introduced deep perceptual
metrics (Zhang et al., 2018; Unterthiner et al., 2018). However, it is an open question whether
perceptual metrics are predictive of other qualities, such as planning abilities for an embodied agent.

In this work, we take a step towards answering this question for one specific situation: how can we
compare action-conditioned video prediction models in downstream robotic control? We propose
a benchmark for video prediction that is centered around robotic manipulation performance. Our
benchmark, which we call the Video Prediction for Visual Planning Benchmark (VP2), evaluates
predictive models on manipulation planning performance by standardizing all elements of a control
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setup except the video predictor. It includes simulated environments, specific start/goal task instance
specifications, training datasets of noisy expert video interaction data, and a fully configured model-
based control algorithm.

For control, our benchmark uses visual foresight (Finn & Levine, 2017; Ebert et al., 2018), a model-
predictive control method previously applied to robotic manipulation. Visual foresight performs
planning towards a specified goal by leveraging a video prediction model to simulate candidate
action sequences and then scoring them based on the similarity between their predicted futures and
the goal. After optimizing with respect to the score (Rubinstein, 1999; de Boer et al., 2005; Williams
et al., 2016), the best action sequence is executed for a single step, and replanning is performed at
each step. This is a natural choice for our benchmark for two reasons: first, it is goal-directed,
enabling a single model to be evaluated on many tasks, and second, it interfaces with models only
by calling forward prediction, which avoids prescribing any particular model class or architecture.

The main contribution of this work is a set of benchmark environments, training datasets, and control
algorithms to isolate and evaluate the effects of prediction models on simulated robotic manipula-
tion performance. Specifically, we include two simulated multi-task robotic manipulation settings
with a total of 310 task instance definitions, datasets containing 5000 noisy expert demonstration
trajectories for each of 11 tasks, and a modular and lightweight implementation of visual foresight.

Starting state

Model A — Metrics ↑ 

Model B — Metrics ↓ Control Success!

Control Failure

Figure 1: Models that score well on perceptual metrics
may generate crisp but physically infeasible predictions
that lead to planning failures. Here, Model A predicts
that that the slide will move on its own.

Through our experiments, we find that mod-
els that score well on frequently used metrics
can suffer when used in the context of control,
as shown in Figure 1. Then, to explore how
we can develop better models for control, we
leverage our benchmark to analyze other ques-
tions such as the effects of model size, data
quantity, and modeling uncertainty. We empir-
ically test recent video prediction models, in-
cluding recurrent variational models as well as
a diffusion modeling approach. We will open
source the code and environments in the bench-
mark in an easy-to-use interface, in hopes that it
will help drive research in video prediction for
downstream control applications.

2 RELATED WORK

Evaluating video prediction models. Numerous evaluation procedures have been proposed
for video prediction models. One widely adopted approach is to train models on standardized
datasets (Geiger et al., 2013; Ionescu et al., 2014; Srivastava et al., 2015; Cordts et al., 2016; Finn
et al., 2016; Dasari et al., 2019) and then compare predictions to ground truth samples across sev-
eral metrics on a held-out test set. These metrics include several image metrics adapted to the video
case, such as the widely used ℓ2 per-pixel Euclidean distance and Peak signal-to-noise ratio (PSNR).
Image metrics developed to correlate more specifically with human perceptual judgments include
structural similarity (SSIM) (Wang et al., 2004), as well as recent methods based on features learned
by deep neural networks like LPIPS (Zhang et al., 2018) and FID (Heusel et al., 2017). FVD (Un-
terthiner et al., 2018) extends FID to the video domain via a pre-trained 3D convolutional network.
While these metrics have been shown to correlate well with human perception, it is not clear whether
they are indicative of performance on control tasks. Geng et al. (2022) develop correspondence-wise
prediction losses, which use optical flow estimates to make losses robust to positional errors. These
losses may improve control performance and are an orthogonal direction to our benchmark.

Another class of evaluation methods judges a model’s ability to make predictions about the outcomes
of particular physical events, such as whether objects will collide or fall over (Sanborn et al., 2013;
Battaglia et al., 2013; Bear et al., 2021). This excludes potentially extraneous information from the
rest of the frame. Our benchmark similarly measures only task-relevant components of predicted
videos, but does so through the lens of overall control success rather than hand-specified questions.
Oh et al. (2015) evaluate action-conditioned video prediction models on Atari games by training a
Q-learning agent using predicted data. We evaluate learned models for planning rather than policy
learning, and extend our evaluation to robotic manipulation domains.
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Perceptual Control

Model Loss FVD LPIPS* SSIM Success

FitVid MSE 30.7 3.4 87.8 65%
+LPIPS=1 18.0 2.8 89.3 67%
+LPIPS=10 24.3 4.1 84.6 35%

SVG′ MSE 51.7 5.1 82.7 80%
+LPIPS=1 40.7 4.4 83.2 80%
+LPIPS=10 45.1 4.8 81.8 37%

(a) robosuite pushing tasks

Perceptual Control

Model Loss FVD LPIPS* SSIM Success

FitVid MSE 9.0 0.62 97.4 58%
+LPIPS=1 5.9 0.63 97.5 82%
+LPIPS=10 6.8 0.70 97.3 32%

SVG′ MSE 10.6 0.97 95.3 70%
+LPIPS=1 7.2 0.89 95.5 73%
+LPIPS=10 24.2 1.1 94.0 10%

(b) RoboDesk: push red button

Perceptual Control

Model Loss FVD LPIPS* SSIM Success

FitVid MSE 20.5 1.25 94.4 50%
+LPIPS=1 9.8 1.26 93.3 75%
+LPIPS=10 7.3 1.30 92.8 83%

SVG′ MSE 18.3 1.68 91.3 47%
+LPIPS=1 11.0 1.58 90.9 68%
+LPIPS=10 18.9 1.76 90.4 20%

(c) RoboDesk: upright block off table

Perceptual Control

Model Loss FVD LPIPS* SSIM Success

FitVid MSE 15.1 1.08 95.8 38%
+LPIPS=1 10.2 1.08 94.9 36%
+LPIPS=10 9.8 1.39 93.6 13%

SVG′ MSE 22.5 1.88 90.6 58%
+LPIPS=1 4.9 2.06 89.7 10%
+LPIPS=10 22.6 2.48 88.2 10%

(d) RoboDesk: open slide
Table 1: Perceptual metrics and control performance for models trained using a MSE objective, as well as with
added perceptual losses. For each metric, the bolded number shows the best value for that task. *LPIPS scores
are scaled by 100 for convenient display. Full results can be found in Appendix A.

Benchmarks for model-based and offline RL. Many works in model-based reinforcement learning
evaluate on simulated RL benchmarks (Brockman et al., 2016; Tassa et al., 2018; Ha & Schmidhu-
ber, 2018; Rajeswaran et al., 2018; Yu et al., 2019; Ahn et al., 2019; Zhu et al., 2020; Kannan
et al., 2021), while real-world evaluation setups are often unstandardized. Offline RL and imita-
tion learning benchmarks (Zhu et al., 2020; Fu et al., 2020; Gulcehre et al., 2020; Lu et al., 2022)
provide training datasets along with environments. Our benchmark includes environments based on
the infrastructure of robosuite (Zhu et al., 2020) and RoboDesk (Kannan et al., 2021), but it
further includes task specifications in the form of goal images, cost functions for planning, as well
as implementations of planning algorithms. Additionally, offline RL benchmarks mostly analyze
model-free algorithms, while in this paper we focus on model-based methods. Because planning
using video prediction models is sensitive to details such as control frequency, planning horizon,
and cost function, our benchmark supplies all aspects other than the predictive model itself.

3 THE MISMATCH BETWEEN PERCEPTUAL METRICS AND CONTROL

In this section, we present a case study that analyzes whether existing metrics for video predic-
tion are indicative of performance on downstream control tasks. We focus on two variational video
prediction models that have competitive prediction performance and are fast enough for planning:
FitVid (Babaeizadeh et al., 2021) and the modified version of the SVG model (Denton & Fer-
gus, 2018) introduced by Villegas et al. (2019), which contains convolutional as opposed to fully-
connected LSTM cells and uses the first four blocks of VGG19 as the encoder/decoder architecture.
We denote this model as SVG′. We perform experiments on two tabletop manipulation environ-
ments, robosuite and RoboDesk, which each admit multiple potential downstream task goals.
Additional environment details are in Section 4.

When selecting models to analyze, our goal is to train models that have varying performance on ex-
isting metrics. One strategy for learning models that align better with human perceptions of realism
is to add auxiliary perceptual losses such as LPIPS (Zhang et al., 2018). Thus, for each environment,
we train three variants of both the FitVid and SVG′ video prediction models. One variant is trained
with a standard pixel-wise ℓ2 reconstruction loss (MSE), while the other two are trained using an
additional perceptual loss in the form of adding the LPIPS score with VGG features implemented by
Kastryulin et al. (2022) between the predicted and ground truth images at weightings 1 and 10. We
train each model for 150K gradient steps. We then evaluate each model in terms of FVD (Unterthiner
et al., 2018), LPIPS (Zhang et al., 2018), and SSIM (Wang et al., 2004) on held-out validation sets,
as well as planning performance on robotic manipulation via visual foresight (Finn & Levine, 2017;
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Task Definitions Planning Implementation

Video Prediction Interface

Pre-trained classifier 
cost functions

MPPI/CEM  
sampling-based 

optimizers

Environments 
(Robosuite & 
RoboDesk)

Expert scripted 
interaction datasets

Task instance 
specifications

Start Goal
# Only required to implement one function! 
def __call__(self, context_frames, action_seq): 

   # Input: 2 context frames & T actions 
   # Output: Predictions for T future frames 
  return model_predictions

Training Datasets

Figure 2: Overview of the VP2 benchmark, which contains simulated environments, training data, and task
instance specifications, along with a planning implementation with pre-trained cost functions. The interface for
evaluating a new model on the benchmark is a model forward pass.

Ebert et al., 2018). As shown in Table 1, we find that models that show improved performance on
these metrics do not always perform well when used for planning, and the degree to which they are
correlated with control performance appears highly task-dependent.

For example, FVD tends to be low for models that are trained with an auxiliary LPIPS loss at
weight 10 on robosuite pushing, despite weak control performance. At the same time, for the
upright block off table task, FVD is much better correlated with task success compared
to LPIPS and SSIM, which show little relation to control performance. We also see that models can
perform almost identically on certain metrics while ranging widely in control performance.

This case study is conducted in a relatively narrow setting, and because data from these simulated
environments is less complex than “in-the-wild” datasets, the trained models tend to perform well
on an absolute scale across all metrics. Existing metrics can certainly serve as effective indicators
of general prediction quality, but we can observe even in this example that they can be misaligned
with a model’s performance when used for control and could lead to erroneous model selection
for downstream manipulation. Therefore, we believe that a control-centric benchmark represents
another useful axis of comparison for video prediction models.

4 THE VP2 BENCHMARK

In this section, we introduce the VP2 benchmark. The main goal of our benchmark is to evaluate
the downstream control performances of video prediction models. To help isolate the effects of
models as opposed to the environment or control algorithm, we include the entire control scheme
for each task as part of the benchmark. We design VP2 with three intentions in mind: (1) it should
be accessible, that is, evaluating models should not require any experience in control or RL, (2) it
should be flexible, placing as few restrictions as possible on models, and (3) it should emphasize
settings where model-based methods may be advantageous, such as specifying goals on the fly after
training on a multi-task dataset.

VP2 consists of three main components: environment and task definitions, a sampling-based
planner, and training datasets. These components are shown in Figure 2.

4.1 ENVIRONMENT AND TASK DEFINITIONS

One advantage of model-based methods is that a single model can be leveraged to complete a va-
riety of commanded goals at test time. Therefore, to allow our benchmark to evaluate models’
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abilities to perform multi-task planning, we select environments where there are many different
tasks for the robot to complete. VP2 consists of two environments: a tabletop setting created using
robosuite (Zhu et al., 2020), and a desk manipulation setting based on RoboDesk (Kannan et al.,
2021). Each environment contains a robot model as well as multiple objects to interact with.

For each environment, we further define task categories, which represent semantic tasks in that
environment. Each task category is defined by a success criterion based on the simulator state.

Many reinforcement learning benchmarks focus on a single task and reset the environment to the
same simulator state at the beginning of every episode. This causes the agent to visit a narrow dis-
tribution of states, and does not accurately represent how robots operate in the real world. However,
simply randomizing initial environment states can lead to higher variance in evaluation. To test
models’ generalization capabilities and robustness to environment variations, we additionally define
task instances for each task category. A task instance is defined by an initial simulator state and an
RGB goal image Ig ∈ R64×64×3 observation of the desired final state. Goal images are a flexible
way of specifying goals, but can often be unachievable based on the initial state and action space.
We ensure that for each task instance, it is possible to reach an observation matching the goal image
within the time horizon by collecting them from actual trajectories executed in the environment.

VP2 currently supports evaluation on 11 tasks across two simulated environments:

Tabletop robosuite environment. The tabletop environment is built using robosuite (Zhu
et al., 2020) and contains 4 objects: two cubes of varying sizes, a cylinder, and a sphere. To pro-
vide more realistic visuals, we render the scene with the iGibson renderer (Li et al., 2021). This
environment contains 4 task categories: push {large cube, small cube, cylinder,
sphere}. We include 25 task instances per category, where the textures of all objects are ran-
domized from a set of 13 for each instance. When selecting the action space, we prefer a lower-
dimensional action space to minimize the complexity of sampling-based planning, but would like
one that can still enable a range of tasks. We choose to use an action space A ∈ R4 that fixes the
end-effector orientation and represents a change in end-effector position command, as well as an
action opening or closing the gripper, that is fed to an operational space controller (OSC).

RoboDesk environment. The RoboDesk environment (Kannan et al., 2021) consists of a
Franka Panda robot placed in front of a desk, and defines several tasks that the robot can com-
plete. Because the planner needs to be able to judge task success from several frames, we
consider a subset of these tasks that have obvious visual cues for success. Specifically, we
use 7 tasks: push {red, green, blue} button, open {slide, drawer}, push
{upright block, flat block} off table. We find that the action space in the original
RoboDesk environment works well for scripting data collection and for planning. Therefore in this
environment A ∈ R5 represents a change in gripper position, wrist angle, and gripper command.

4.2 SAMPLING-BASED PLANNING

Our benchmark provides not only environment and task definitions, but also a control setup that
allows models to be directly scored based on control performance. Each benchmark run consists of
a series of control trials, where each control trial executes sampling-based planning using the given
model on a particular task instance. At the end of T control steps, the success or failure on the task
instance is judged based on the simulator state.

To perform planning using visual foresight, at each step the sampling-based planner attempts to solve
the following optimization problem to plan an action sequence given a goal image Ig , context frames
Ic, cost function C, and a video prediction model f̂θ: mina1,a2,...aT

∑T
i=1 C(f̂(Ic, a1:T )i, Ig). The

best action is then selected, and re-planning is performed at each step to reduce the effect of com-
pounding model errors. We use 2 context frames and predict T = 10 future frames across the
benchmark. As in prior work in model-based RL, we implement a sampling-based planner that uses
MPPI (Williams et al., 2016; Nagabandi et al., 2019) to sample candidate action sequences, perform
forward prediction, and then update the sampling distribution based on these scores. We provide de-
fault values for planning hyperparameters that have been tuned to achieve strong performance with
a perfect dynamics model, which can be found along with additional details in Appendix C.

VP2 additionally specifies the cost function C for each task category. For the task categories in the
robosuite environment, we simply use pixel-wise mean squared error (MSE) as the cost. For
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the RoboDesk task categories, we find that an additional task-specific pretrained classifier yields
improved planning performance. We train deep convolutional networks to classify task success on
each task, and use a weighted combination of MSE and classifier logits as the cost function. We
provide these pre-trained model weights as part of the benchmark.

4.3 TRAINING DATASETS

Each environment in VP2 comes with datasets for video prediction model training. Each training
dataset consists of trajectories with 35 timesteps, each containing 256 × 256 RGB image observa-
tions and the action taken at each step. Specifics for each environment dataset are as follows, with
additional details in Appendix D:

• robosuiteTabletop environment: We include 50K trajectories of interactions collected
with a hand-scripted policy to push a random object in the environment in a random direc-
tion. Object textures are randomized in each trajectory.

• RoboDesk environment: For each task instance, we include 5K trajectories collected with
a hand-scripted policy, for a total of 35K trajectories. To encourage the dataset to contain
trajectories of varying success rates, we apply independent Gaussian noise to each dimen-
sion of every action from the scripted policy before executing it.

5 BENCHMARK INTERFACE

One of our goals is to make the benchmark easy as possible to use, without placing restrictions on
the deep learning framework nor requiring expertise in RL or planning. We achieve this through two
main design decisions. First, by our selection of a sampling-based planning method, we remove as
many assumptions as possible from the model definition, such as differentiability or an autoregres-
sive predictive structure. Second, by implementing and abstracting away control components, we
establish a code interface that requires minimal overhead.

To evaluate a model on VP2, models must first be trained on one dataset per environment. This is an
identical procedure to typical evaluation on video benchmarking datasets. Then, with a forward pass
implementation, our benchmark uses the model directly for planning as described in Section 4.2.
Specifically, given context frames [I1, I2, ..., It] and an action sequence [a1, a2, ..., at+T−1], the
forward pass should predict the next N frames [Ît+1, Ît+2, ..., Ît+T ]. We anticipate this will incur
low overhead, as similar functions are often implemented to track model validation performance.

6 EMPIRICAL ANALYSIS OF VIDEO PREDICTION AT SCALE FOR CONTROL

Next, we leverage our benchmark as a starting point for investigating questions relating to model
and data scale in the context of control. We first evaluate a set of baseline models on our benchmark
tasks. Then in order to better understand how we can build models with better downstream control
performance on VP2, we empirically study the following questions:

• How does control performance scale with model size? Do different models scale similarly?
What are the computational costs at training and test time?

• How does control performance scale with training data quantity?

• Can planning performance be improved by models with better uncertainty awareness that
can detect when they are queried on out-of-distribution action sequences?

6.1 PERFORMANCE OF EXISTING MODELS ON VP2

To establish performance baselines, we consider three models that achieve either state-of-the-art or
competitive performance on metrics such as SSIM, LPIPS, and FVD:

• FitVid (Babaeizadeh et al., 2021) is a variational video prediction model that achieved
state-of-the-art results on the Human 3.6M (Ionescu et al., 2014) and RoboNet (Dasari
et al., 2019) datasets. It has shown the ability to fit large diverse datasets, where previous
models suffered from underfitting.
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Figure 3: Performance of existing models on VP2. We aggregate results over the 4 robosuite task cat-
egories. Error bars show min/max performance over 2 control runs, except for MCVD where we use 1 run
for RoboDesk tasks due to computational constraints. On the right, we show the mean scores for each model
averaged across all tasks, normalized by the performance of the simulator.

• SVG′ (Villegas et al., 2019) is also a variational RNN-based model, but makes sev-
eral unique architectural choices – it opts for convolutional LSTMs and a shallower en-
coder/decoder architecture. Unless otherwise stated, we use the “base” size described in
the paper, and the ℓ2 loss from the original SVG model rather than ℓ1 prescribed by Villegas
et al. (2019) to isolate the effects of model architecture and loss function.

• Masked Conditional Video Diffusion (MCVD) (Voleti et al., 2022) is a diffusion model
that can perform many video tasks by conditioning on different subsets of video frames.
To our knowledge, diffusion-based video prediction models have not previously been ap-
plied to learn action-conditioned models. Therefore, we adapt MCVD to make it action-
conditioned. Concretely, we follow a procedure similar to Finn et al. (2016) and tile the
entire action sequence a ∈ RT∗|A| into a feature map with the same spatial dimensions as
the context images, and concatenate the feature map and context images channel-wise. De-
veloping more sophisticated methods for action-conditioning is a subject for future work.

We train FitVid and SVG′ to predict 10 future frames given 2 context frames and agent actions. For
MCVD, we also use a planning horizon of 10 steps, but following the procedure from the paper, we
predict 5 future frames at a time, and autoregressively predict longer sequences.

While we can compare relative planning performance between models based on task success rate, it
is difficult to evaluate absolute performance when models are embedded into a planning framework.
To provide an upper bound on how much the dynamics model can improve overall control success,
we include a baseline that uses the simulator directly as the dynamics but retains the rest of the
planning pipeline. This helps disentangle weaknesses of video prediction models from suboptimal
planning or cost functions.

In Figure 3, we show the performance of the three models on our benchmark tasks. We see that for
the simpler task push blue button, the performance of existing models approaches that of the
true dynamics. However, for robosuite and the other RoboDesk tasks, there are significant gaps
in performance for learned models.

6.2 MODEL CAPACITY

Increasingly expressive models have pushed prediction quality on visually complex datasets. How-
ever, it is unclear how model capacity impacts downstream manipulation results on VP2 tasks. In
this section, we use our benchmark to study this question. Due to computational constraints, we
consider only tasks in the robosuite tabletop environment. We train variants of the FitVid and
SVG′ models with varying parameter counts. For FitVid, we create two smaller variants by halving
the number of encoder layers and decreasing layer sizes in one model, and then further decreasing
the number of encoder filters and LSTM hidden units in another (“mini”). For SVG′, we vary the
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Figure 4: Control performance on robosuite tasks across a models with capacities ranging from 6 million
to 300 million parameters. Error bars represent standard error of the mean (SEM) across 3 control runs over the
set of 100 task instances, except for MCVD where we perform 2 control runs due to computational constraints.
We hypothesize that larger versions of FitVid overfit the data, and see that in general, model capacity does not
seem to yield signficantly improved performance on these tasks.

model size by changing parameters M and K as described by Villegas et al. (2019), which represent
expanding factors on the size of the LSTM and encoder/decoder architectures respectively.

Model Variant # Params Pred. time (s)

FitVid Full 302M 5.63
Small encoder 6.5M 0.48
Mini 2.3M 0.29

SVG′ M = 2,K = 2 325M 3.58
M = 2,K = 1 312M 2.40
M = 1,K = 2 96M 2.39
M = 1,K = 1 83M 1.21
M = 1

2 ,K = 1
2 21.5M 0.52

MCVD Base 56M 220

Table 2: Comparison of median wall clock
forward pass time for predicting 10 future
frames. We use a batch size of 200 samples
and one NVIDIA Titan RTX GPU.

In Figure 4, we plot the control performance on the
robosuite tabletop environment versus the number of
parameters. While SVG′ sees slight performance im-
provements with certain larger configurations, in general
we do not see a strong trend that increased model capacity
yields improved performance. We hypothesize that this
is because larger models like the full FitVid architecture
tend to overfit to action sequences seen in the dataset.

We additionally note the wall clock forward prediction
time for each model in Table 2. Notably, while the
MCVD model achieves competitive control performance,
its forward pass computation time is more than 10× that
of the full FitVid model. While diffusion models have
shown comparable prediction quality compared to RNN-based video prediction models, the chal-
lenge of using these models efficiently for planning remains.

6.3 DATA QUANTITY
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Figure 5: Evaluating the effects of increasing
training dataset size on all robosuite tasks.
Additional data boosts performance slightly, but
the benefit quickly plateaus. Shaded areas show
95% confidence intervals across 3 runs.

Data-driven video prediction models require suffi-
cient coverage of the state space to be able to per-
form downstream tasks, and much effort has gone
into developing models that are able to fit large
datasets. Therefore, it is natural to ask: How does
the number of training samples impact downstream
control performance? To test this, we train the full
FitVid and base SVG′ models on subsets of the
robosuite tabletop environment dataset consist-
ing of 1K, 5K, 15K, 30K, and 50K trajectories of
35 steps each. We then evaluate the control per-
formance for each model for the aggregated 100
robosuite control tasks. Figure 5 shows the con-
trol results for models trained on consecutively in-
creasing data quantities. We find that performance
improves when increasing from smaller quantities of
data on the order of hundreds to thousands of trajec-
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tories, but gains quickly plateau. We hypothesize that this is because the distribution of actions in
the dataset is relatively constrained due to the scripted data collection policy.

6.4 UNCERTAINTY ESTIMATION VIA ENSEMBLES

Because video prediction models are trained on fixed datasets before being deployed for control in
visual foresight, they may yield incorrect predictions when queried on out-of-distribution actions
during planning. As a result, we hypothesize that planning performance might be improved through
improved uncertainty awareness – that is, a model should detect when it is being asked to make pre-
dictions it will likely make mistakes on. We test this hypothesis by estimating epistemic uncertainty
through a simple ensemble disagreement method and integrating it into the planning procedure.

 FitVid  SVG’  FitVid  SVG’  FitVid  SVG’

Task

0.0

0.2
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1.0

S
u
cc

es
s 

ra
te

Open slide Push green button Upright block 
off table

Control performance of ensemble disagreement strategy

Ensemble Single model

Figure 6: Control performance when using ensem-
ble disagreement for control on three tasks. We can
see that for upright block off table, ensem-
ble disagreement improves performance, but on the
other two tasks, performance is comparable or slightly
weaker than a single model. Error bars show min/max
performance across 2 control runs.

Concretely, we apply a score penalty during
planning based on the instantiation of ensem-
ble disagreement from Yu et al. (2020). Given
an ensemble of N = 4 video prediction mod-
els, we use all models from the ensemble to
perform prediction for each action sequence.
Then, we compute the standard task score using
a randomly selected model, and then subtract
a penalty based on the largest ℓ1 model devi-
ation from the mean prediction. Because sub-
tracting the score penalty decreases the scale of
rewards, we experiment with the temperature
γ = 0.01, 0.03, 0.05 for MPPI, and report the
best control result for each task across values
of γ for single and ensembled models. Addi-
tional details about the penalty computation can
be found in Appendix E.

The results of using this approach for control
are shown in Figure 6. We find that the un-
certainty penalty is able to achieve slightly im-
proved performance on the upright block off table task, comparable performance on
push green button, and slightly weaker performance on open slide. This also causes
expensive training and inference times to scale linearly with ensemble size when using a naı̈ve im-
plementation. However, our results indicate that efforts in developing uncertainty-aware models
may be one avenue for improved downstream planning performance.

7 CONCLUSION

In this paper, we proposed a control-centric benchmark for video prediction. After finding em-
pirically that existing perceptual and pixel-wise metrics can be poorly correlated with downstream
performance for planning robotic manipulation, we proposed VP2 as an additional control-centric
evaluation method. Our benchmark consists of 13 task categories in two simulated multi-task robotic
manipulation environments, and has an easy-to-use interface that does not place any limits on model
structure or implementation. We then leveraged our benchmark to investigate questions related to
model and data scale for three models – FitVid, SVG′, and MCVD – and find that while scale is
important to some degree for VP2 tasks, improved performance on these tasks may also come from
building models with improved uncertainty awareness. We hope that this spurs future efforts in de-
veloping action-conditioned video prediction models for downstream control applications, and also
provides a helpful testbed for creating new planning algorithms and cost functions for visual MPC.

Limitations. VP2 consists of simulated, shorter horizon tasks. As models and planning methods
improve, it may be extended to include more challenging tasks. Additionally, compared to widely
adopted metrics, evaluation scores on our benchmark are more computationally intensive to obtain
and may be less practical to track over the course of training. Finally, robotic manipulation is one
of many downstream tasks for video prediction, and our benchmark may not be representative of
performance on other tasks. We anticipate evaluation scores on VP2 to be used in conjunction with
other metrics for a holistic understanding of model performance.
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Reproducibility statement. We provide our code for the benchmark in Appendix F and will later
open source it. We will release the training datasets and pre-trained cost function weights along with
the rest of the benchmark.
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A FULL RESULTS FOR METRIC COMPARISONS

In Table 3 we present the results on the remaining two tasks from the case study presented in Sec-
tion 3.

Perceptual Control

Model Loss FVD LPIPS* SSIM Success

FitVid MSE 9.6 0.65 98.1 95%
+LPIPS=1 6.3 0.72 98.0 98%
+LPIPS=10 9.2 0.88 97.8 88%

SVG′ MSE 16.7 1.13 95.3 97%
+LPIPS=1 8.4 1.06 95.5 97%
+LPIPS=10 41.8 1.28 94.1 25%

(a) RoboDesk: push blue button

Perceptual Control

Model Loss FVD LPIPS* SSIM Success

FitVid MSE 10.6 0.65 98.0 88%
+LPIPS=1 8.3 0.69 97.9 88%
+LPIPS=10 8.3 0.87 97.4 67%

SVG′ MSE 13.1 1.13 94.9 83%
+LPIPS=1 7.4 1.03 95.3 83%
+LPIPS=10 24.6 1.26 93.8 10%

(b) RoboDesk: push green button

Perceptual Control

Model Loss FVD LPIPS* SSIM Success

FitVid MSE 9.1 0.77 96.3 10%
+LPIPS=1 5.8 0.72 96.0 10%
+LPIPS=10 7.2 0.91 94.8 10%

SVG′ MSE 13.6 1.28 92.8 10%
+LPIPS=1 9.7 1.19 92.7 13%
+LPIPS=10 20.0 1.54 91.0 10%

(c) RoboDesk: flat block off table
Table 3: Results for the remaining 3 tasks for the experiment described in Section 3.

B MODEL TRAINING DETAILS

In this section, we provide specific training details for video prediction model training here.

B.1 FITVID

We reimplement FitVid according to the official implementation by the authors. We train using the
architecture defaults from the original paper. The training hyperparameters are shown in Table 4.
For the smaller variants shown in the model capacity experiments, we detail the modifications in
architecture in Table 5 and 6.

We train FitVid at 64× 64 image resolution to predict 10 future frames given 2 future frames.

When training, we use FP16 precision using PyTorch’s autocast functionality and use either 2 or 4
NVIDIA TITAN RTX GPUs. We train all models for 153K gradient steps.

Hyperparameter Value

Batch size 32
Optimizer Adam
Learning rate 3e-4
Adam ϵ 1e-8
Gradient clip 100
β 1e-4

Table 4: Hyperparameters for FitVid training. Note that we use a learning rate of 3e − 4 because we find that
it allows for more stable training. We also tried 1e− 3 as in the original paper, but we found that this tended to
cause numerical instability and did not yield significantly different results.

B.2 SVG′

For SVG′, we start with the implementation of the SVG model by Denton & Fergus (2018). Then,
we make the modifications described by Villegas et al. (2019). Specifically, we use the first 4 blocks
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Hyperparameter Value

Encoder (h) dimension 64
LSTM size 128
Num of encoder/decoder layers per stage [1, 1, 1, 1]

Table 5: Hyperparameters for FitVid model: smaller encoder.

Hyperparameter Value

Encoder (h) dimension 32
LSTM size 64
Num of encoder/decoder layers per stage [1, 1, 1, 1]
Encoder/Decoder # filters All scaled by 1/4

Table 6: Hyperparameters for FitVid model: mini.

of VGG as the encoder/decoder architecture. Then, rather than flattening encoder outputs before
feeding them into the LSTM layers, we use Convolutional LSTMs to directly process the 2D feature
maps. Unless otherwise stated, we train with the model size M = 1,K = 1, which is the base
model size described in Villegas et al. (2019). Note that for fairer comparisons, unlike Villegas et al.
(2019), we retain the ℓ2 loss for the reconstruction portion of the loss function.

For action conditioning with SVG′, we tile the action for each timestep into a 2D feature map with
the same dimensions as the encoded image, where the number of channels is the action size. We
then concatenate this along with the latent z to the encoded image before passing it into the frame
predictor RNN.

When testing higher and lower capacity variants, we adjust the values of M and K, which as defined
by Villegas et al. (2019), are hyperparameters that multiplicatively scale the number of filters in the
LSTM layers and encoder/decoder, respectively.

We train SVG′ at 64×64 image resolution to predict 10 future frames given 2 context frames. We use
1-2 NVIDIA TITAN RTX GPUs to train SVG′ for 153K gradient steps. Training hyperparameters
are shown in Table 7.

Hyperparameter Value

Batch size 32
Optimizer Adam
Learning rate 3e-4
Adam β1 0.9
Adam β2 0.999
Adam ϵ 1e-8

Table 7: Hyperparameters for SVG′ training.

B.3 MCVD

We use the code implementation for MCVD provided by the original authors at https://
github.com/voletiv/mcvd-pytorch. We use the SPATIN version of the model, following
the setup for training the Denoising Diffusion Probabilistic Models (DDPM) version of the model on
SMMNIST in the original paper. We additionally modify the architecture to be action-conditioned
by concatenating first converting a sequence of actions into a flat vector containing actions from all
timesteps. We then tile this action vector a ∈ RT∗|A| into a 2D feature map with the same spatial di-
mensions as the context images, and concatenate the feature map and context images channel-wise.
Additional training hyperparameters are shown in Table 8.

We train MCVD to generate 64 × 64 RGB images. MCVD can be used for a number of different
video tasks based on which frames are provided for conditioning, but we use it for video prediction
(only future frame prediction provided context). Although during planning we use MCVD to predict
to a horizon of length 10 like other models, we train the model to predict 5 future frames given 2
context frames, following the procedure by the original authors. In order to make predictions of
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Hyperparameter Value

Batch size 64
Optimizer Adam
Learning rate 2e-4
Adam β1 0.9
Adam β2 0.999
Adam ϵ 1e-8
Gradient clip 1.0
Weight decay 0.0
# diffusion steps (train) 100
# diffusion steps (test) 100

Table 8: Hyperparameters for MCVD training.

length 10, we feed in the results of the first prediction autoregressively to the model to obtain the
last 5 predictions. Note that only the actions for the first 5 frames are provided for the first forward
pass, and only the actions for the second 5 frames are provided in the second pass.

We train the MCVD model for robosuite tasks for 360K gradient steps, and the one for Ro-
boDesk tasks for 270K gradient steps. All training is performed using 2 NVIDIA TITAN RTX
GPUs.

C PLANNING IMPLEMENTATION DETAILS

In this section we provide details for the planning implementation of VP2. For all tasks, we use
T = 15 as the rollout length.

C.1 MPPI OPTIMIZER

We perform sampling-based planning using the model-predictive path integral (MPPI) (Williams
et al., 2016), using the implementation from Nagabandi et al. (2019) as a guideline. Table 9 details
the hyperparameters that we use for planning for each task category.

Hyperparameter Value

Number of samples 200 for all tasks except 800
for open {drawer, slide}

Scaling factor γ 0.05
Sampling distribution correlation coefficient β 0.5
Sampling distribution stdev. (RoboDesk) [0.5,0.5,0.5,0.1,0.1]
Sample distribution stdev. (robosuite) [0.5, 0.5, 0.5, 0]
Sampling distribution initial mean 0

Table 9: Hyperparameters for MPPI optimizer.

C.2 CLASSIFIER COST FUNCTIONS

For each classifier cost function, we take 2500 trajectories from the RoboDesk dataset for the given
task, and train a binary convolutional classifier to predict whether or not a given frame receives
reward >= 30, where the reward is provided by the RoboDesk environment. We train for 3000
gradient steps, and the architecture is described in Table 10.

C.3 PLANNING COST FUNCTIONS

Next we detail the cost functions for each of the tasks. The cost for the RoboSuite tasks is the
sum of the ℓ2 pixel-wise error between the 10 predicted images and the goal image, summed over
time. For the RoboDesk tasks, it is 0.5 times the ℓ2 pixel loss plus 10 times the classifier logit
from a deep convolutional classifier trained for predicting success on that given task. We tuned
this weighting value after fixing the value of γ for MPPI. We tuned over the classifier weight as
[1, 10, 100, 1000, 10000] using the simulator as the planner and found that 10 resulted in the best
performance.
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Layer type Out channels/hidden units Kernel

Conv2D 32 3 × 3
Conv2D 32 3 × 3
ReLU - -

Conv2D 32 3 × 3
ReLU - -

Conv2D 32 3 × 3
ReLU - -

Conv2D 32 3 × 3
ReLU - -

Conv2D 32 3 × 3
ReLU - -

Conv2D 32 3 × 3
ReLU - -

Conv2D 32 3 × 3
Flatten - -
Linear 1024 -
ReLU - -
Linear 1 -

Table 10: Classifier cost function architecture, with layers named as in PyTorch convention. The input is a
64× 64× 3 RGB image.

The score for the planner is computed by negating the cost.

D DATASET DETAILS

Here we provide details abut the datasets that come with VP2. Note that our datasets can be re-
rendered at any resolution.

• robosuite Tabletop environment: We collect 50K trajectories of interactions collected
with a scripted policy. During each trajectory, a random one of the four possible objects
is selected as the target for the push. Then, a random direction in [0, π] on the plane is
selected as the direction for the object to be pushed, and the target object position is set to
0.3 meters in this direction from the initial starting position. Then, we use a P-controller to
first navigate the arm in position to push the object in the desired direction, and then to push
it. At every step, we add independent Gaussian noise with σ = 0.05 to each dimension of
the action except the last one, which represents the gripper action. Even if the object is not
successfully pushed to the desired position using this policy, we still record the trajectory.

The robosuite Tabletop dataset is rendered using the iGibson Li et al. (2021) renderer,
with modifications to the shadow computations to make the shadows softer and more re-
alistic. We will supply the modified rendering code along with the environments in the
released benchmark code.

• RoboDesk environment: We script policies to complete each of the 7 tasks. The structure
of each policy depends on the task, and they are included in the provided code. We apply
noise to each action by adding independent Gaussian noise to every dimension. We create
the dataset for the entire RoboDesk dataset by collecting 2500 noisy scripted trajectories
using a noise level of σ = 0.1, and then 2500 additional trajectories with σ = 0.2, for a
total of 35K trajectories.

The RoboDesk dataset is rendered using the MuJoCo viewer, provided by the original
implementation.

E ENSEMBLING EXPERIMENTS

For the ensembling experiment, we apply the model disagreement penalty in the following way.
Given an action sequence, we first use all N models in the ensemble to predict video sequences
I1, I2, ...IN . We then compute the error of the prediction that most deviates from the mean of all
predictions in ℓ1 error, i.e. δ = maxi=[0,1,..N ] ∥Ii − 1

N

∑N
i=1 I

i∥1. We compute the standard task
cost function c using one of the ensemble predictions, selected uniformly at random. We calculate
the final cost as c− λδ, where λ is a hyperparameter that we set as 0.01 for all experiments.
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F CODE

We provide the anonymized code used for running control experiments here: https://
anonymous.4open.science/r/vp2-iclr. We will further provide the pretrained cost
weights, datasets, and task definitions the benchmark is publicly released.
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