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ABSTRACT

The transformer architecture has demonstrated remarkable capabilities in modern
artificial intelligence, among which the capability of implicitly learning an internal
model during inference time is widely believed to play a key role in the understand-
ing of pre-trained large language models. However, most recent works have been
focusing on studying supervised learning topics such as in-context learning, leav-
ing the field of unsupervised learning largely unexplored. This paper investigates
the capabilities of transformers in solving Gaussian Mixture Models (GMMs), a
fundamental unsupervised learning problem through the lens of statistical esti-
mation. We propose a transformer-based learning framework called TGMM that
simultaneously learns to solve multiple GMM tasks using a shared transformer
backbone. The learned models are empirically demonstrated to effectively mitigate
the limitations of classical methods such as Expectation-Maximization (EM) or
spectral algorithms, at the same time exhibit reasonable robustness to distribu-
tion shifts. Theoretically, we prove that transformers can efficiently approximate
both the Expectation-Maximization (EM) algorithm and a core component of
spectral methods—namely, cubic tensor power iterations. These results not only
improve upon prior work on approximating the EM algorithm, but also provide, to
our knowledge, the first theoretical guarantee that transformers can approximate
high-order tensor operations. Our study bridges the gap between practical suc-
cess and theoretical understanding, positioning transformers as versatile tools for
unsupervised learning.

1 INTRODUCTION

Large Language Models (LLMs) have achieved remarkable success across various tasks in recent
years. Transformers(Vaswani et al.,[2017)), the dominant architecture in modern LLMs(Brown et al.,
2020), outperform many other neural network models in efficiency and scalability. Beyond language
tasks, transformers have also demonstrated strong performance in other domains, such as computer
vision(Han et al., 2023} [Khan et al.} 2022) and reinforcement learning(Li et al., [2023a)). Given their
practical success, understanding the mechanisms behind transformers has attracted growing research
interest. Existing studies often treat transformers as algorithmic toolboxes, investigating their ability
to implement diverse algorithms(Von Oswald et al., [2023; Bai et al.l 2023} [Lin et al., 2024} |Giannou
et al., [2025; [Teh et al.| [2025))—a perspective linked to meta-learning(Hospedales et al., 2021).

However, most research has focused on supervised learning settings, such as regression(Bai et al.,
2023) and classification(Giannou et al., [2025)), leaving the unsupervised learning paradigm relatively
unexplored. Since transformer models are typically trained in a supervised manner, unsupervised
learning poses inherent challenges for transformers due to the absence of labeled data. Moreover,
given the abundance of unlabeled data in real-world scenarios, investigating the mechanisms of
transformers in unsupervised learning holds significant implications for practical applications. The
Gaussian mixture model (GMM) represents one of the most fundamental unsupervised learning tasks
in statistics, with a rich historical background(DAY} 1969} Aitkin & Wilson, [1980) and ongoing
research interest(Zhang et al. 2021; Manduchi et al., [2021} [Loffler et al., 2021} Ndaoud, 2022}
Gribonval et al., 2021} Yu et al.l 2021). Two primary algorithmic approaches are existing for solving
GMM problems: (1) likelihood-based methods employing the Expectation-Maximization (EM)
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algorithm(Dempster et al.| [1977; Balakrishnan et al.|[2017), and (2) moment-based methods utilizing
spectral algorithms(Hsu & Kakadel [2013; |Anandkumar et al., [2014). However, both algorithms
have inherent limitations. The EM algorithm is prone to convergence at local optima and is highly
sensitive to initialization(Moitral 2018 Jin et al., 2016). In contrast, while the spectral method is
independent of initialization, it requires the number of components to be smaller than the data’s
dimensionality—an assumption that restricts its applicability to problems involving many components
in low-dimensional GMMs(Hsu & Kakadel [2013)).

In this work, we explore transformers for GMM parameter estimation to address two questions. (i)
Can Transformers provably work for GMM in-context? (ii) Can Transformers empirically overcome
the drawbacks of both EM algorithm and the spectral method? Our answers are affirmative. We find
that meta-trained transformers exhibit strong performance on GMM tasks without the aforementioned
limitations. Notably, we construct transformer-based solvers that efficiently solve GMMs with varying
component counts simultaneously. The experimental phenomena are further backed up by novel
theoretical establishments: We prove that transformers can effectively learn GMMs with different
components by approximating both the EM algorithm and a key component of spectral methods on
GMM tasks.

Main Contributions.

* We propose the TGMM framework that utilizes transformers to solve multiple GMM tasks with
varying numbers of components simultaneously during inference time. Through extensive ex-
perimentation, the learned TGMM model is demonstrated to achieve competitive and robust
performance over synthetic GMM tasks. Notably, TGMM outperforms the popular EM algorithm
in terms of estimation quality, and approximately matches the strong performance of spectral
methods while enjoying better flexibility.

* We establish theoretical foundations by proving that transformers can approximate both the EM
algorithm and a key component of spectral methods. Our approximation of the EM algorithm
fundamentally leverages the weighted averaging property inherent in softmax attention, enabling
simultaneous approximation of both the E and M steps. Notably, our approximation results also
hold across varying dimensions and mixture components in GMM.

* We proved that transformers (with RELU activation) can implement cubic tensor power iterations-
a crucial component of spectral algorithms for GMM. The proof is highly dependent on the
multi-head structure of transformers. To the best of our knowledge, this is the first theoretical
demonstration of transformers’ capacity for high-order tensor calculations.

Related works. Recent research has explored the mechanisms by which transformers can implement
various supervised learning algorithms. For instance, |Akyiirek et al.|(2023), Von Oswald et al.| (2023),
and Bai et al.|(2023)) demonstrate that transformers can perform gradient descent for linear regression
problems in-context. |[Lin et al.|(2024) shows that transformers are capable of implementing Upper
Confidence Bound (UCB) algorithms, as well as other classical algorithms in reinforcement learning
tasks. |[Giannou et al.| (2025) reveals that transformers can execute in-context Newton’s method for
logistic regression problems. |Teh et al.| (2025)) illustrates that transformers can approximate Robbins’
estimator and solve Naive Bayes problems. [Kim et al.|(2024)) studies the minimax optimality of
transformers on nonparametric regression. Some literature on density estimation using LLMs is
discussed in Section[Al

Comparison with prior theoretical works in unsupervised learning setting. Several recent studies
have investigated the mechanisms of transformer-based models in mixture model settings(He et al.,
2025a; Jin et al., 2024} He et al., [2025b). Among these, He et al.|(2025a) establishes that transformers
can implement Principal Component Analysis (PCA) and leverages this to GMM clustering. However,
their analysis is limited to the two-component case, restricting its broader applicability.

The paper|Jin et al. (2024)) investigates the in-context learning capabilities of transformers for mixture
linear models, a setting that differs from ours. Furthermore, their approximation construction of
the transformer is limited to two-component GMMs, leaving the general case unaddressed. While
they assume ReL.U as the activation function—contrary to the conventional choice of softmax—their
theoretical proofs rely on a key lemma from prior work [Pathak et al.[(2024) that assumes softmax
activation, thereby introducing an inconsistency in their assumptions. The paper |He et al.|(2025b)
studies the performance of transformers on multi-class GMM clustering, a setting closely related
to ours. However, our work focuses on parameter estimation rather than clustering. We give a
discussion of our theoretical improvements over their work in detail in the following paragraph. From
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an empirical perspective, their experiments are conducted on a small-scale transformer, which fails to
validate their theoretical claims.

Sharpness of our results. Our theoretical analysis fully leverages key architectural components
of Transformers: the query-key-value mechanism, multi-head attention, and the properties of the
activation function. It is worth pointing out that our result improves the prior work for EM ap-
proximation in several points: First, Our analysis shows that Transformers can approximate L-step
EM algorithms with just O(L) layers, a significant improvement over prior work (He et al.,[2025b)
, which requires O(KL) layers (dependent on the number of components K). Second, unlike |He
et al.| (2025b), which needs number of attention heads M — +oo to get valid bounds, our results
hold with M = O(1), aligning better with real-world designs. Third, our approximation bounds
scale polynomially in dimension d, unlike He et al|(2025b))’s exponential dependence—a crucial
improvement for high-dimensional settings. We believe our results and proofs can offer profound
insights for subsequent theoretical research on transformers.

Organization. The rest of paper is organized as follows. In Section 2] some background knowledge
is introduced. In Section 3] we present the experimental details and findings. The theoretical results
are proposed in Section 4] and some discussions are given in Section[5] The proofs and additional
experimental results are given in the appendix.

Notations. We introduce the following notations. Let [n] := {1,2,---,n}. All vectors are
represented as column vectors unless otherwise specified. For a vector v € R?, we denote ||v|
as its Euclidean norm. For two sequences a,, and b,, indexed by n, we denote a,, = O(b,,) if there
exists a universal constant C' such that a,, < Cb,, for sufficiently large n.

2 METHODOLOGY

2.1 PRELIMINARIES

The Gaussian mixture model (GMM) is a cornerstone of unsupervised learning in statistics, with
deep historical roots and enduring relevance in modern research. Since its early formalizations(DAY),
1969; |Aitkin & Wilson, [1980), GMM has remained a fundamental tool for clustering and density
estimation, widely applied across diverse domains. Recent advances have further explored the
theoretical foundations of Gaussian Mixture Models (GMMs)(Loffler et al., [2021; [Ndaoud, 2022}
Gribonval et al.,[2021])), extended their applications in incomplete data settings(Zhang et al.| 2021},
and integrated them with deep learning frameworks(Manduchi et al.l 2021} |Yu et al., 2021)). Due to
their versatility and interpretability, GMMs remain indispensable in unsupervised learning, effectively
bridging classical statistical principles with modern machine learning paradigms. We consider the
(unit-variance) isotropic Gaussian Mixture Model with K components, with its probability density
function as

K
p(x|0) = med(w; ) (1)
k=1

where ¢(z; 1) is the standard Gaussian kernel, i.e. ¢(z;u) = W exp (—3(z — )" (x — p)).

The parameter 0 is defined as @ = 7 U u, where # := {m,m2, -+, 7k}, 7r € Rand p =
{ui, po, - o, e € RY k € [K]. We take N samples X = {Xi}z'e[N} from model
{X;} se[n) can be also rewritten as

Xi = Wy, + Zi,

where {y;};y are iid discrete random variables with P(y = k) = m;, for k € [K] and {Z;}, v,
are iid standard Gaussian random vector in R%.

The EM algorithm(Dempster et al.,|1977) remains the most widely used approach for GMM parameter
estimation. Due to space constraints, we propose the algorithm in Section [B] Alternatively, the
spectral algorithm(Hsu & Kakade, [2013) offers an efficient moment-based approach that estimates
parameters through low-order observable moments. A key component of this method is cubic tensor
decomposition(Anandkumar et al.|2014)). For brevity, we defer the algorithmic details to Section @

Next, we give a rigorous definition of the transformer model. To maintain consistency with existing
literature, we adopt the notational conventions presented in Bai et al.[(2023), with modifications
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tailored to our specific context. We consider a sequence of N input vectors {h;}; C R”, which can
be compactly represented as an input matrix H = [hy, ..., hx] € RPXN where each h; corresponds
to a column of H (also referred to as a token).

Here we introduce several useful definitions and their full notations are given in Appendix [C]

Definition 1 (Attention layer). A (self-)attention layer with M heads is denoted as Attne,,, (-) with
parameters ©,uen = {(Vin, Qm, Km)}me[M] C RP*D,

Definition 2 (MLP layer). A (token-wise) MLP layer with hidden dimension D' is denoted as
MLPe,,, (-) with parameters On1p, = (W1, Wy) € RD'*D 5 RD*D',

Definition 3 (Transformer). An L-layer transformer, denoted as TFe..(+), is a composition of L
self-attention layers each followed by an MLP layer:

TFe, (H) = MLP 1) (Attn®<L> ( . MLP ) (Attn®<1> (H)))).

mlp attn mlp attn

2.2 THE TGMM ARCHITECTURE

A recent line of work(Xie et al.,[2021; |Garg et al.| 2022} [Bai et al., 2023; |Akyiirek et al.| 2023} |Li
et al.,2023b)) has been studying the capability of transformer that functions as a data-driven algorithm
under the context of in-context learning (ICL). However, in contrast to the setups therein where
inputs consist of both features and labels, under the unsupervised GMM setup, there is no explicitly
provided label information. Therefore, we formulate the learning problem as learning an estimation
algorithm instead of learning a prediction algorithm as in the case of ICL. A notable property of
GMM is that the structure of the estimand depends on an unknown parameter K, which is often
treated as a hyper-parameter in GMM estimation(Titterington et al., [1985; McLachlan & Peel} 2000).
For clarity of representation, we define an isotropic Gaussian mixture task as 7 = (8, X, K'), where
X is ai.i.d. sample generated according to ground truth 8 according to the isotropic GMM law and
K is the configuration used during estimation which we assume to be the same as the number of
components of the ground truth 8. The GMM task is solved via applying some algorithm A that

takes X and K as inputs and outputs an estimate of the ground truth 8 = A(X; K).

In this paper, we propose a transformer-based architecture, transformers-for-Gaussian-mixtures
(TGMM), as a GMM task solver that allows flexibility in its outputs, while at the same time being
parameter-efficient, as illustrated in Figure[Tt A TGMM model supports solving s different GMM
tasks with K € K := {Kj,...,K,}. Given inputs N data points X € R and a structure
configuration of the estimand K. TGMM first augments the inputs with auxiliary configurations
about K via concatenating it with a task embedding P = embed(K), i.e., H = [X||P], and use
a linear Readin layer to project the augmented inputs onto a shared hidden representation space
for several estimand structures { K7, ..., K}, which is then manipulated by a shared transformer
backbone that produces task-aware hidden representations. The TGMM estimates are then decoded by
task-specific Readout modules. More precisely, with target decoding parameters of K components,
the Readout module first performs an attentive-pooling operation(Lee et al., [2019):

O = (V,H)SoftMax (K, H) ' Q,) € RITK)*K,

where V,, K, € RUETEK)IXD Q¢ RE+K)XK  The estimates for mixture probability are then
extracted by a row-wise mean-pooling of the first K rows of O, and the estimates for mean vectors
are the last d rows of O. We wrap the above procedure as {7k, [k };c(x) = Readoute,,, (H).
TGMM is parameter-efficient in the sense that it only introduces extra parameter complexities of the
order O(sdD) in addition to the backbone. We give a more detailed explanation of the parameter
efficiency of TGMM in appendix Section[D] We wrap the TGMM model into the following form:

TGMMeg (X; K) = Readoute,,, (TFe, (Reading,, ([X||embed(K)]))).
Above, the parameter ©® = (Orf, O;,, Oyt ) consists of the parameters in the transformer O and

the parameters in the Readin and the Readout functions ®;,, ®gyt.

2.3 META TRAINING PROCEDURE

We adopt the meta-training framework as in|Garg et al.|(2022); Bai et al.|(2023)) and utilize diverse
synthetic tasks to learn the TGMM model. In particular, during each step of the learning process, we
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Figure 1: Illustration of the proposed TGMM architecture: TGMM utilizes a shared transformer
backbone that supports solving s different kind of GMM tasks via a task-specific Readout strategies.

Algorithm 1 TaskSampler

Algorithm 2 (Meta) Training procedure for

Req;]nr(; s;r;p;)lzg distributions TGMM
s Py ) . . . .
1: Sample the type of task (i.c., number of mix- Require: task dimension d, task types K =
ture components) K ~ pp. {Ki,..., K}, number of tasks n per step,
2: Sample a GMM task according to the type nqn}bgr of steps T'.
of task 1: Initialize a TGMM model TGMMg) o).
2: fort=1:Tdo
0 = (p, ), 3: Sample n tasks {’7;}1.6[”] independently
K~ Py T~ Pry using the TaskSampler from Algorithm T]
4: Compute the training objective
where p = {Mlv"'v/’LK}7 T = -~ t—1 .
{m1,-- 7K} Ln((-)( - )) as in (2).
3 Sample the size of inputs N ~ DN 5 Update 01 into O using any gra-
4: Sample  the ii;iata points X = dient based training algorithm like AdamW.
(X1,...,Xn) ~ p(-0). 6: end for
5: return An (isotropic) GMM task 7 = 7: return Trained model TGMMg ).
(X,0,K).

first use a TaskSampler routine (described in Algorithm|[I)) to generate a batch of n tasks, with each
task having a probably distinct sample size. The TGMM model outputs estimates for each task, i.e.,
{1k, T} e = TGMMe (X; K). Define 7 := {7y} and i = {fik } ¢ - For a batch of

tasks {ﬂ}ie[n] ={X;, 0, Ki}ie[n]’ denote by 8; = p,Um; and 8; = p,Uw; = TGMMe(X;; K;),
i € [n]. Then the learning objective is thus:

B 1o~ .
Ln(©) = = > Lulfuy, ;) + bx (i, 7). ©)

=1

where ¢, and ¢, are loss functions for estimation of 1 and 7, respectively. We will by default use
square loss for ¢, and cross entropy loss for £,. Note that the task sampling procedure relies on
several sampling distributions p,,, px, px, P, wWhich are themselves dependent upon some global
configurations such as the dimension d as well as the task types KC. We will omit those dependencies
on global configurations when they are clear from context. The (meta) training procedure is detailed
in Algorithm 2]

3 EXPERIMENTS

In this section, we empirically investigate TGMM’s capability of learning to solve GMMs. We focus
on the following research questions (RQ):

RQ1 Effectiveness: How well do TGMM solve GMM problems, compared to classical algorithms?
RQ2 Robustness: How well does TGMM perform over test tasks unseen during training?

RQ3 Flexibility: Can we extend the current formulation by adopting alternative backbone architec-
tures or relaxing the isotropic setting to more sophisticated models like anisotropic GMM?
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3.1 EXPERIMENTAL SETUP

We pick the default backbone of TGMM similar to that in |Garg et al.|(2022)); Bai et al.| (2023), with a
GPT-2 type transformer encoder(Radford et al.| 2019) of 12 layers, 4 heads, and 128-dimensional
hidden state size. The task embedding dimension is fixed at 128. Across all the experiments, we
use AdamW (Loshchilov et al.,2017) as the optimizer and use both learning rate and weight decay
coefficient set to 10~* without further tuning. During each meta-training step, we fix the batch size
to be 64 and train 10° steps. For the construction of TaskSampler, the sampling distributions are
defined as follows: For px, We sample K uniformly from {2, 3,4, 5}; For p,,, given dimension d
and number of components K, we sample each component uniformly from [—5, 5]¢. Additionally,
to prevent collapsed component means(Ndaoud, [2022), we filter the generated mean vectors with a
maximum pairwise cosine similarity threshold of 0.8. For p,, given K, we sample each 7, uniformly
from [0.2, 0.8] and normalize them to be a probability vector; For py, Given a maximum sample size
Ny, we sample N uniformly from [Ny/2, Ny]. The default choice of Ny is 128. During evaluation,
we separately evaluate 4 tasks with 2, 3,4, 5 components, respectively. With a sample size of 128 and
averaging over 1280 randomly sampled tasks.

Metrics. We use {;—error as evaluation metrics in the experiments. We denote the output of the
TGMM as 0 := {71, li1, T2, flo, - - - Tk, fixc }- The rigorous definition is

1 1 A
E 2 (d |G = mill” + Raoy Wz‘)Q),

ke[K]

.. . - . ~ 2 .
where & is the permutation such that & = argmin, kelK] H,uo(i) — ul|| . We obtain the per-
mutation via solving a linear assignment program using the Jonker-Volgenant algorithm(Crousel

2016)). We also report all the experimental results under two alternative metrics: cluster-classification
accuracy and log-likelihood in Section[H.2]

3.2 RESULTS AND FINDINGS

RQ1: Effectiveness

We compare the performance of a learned TGMM with the classical EM algorithm and spectral
algorithm under 4 scenarios where the problem dimension ranges over {2, 8, 32, 128}. The results
are reported in Figure[2] We observe that all three algorithms perform competitively (reaching almost
zero estimation error) when K = 2. However, as the estimation problem gets more challenging as
K increases, the EM algorithm gets trapped in local minima and underperforms both spectral and
TGMM. Moreover, while the spectral algorithm performs comparably with TGMM, it cannot handle
cases when K > d, which is effectively mitigated by TGMM, with corresponding performances
surpassing those of the EM algorithm. This demonstrates the effectiveness of TGMM for learning an
estimation algorithm that efficiently solves GMM problems.

K=2 K=3 K=4 K=5

” - EM " —— EM ' 2 ‘\'_.\.
10 —8— Spectral 10 —8— Spectral 10 10
TGMM TGMM ‘\'\.’-l
) 8 8
& 4

¢ s TT—e—o 6 - Spectral 0
& < TGMM < -—
A A 1 1 —n
\. —e— EM
& 2 —=— Spectral
0 ¢——8—8—=a 0 0 0 TGMM

2 8 32 128 2 8 32 128 2 8 32 128 2 8 32 128
d d d d

Figure 2: Performance comparison between TGMM and two classical algorithms, reported in ¢5-error.

RQ2: Robustness To assess the robustness of the learned TGMM, we consider two types of test-time
distribution shifts:

1. Shifts in sample size N Under this scenario, we evaluate the learned TGMM model on tasks with
sample size N that are unseen during training.

2. Shifts in sampling distributions Under this scenario, we test the learned TGMM model on tasks
that are sampled from different sampling distributions that are used during training. Specifically,
we use the same training sampling configuration as stated in Section and test on the following
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perturbed sampling scheme, with fi, = py, +0pek, where fiy, i Unif ([75, 5]d), £k b N(0,1,),
k € [K] and {Ek}ke[K] is independent with {:“k}ke[K]-

K=2 K =3 K=4 K=5

8 —— 32128 8 —e— 32128 8 —.— 32128 8
—A— 64128 —A— 64128 —A— 64128
B 1285128 N 1285128 o \‘ﬁfi B %
; b ; ‘\§.———‘ :
24 94 W P4 94
‘\A———A/‘

9 5 9 9 —— 32128
—h— 64128
128128

2 8 32 128 2 8 32 128 2 8 32 128 2 8 32 128
d d d d

Figure 3: Assessments of TGMM under test-time task distribution shifts I: A line with N{2n — Ntest
draws the performance of a TGMM model trained over tasks with sample size randomly sampled
in [N{™"/2, N{™"] and evaluated over tasks with sample size N'*'. We can view the configuration
128 — 128 as an in-distribution test and the rest as out-of-distribution tests.

In Figure [3| we report the assessments regarding shifts in sample size, where we set N to be
128 and vary the training configuration Ny to range over {32, 64,128}, respectively. The results
demonstrate graceful performance degradation of out-of-domain testing performance in comparison
to the in-domain performance. To measure performance over shifted test-time sampling distributions,
we vary the perturbation scale o, € {0, 1,...,10} with problem dimension fixed at d = 8. The
results are illustrated in Figure ] along with comparisons to EM and spectral baselines. As shown
in the results, with the increase of the perturbation scale, the estimation problem gets much harder.
Nevertheless, the learned TGMM can still outperform the EM algorithm when K > 2. Both pieces
of evidence suggest that our meta-training procedure indeed learns an algorithm instead of overfitting
to some training distribution.

K=2 K=3 K=4 K=5

—— EM —— EM —— EM —— EM
25 25 25 25
12 —A— Spectral ! —A— Spectral 125 _a— spectral 125 4 spectral
100 TGMM TGMM TGMM TGMM

{y-error
{y-error
{y-error

{y-error

Figure 4: Assessments of TGMM under test-time task distribution shifts II: ¢s-error of estimation
when the test-time tasks 7" are sampled using a mean vector sampling distribution p;** different
from the one used during training.

RQ3: Flexibility Finally, we initiate two studies that extend both the TGMM framework and the
(meta) learning problem of solving isotropic GMMs. In our first study, we investigated alternative
architectures for the TGMM backbone. Motivated by previous studies(Park et al.||2024) that demon-
strate the in-context learning capability of linear attention models such as Mamba series(Gu & Dao,
2023;|Dao & Gul [2024)). We test replacing the backbone of TGMM with a Mamba2(Dao & Gul[2024)
model with its detailed specifications and experimental setups listed in Section[H.1| The results are
reported in Figure 5] suggesting that while utilizing Mamba?2 as the TGMM backbone still yields
non-trivial estimation efficacy, it is in general inferior to transformer backbone under comparable
model complexity.

In our second study, we adapted TGMM to be compatible with more sophisticated GMM tasks via
relaxing the isotropic assumption. Specifically, we construct anisotropic GMM tasks via equipping it
with another scale sampling mechanism p,,, where for each task we sample o ~ softplus(&) with &
being sampled uniformly from [—1,1]¢. We adjust the output structure of TGMM accordingly so
that its outputs can be decoded into both estimates of both mean vectors, mixture probabilities, and
scales, which are detailed in Section[H.I] Note that the spectral algorithm does not directly apply to
anisotropic setups, limiting its flexibility. Consequently, we compare TGMM with the EM approach
and plot results in Figure [6] with the ¢5-error metric accommodating errors from scale estimation. The
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results demonstrate a similar trend as in evaluations in the isotropic case, showcasing TGMM as a
versatile tool in GMM learning problems.

Additional experiments We postpone some further evaluations to Section [H, where we present a
complete report consisting of more metrics and conduct several ablations on the effects of backbone
scales and sample sizes.

K=2 K =3 K=4 K =5

B 8 B 8

—&— transformer —8— transformer
—— mamba2 —&— mamba2
6 6 6 6
s s
1 L L \—0/ !
2, . — 2

2 2
~o— transformer ~@— transformer
—B— mamba2 —8— mamba2

0 0 0 0
2 8 32 128 2 B 32 128 2 B 32 128 2 8 32 128

{a-error
{y-error

Figure 5: Performance comparisons between TGMM using transformer and Mamba?2 as backbone,
reported in {s-error.

fy-error
{y-error

Figure 6: Performance comparison between TGMM and the EM algorithm on anisotropic GMM
tasks, reported in ¢5-error.

Remark 1. One might be concerned with the fairness of comparisons between TGMM pre-training
and EM/spectral method. We would like to point out that the only additional information that TGMM
receives during meta-training is the (implicitly provided) distributional information. The empirical
results show that TGMM can generalize beyond the meta-training distribution.

4 THEORETICAL UNDERSTANDINGS
In this section, we provide some theoretical understandings for the experiments.

4.1 UNDERSTANDING TGMM

We investigate the expressive power of transformers-for-Gaussian-mixtures(TGMM) as demonstrated
in Section[3] Our analysis presents two key findings that elucidate the transformer’s effectiveness
for GMM estimation: 1. Transformer can approximate the EM algorithm; 2. Transformer can
approximate the power iteration of cubic tensor.

Transformer can approximate the EM algorithm. We show that transformer can efficiently
approximate the EM algorithm (Algorithm [B.T} see Section [B) and estimate the parameters of GMM.
Moreover, we show that transformer with one backbone can handle tasks with different dimensions
and components simultaneously. The formal statement appears in Section [F]due to space limitations.

Theorem 1 (Informal). There exists a 2L-layer transformer TF g such that for any d < dy, K < Kj
and task T = (X, 0, K) satisfying some regular conditions, given suitable embeddings, TFeg
approximates EM algorithm L steps and estimates 0 efficiently.

Transformer can approximate power iteration of cubic tensor. Since directly implementing the
spectral algorithm with transformers proves prohibitively complex, we instead demonstrate that
transformers can effectively approximate its core computational step—the power iteration for cubic
tensors (Algorithm 1 in [Anandkumar et al. (2014); see Section [B). Specifically, we prove that a
single-layer transformer can approximate the iteration step:

pU+) — T(I,U(j),v(j)>, jeN, (3)

where [ denotes the identity matrix and 7" represents the given cubic tensor. For technical tractability,
we assume the attention layer employs a ReLU activation function. The formal statement appears in
Section |G| due to space limitations.
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Theorem 2 (Informal). There exists a 2L-layer transformer TFg with ReLU activation such that for
any d < do, T € R4 qnd v(0) € R?, given suitable embeddings, TF g implements L steps of

exactly.

We give some discussion of the theorems in the following remarks.

Remark 2. (1) Theorem(I|demonstrates that a transformer architecture can approximate the EM
algorithm for GMM tasks with varying numbers of components using a single shared set of param-
eters (i.e., one backbone ©). This finding supports the empirical effectiveness of TGMM (RQ1 in
Section[3.2)). Additionally, Theorem 2] establishes that transformers can approximate power iterations
for third-order tensors across different dimensions, further corroborating the model’s ability to
generalize across GMMs with varying component counts.

(2) Theorem|[I| holds uniformly over sample sizes N and sampling distributions under mild regularity
conditions, aligning with the observed robustness of TGMM (RQ?2 in Section[3.2).

Remark 3. Different "readout” functions are also required to extract task-specific parameters in
our theoretical analysis, aligning with the architectural design described in Section[2.2] For further
discussion, refer to Remark[F:3|in Section

4.2 PROOF IDEAS

Proof Idea of Theorem[I} We present a brief overview of the proof strategy for Theorem [I] Our
approach combines three key components: (1) the convergence properties of the population-EM
algorithm(Kwon & Caramanis, [2020), (2) concentration bounds between population and sample
quantities (established via classical empirical process theory), and (3) a novel transformer architecture
construction. The transformer design is specifically motivated by the weighting properties of the
softmax activation function, which naturally aligns with the EM algorithm’s update structure. For
intuitive understanding, Figure [7]provides a graphical illustration of this construction. The full proof
is in Section

Compute {wr(Xi)}, Approximate log z,
via softmax attention clean some terms

Attention Layer MLP Layer Attention Layer

Compute {mx, fix };, Approximate log z and 22,
via softmax attention clean some terms

MLP Layer

Estep Mstep

Figure 7: (Informal version)Transformer Construction for Approximating EM Algorithm Iterations.
The word "clean" means setting all positions of the corresponding vector to zero.

Proof Idea of Theorem 2} To approximate we perform a two-dimensional computation within
a single-layer transformer. The key idea is to leverage the number of attention heads M to handle
one dimension while utilizing the @), K,V structure in the attention layer. Specifically, let T =
(T jm)ijmea) and v19) = (Uz(]))ie[d]- Then, can be rewritten as v = 37 me(d) ViV jms
where T ; ,, = (T}, 47m,)ie[d] € R This operation can be implemented using d attention heads,
where each head processes a dimension of size d (Figure[S). The complete construction and proof are
provided in Section

Y

ﬁi:h7+li 3 Xd: (7(< Q.h;, K,h; >) Vb —— o/t = i ( Um - Uj ) T jm

m=1 j=1 m=1 j=1

Figure 8: Illustration of implementing|(3)| via a multi-head attention structure, where colored boxes
denote corresponding implementation components. Here o denotes the ReLU function.

5 CONCLUSION AND DISCUSSIONS

In this paper, we investigate the capabilities of transformers in GMM tasks from both theoretical
and empirical perspectives. Our work is among the earliest studies to investigate the mechanism of
transformers in unsupervised learning settings. Our results establish fundamental theoretical guaran-
tees that Transformers can efficiently implement classical algorithms—such as the EM algorithm
and spectral methods. This is consistent with our empirical finding that the performance of our
meta-training algorithm can interpolate between EM and the spectral method. It also opens a room
for future improvement of attention-based meta-training algorithms in a broader class of unsupervised
learning problems. We discuss the limitations and potential future research directions in Section [E]
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Organization of the Appendix. In Section[B] we formally present the GMM algorithms referenced
in Section[2] We discuss the parameter efficiency of TGMM in Section D} Rigorous statements and
proofs of Theorem|[T]and Theorem 2] are provided in Section[Fjand Section|G] respectively. Additional
experimental details are included in Section[H]

Additional notations in the Appendix. The maximum between two scalars a, b is denoted as a V b.
For a vector v € RY, let [[v]| , := max;eg) |v;| be its infinity norm. We use 04 to denote the zero

vector and e; € R? to denote the i-th standard unit vector in R%. For a matrix A € R%*d2 we
denote [|All, := sup, —; [[Az]| as its operator norm. We use O(-) to denote O(-) with hidden
log factors. For clarify, we denote the ground-truth parameters of GMM with a superscript *, i.e
{7 i e (¢]» throughout this appendix.

A LITERATURE ON DENSITY ESTIMATION USING LLMS

Recent studies have explored the capabilities of large language models (LLMs) for in-context
probability density estimation. For instance, |Liu et al.|(2025) interprets LLM learning as an adaptive
form of Kernel Density Estimation, revealing divergent learning trajectories compared to traditional
methods. [Schaeffer et al.| (2024) introduces a more general framework for in-context learning by
modeling unconstrained energy functions, enabling effective learning even when input and output
spaces are mismatched. Meanwhile, [Fakoor et al.| (2020) leverages self-attention mechanisms to
perform empirical density estimation across heterogeneous data types. Whereas these efforts prioritize
empirical performance in distribution estimation, our paper focuses on the theoretical expressive
power of transformers, specifically in the context of GMM estimation.

B ALGORITHM DETAILS

We state the classical algorithms of GMM mention in Section [2]in this section.

Algorithm B.1 EM algorithm for GMM

Require: {X;,i € [N]},0© = {z{¥ {0 ... 7O 0"

1: 50
2: while not converge do
(7) [€)]

3: E-ste UH) X;) = S Xiini) i € [N], ke [K

p: ( ) Zke[K] J)¢(X7 IL(J)) [ ] v [ ]
, G+1) _ Tie o VXD 41 _ Siepn el TG0,
4:  M-step: 7, ~ S S T x) k€ [K]
5: j—i+1
6: end while

C FULL NOTATION OF NETWORK ARCHITECTURE

Definition 4 (Attention layer). A (self-)attention layer with M heads is denoted as Attne,,, S\) with
parameters Oapen = {(Vin, Qm, K )}me[M] C RP*P_On any input sequence H € RD%

H = Attne,,,,(H) == H+ >Y_ (V,,H) softmax (K,,H) (Q,,H)) € RP*N,

attn
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Algorithm B.2 Spectral Algorithm for GMM
Require: {X;,i € [N]}
1: Compute the empirical moments M and M3 by

1€[N]

N 1 1

My=5 D Xi®Xi@Xi—— D>, (Xi®e;®ej+e;@X;®ej+e @e;®X)
i€[N] i€[N],j€(d]

2: Do first K -th singular value decomposition(SVD) for Ms: My ~ UDU " and let W = UD /2,
B =UD'Y?

3: Do first K-th robust tensor decomposition (Algorithm 1 in |JAnandkumar et al.| (2014), see
Algorithm [B.3) for Mz = Ms(W, W, W):

ke[K]

return 7, = )\,;2, ik = M\ Bug, k € [K].

Algorithm B.3 Robust Tensor Power Method

Require: symmetric tensor 7' € R%*4*¢ number of iterations L, V.
Ensure: the estimated eigenvector/eigenvalue pair; the deflated tensor.
I: fortr=1to L do
2 Draw v(()T) uniformly at random from the unit sphere in R<.
3 fort =1to N do
4 Compute power iteration update:
5- (m) - T(I7Ut(:)17vt<z>1
' LIty D)
6 end for
7: end for
8: Let 7" := arg maxTE[L]{T(v](J),U%),v](\;))}.
9

: Do N power iteration updates (line 5) starting from vg*) to obtain 9.
10: Set A :=T'(0,0,0).

11: return the estimated eigenvector/eigenvalue pair (¥, 5\) the deflated tensor 7' — \o®3.
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In vector form,

Jj=1

h; = [Attne,,,, (H)|;, =h; + Y0 > {SOftmax <((thi)T(Kmhj))N ﬂ Vih;.

Here softmax is the activation function defined by softmax (v) =

exp(v1) L exp(va) d
(Z?:l exp(“i) ’ ’ Z?=1 exp(”i) ) for ve R ’

The Multilayer Perceptron(MLP) layer is defined as follows.

Definition 5 (MLP layer). A (token-wise) MLP layer with hidden dimension D' is denoted as
MLPe,,, () with parameters On, = (W1, Wy) € RP'*D 5 RP*D' . On any input sequence
Hc RDXN

H = MLPe,_, (H) := H+ W0 (W,H),
where o : R — R is the ReLU function. In vector form, we have fll =h; + Wyo(W1h,).

Then we can use the above definitions to define the transformer model.

Definition 6 (Transformer). An L-layer transformer, denoted as TF e, (+), is a composition of L
self-attention layers each followed by an MLP layer:

(Attn®§fti ( .- MLP®(1) (AttHQSt)n (H))))

mlp

TFe, (H) = MLP )
mlp

Here the parameter O = (@S;ﬁ),@;i:pm) consists of the attention layers @é?m =

(v, %),K%))}me[Mw] C RP*P the MLP layers @,Eﬁ; = (W Wiy e RPxD
RDXD(").

D ON THE PARAMETER EFFICIENCY OF TGMM

Aside from its backbone, the extra parameters in a TGMM comprises the following:

Parameters in the task embedding module This part has a parameter count of s X dys-
Parameters in the Readin layer This part has a parameter count of O((dy,s + d) X D).

Parameters in the Readout layer This part has a parameter count of O(sdD), which comprises of
parameters from s distinct attention mechanisms.

As dy, is typically of the order O(D), we conclude that the total extra parameter complexity is of the
order O(sdD), which in practice is often way smaller than the parameter complexity of the backbone,
i.e., of the order O(LD?) Meanwhile, a naive implementation of adapting transformer architecture to
solve s distinct GMM tasks require a different transformer backbone. As the complexity of backbone
often dominate those of extra components, the TGMM implementation can reduce the parameter
complexity by an (approximate) factor of 1/s in practice.

E LIMITATIONS AND FUTURE WORK DIRECTIONS

First, while our theoretical analysis focuses on the approximation ability of transformers, the opti-
mization dynamics remain unexplored. This is a common theoretical challenge in ICL literature;
see Bai et al.| (2023)); [Lin et al. (2024); |Giannou et al.| (2025)). Second, approximating the full
spectral algorithm (Algorithm see Section [B) presents a significant challenge, which we leave
for future work. Third, our study is limited to the expressivity of transformers on classical GMM
tasks; exploring their performance on other unsupervised learning tasks is an interesting direction
that warrants further investigation.
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F FORMAL STATEMENT OF THEOREM [I] AND PROOFS

For analytical tractability, we implement Readin as an identity transformation and define Readout
to extract targeted matrix elements hence they are both fixed functions. Actually, we also need
"Readout" functions to get the estimated parameters for different tasks, see Remark[F3] To theoretical
convenience, we use the following norm of transformers, which differs slightly from the definition in
Bai et al.| (2023)).

K ‘

¢e[L] | me[M] 2’ ’ 2’

11 = s { o, {[ @] Vit o i, [,
2 2 2

Then the transformer class can be defined as

F:=F(L,D,D',M,Bo) = {TF@, @] < Be, D) < D', M" < M,t e [L]}-

F.1 FORMAL STATEMENT OF THEOREM [I]

First, we introduce some notations. We define my,i, = min; 7}, p, = max; 7}/ min; 7;. We use
Rij = ||uj — pjl| to denote the pairwise distance between components and Rpin = min,z; R,

Rz = (max;x; Ri;)V (maxie[ w) i ||) Without the loss of generality, we assume that R, > 1.
For dimension and components adaptation, we assume d < dg and K < K. Since in practice the
sample size N is much larger than the number of components K, we assume that [V is divisible by
K,ie. N/K € N. Otherwise, we only consider the first K| N/K | samples and drop the others. We
encode X = {X;}¥, into an input sequence H as the following:

- = - _ Tlog 05
H— X, Xo ... Xn e RPXN p, = EZ} .9, = lct?%K € Rlo+4Ko+l o [ 1D € RP-(do+3Ko+1)
P1 P2 ... PN i (;Z;{K e K
0
“

where X; = [X;7,05 4", Tiog = [M105. 0fc, ] T T = (1 Olrd]T:Ci%K € Rand
e,k € R0 denotes the i% K -th standard unit vector. To match the dimension, D = D — (2dy +
5Ky + 2). We choose D = O(dy + K)) to get the encoding above. For the initialization, we choose
0 0
g = log w®, 1 = ¥, e = || |3.

To guarantee convergence of the EM algorithm, we adopt the following assumption for the initializa-
tion parameters, consistent with the approach in Kwon & Caramanis| (2020).

(A1) Suppose the GMM has parameters { (77, u1}) : j € [K]} such that

Ryin > C - y/log(pr K),

and suppose the mean initialization ,ugo), ey ,ugg) satisfies

Rmin
< —.
- 16

Also, suppose the mixing weights are initialized such that

0 o«

Vie K] (wi —

Vi € [K], ‘7‘(‘50) — | < m/2.

We denote the output of the transformer TFg as 8™ := {xT%, uiF, 73F, ufF, - - - 7, 4y} and assume
matched indices. Define

D = o {1 — i | v (|F =] )}

Now we propose the theorem that transformer can efficient approximate the EM Algorithm (Algo-
rithm [B-T)), which is the formal version of Theorem I}

17
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Theorem F.1. Fix 0 < 6,8 < 1and 1/2 < a < 1. Suppose there exists a sufficiently large universal
constant C' > 128 for which assumption [(Al)|holds. If N is suffcient large and ¢ < 1/(100K))
sufficient small such that

¢ Runax(Rmax V d) log (22 21og (4N 1 1
. \/ ( )Og( 2 )+52 Rmax+d 1+ Og(‘;) NE<<G'_2>’

(1 — a)wmin N d 2
and
& Kdlog(SXy [ 1 AN
N = N 2d1 — 1-—
€(N,¢e,0,a) o) mom N + ¢4 p— + N| Rmax +d+ {/2dlog 3 e <a(l-p),

hold, where ¢1-¢4 are universal constants, C = 288K 2(\/21 4+ 2Rmax + ﬁ)Q Then there exists a
2(L + 1)-layer transformer TF g such that

1
D§ <ap* + y—3e(N.5,6,0) )
holds with probability at least 1 — 0. Moreover, TF g falls within the class F with parameters
satisfying:

D = O(do + Ko), D' < O(KoRumax(Rimax + do)e "), M = O(1),log Be < O(KoRmax(Rmax + do))-

Notably, [(5)| holds for all tasks satisfying d < do and K < K, where the parameters of transformer
© remains fixed across different tasks T .

Remark F.1. From Theorem if we take ¢ = O(NfB/Qd’l/Q) and L = O(log N), then we have

~ d
DTF< el

which matches the canonical parametric error rate.

Remark F.2. We give some explanations for the notations in Theorem[F1| Define
DPEM = max {H/ll(-j) - ,UiH \ ( /Wi)}a

J i€[K]

where {ﬂgj), /frz(j)}ie[K are the parameters obtained at the j-th iteration of the population-EM
algorithm (see Section |F.3|for details). In the convergence analysis of the population-EM algorithm
(Kwon & Caramanis, |2020)), it is shown that after the first iteration, the parameters lie in a small
neighborhood of the true parameters with high probability (i.e., DfEM < aforsomel/2 <a<1)
Furthermore, the authors prove that the algorithm achieves linear convergence (i.e., D;E%A <p D;’EM
for j € Ny and some 0 < [ < 1) with high probability ifDlloEM < a holds. Following their
notations, here a represents the radius of the neighborhood after the first iteration, while [3 is the
linear convergence rate parameter. Finally, € controls the approximation error of the transformer.

79

— T

F.2 CONSTRUCTION OF TRANSFORMER ARCHITECTURE AND FORMAL VERSION OF FIGURE[]]

In this section, we give the transformer architecture construction in Theorem [FI} We denote
w;; = w;(X;),1 € [N], k € [K] in this subsection for simplicity. Recall that we have assumed that
d < dy, K < Ky and N is divisible by K(N/K € N). We first restate the encoding formulas in

flog
X X i K
S DxN B C'Z“/K do+4Ko+1 O (do5K0+2)
H=1]0, 6, ... 05| €cR , 0, = ZW: € R% o ps = 1
. J— e’o0
P1 P2 PN Wi log %K
™

(6)

18
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. _ T T = _ T 0T T — _ T T 1T =, _
where X; = [X; Odo d} > Tlog = [WlogaOKo—K] N ' [M%K’ Odo—d] > Wi =
T T T T T = T T T
(Wi O] Witog = [W zlog’OKo—K] =m0 kT, cinx € Rand e € RFO de-
notes the 7% K -th standard unit vector. For the initialization, we choose Tlog = lOg 70 Wi = u(-o),

ci = H;LEO) 3. and m = W; = W;1oq = O, i € [K]. Finally, take H(®) = H which is defined in|(6

Then in E-step, we consider the following attention structures: we define matrices Q"), K, V(1)
such that

X —Hi% K 8;0

0 F 0 e 0 0
QBT = \TyE | KO = T VIR = G

0 0 CjRK

0p—(2d0+2K0+1)

and use the standard softmax attention, thus

T N
softmax <((Q(1)h§0)> (K(l)h§,0))> )1 ~V(1)h§,°)
j=1 i

T 1,7
j% K €XD (—X4 Hi%K + §Mj%KNj%K) VRO
B Zk 1 O‘k exp (=X e + g 1)

N
ni" = [Attng o) (H(O))} =h" 4 Z

i)

—hn{" + Z

j=1

N

_ (0) = oY vORO

h BZ ijHK hj
K

— 1O ~(1)37(1)1,(0)
=h;" +> ;) VU]
04,
—h" ¢ 0y +1 i € [N].
' =(1) ’
VAVi

0D (2do+2Ko+1)

T
wherew”z( 1(11)7 Az(21)7"'7wz([1{)707"'a0) 6RKO~
Then we use a two-layer MLP to approximate log = and clean all 7, , [1;0, ;¢ and c¢;o g, which is

X; |
0%,
0d0+1
—(1)
w;
h{Y = MLP o, (h£1)> _ w0 i e [N],
ilog
Ox.
0D (2do+5K0+2)
1

Ci%K i

where wﬁg = 1 W ( ) . Notice that although log x is not defined at 0, the MLP approximation is

well defined with some value which we do not care because we will not use it in the M-step. Similarly,
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for any £%2 = 1, ¢ € N we have

n" =

where w; .,

MLP g ese2)

mlp

—((t+1)/2) 1/\7((15-&- )/2)

attn

({Attng(mz) || i) _

i)

X
Ox,
0dy+1
—((¢+1)/2)
w;
—((£+1)/2)
ilog
Ok,
O0p_(2dy+5K0+2)
1

€ %K

, 1 € [N],

J

V,(,,%), m = 1, 2 such that
_ 0u,
O,
o, —(1) X,
qnt - ] aeon = R v |
0 0,
Ox,
10D (2do+3Ko+1) ]
and
04,
Ox,
Ogy+1
QP —0, kPO o VPRI On |,
Ox,
—(0)
10D (2do+4Ko+1)]
Then we get
2
}~1() Attn HWY h(-1 + softmax (( (Q)hu) (K(2)h(1))>
J o, (H™) G n;; Q _
T @r) s L @)
o 1 i j%K 2 1 2 1
h; +Z N (1) - Vi'h +ZN'V2 h;
=1 Die1 Wi j%K i=1
r 04, 04,
0
=1 Ogy+1
Hj% K o
EENUN B Or,
0xc, —
OKO ™
10D (2do+3K0+1)] 10D (2do+4Ko+1)]
- 0u, -
Ok,
—=(1)
Ujg)K
_ 1,1 .
=h;’ + O, , J €[N
Ox,
—(1)
T
10D (2dg+4Ko+1) ]

20

In M-step, we consider the following attention structures: we similarly define matrices Qg), K

m

N
)1 VORW
11
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Similarly, we use a two-layer MLP to approximate log x, 22 and clean all w;, W; log and 7r;, which is

~ ; -
g(l)
—af*
Hi%K
&b
JRK .
h'® = MLP o (h 2)) O, ,j € [N,
Ok,
Ox,
O0p_(2dy+5K0+2)
1
L ej%K h
=(1) =) .a 1
where 7, = log7 05171 = ||/ %}K”Q
Similarly, for any %2 = 0, £ € N we have
- y] -
=(t/2)
lo
~(¢/2)
j% K
lt/2)
_ %K .
h( ) MLPeéfZZ,Q) <[Attn®g§2>(ﬂ(z 1))} :7j> - gKO ,] € [N}
Ko
Ox,
OD—(2d0+5K0+2)
1
L € %K J
=(¢/2) =(€/2) (e/2 (£/2)
where 7)., = 10g ) ﬂé ) = 1z 7%KH2

Thus, we can get # and u(g) € [K] after 2¢ layers of transformer constructed above. (The last-

layer MLP block retains 7r as an output parameter without cleaning it.) Our transformer construction
is summarized in Figure[0] which is the formal version of Figure[7]in Section[d.2]

Remark F.3. The output of transformer H?L) is a large matrix containing lots of elements.
To get the estimated parameters, we need to extract specific elements. In details, H?L) =
[h§2L)7 e ,hg\Z,L)} € RPXN ‘ywhere

Cink
h(*") = O, i € [N].

Op— (2do+5K0+2)
1

L € %K

We use the following linear attentive pooling to get the parameters:

0 = L (V,H)((K,H)TQ,) € RUAHIK,
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where Qp = [Qo1, -+ , Qorc] € RUTEIXK KV, € REUFK)IXN sarisfying
_ | Ke (2L) _ |ej%K er _ [&WP

Thus by N/K € N, we have

1 KN [#1) - (L)
0=+ 3 aL(Kohy)Vohy = == [T 7| = |77 c RO j ¢ (K],
N NK | fi
JEIN]
Finally, we get
~ (L ~ (L ~ (L
o_ IR I )
_[qola"'aqu]_ ~ N N .
M1 M2 o HK
E step: M step:
5.¢ Tlog 0~ approximate log z and z2,
h; = E::| ,0; = Higire | ri= |: 1D :| clean W;, W; g and 7
r Oy oo MLP
Embedding of E step T
o,
e Pig% K 0-
Qh; = ml"g , Khj= | %K | Vh = Odc*:»l » i Wilog SR
26 %K €K =
0 0 %
= exp (log mioppc =X Hjnr+3 M)y rhinK
Bi=h+%Y, P)(Szgk;,f,f‘(mg,:j,’(fiukf%;fﬁ;;“) Vh T
0,
Attention Qihj = [e;zax]  Kihi= Itholog} Vi = |:o%?:):|
Odo °
Ok
Tiog Qoh; =0, Kph; =0, Voh;= %ot
- Xi ik 05 o
hi=10; |, 0= |cigx |, ri=]| 1 . o
ri Wi ik By =h; + S, o T Viby + DY, - Vah
025, =0
l Attention
approximate log z, T
clean ioq , Higxc and i 0%,
Xil Ody+1 0p
MLP hZZH,el: i .r,:[l]
r; Wilog Ci%K
Ko
Embedding of M step

Figure 9: Transformer Construction for Approximating EM Algorithm Iterations. The pink box
represents the state of tokens, while the blue box represents the structure of different parts of the
network. The term "clean" means setting all positions of the corresponding vector to zero.

F.3 CONVERGENCE RESULTS FOR EM ALGORITHM

F.3.1 CONVERGENCE RESULTS FOR POPULATION-EM ALGORITHM

First, we review some notations. Recall that 7,,;,, = min; 7}, p = max; 7,/ min; 7}, R;; =
5 = 151l Rinin = ming; Rij and Rypae = (maxiz; Rij) V (maxie(x) [|pf]]). Without the
loss of generality, we assume that R,,,, > 1. For clarity, we restate assumption ((A1)), which is
consistent with|[Kwon & Caramanis| (2020).

(A1) Suppose the GMM has parameters { (7}, 11}) : j € [K]} such that

J
Runin > C - /log(pr ), @)
and suppose the mean initialization ,ugo), ey ugg) satisfies
Vi e [K], |1 — pr|| < R%“ (8)
Also, suppose the mixing weights are initialized such that
Vi € [K], |n® - x¥| < mi/2. ©9)
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For population-EM, the algorithm can be presented as

mi exp(—[| X — pil*/2)

K )
> i1 ™5 exp(—[|X — pyl12/2)
(M-step): 5 =Elw], p =ElwX]/E[w].

K2

(E-step): wi(X) =

The following results gives linear convergenve guarantees of population-EM, which comes from
Kwon & Caramanis| (2020).

Theorem F.2 (Kwon & Caramanis|(2020), Theorem 1, part i). Let C > 64 be a universal constant
for which assumption ((AI)) holds. Then, after one-step population-EM update, we have

Vi€ (K], | —af| <mp /2, |luf — ulll < 1/2. (10)

Now we define
Dy, = max (|| — pi || V |mi — mf|/7f)
1€[K]

and

D' = max | VA P S P
b= max (= v e = /)

The linear convergence of population-EM is stated by the following theorem.

Theorem F.3 (Kwon & Caramanis| (2020), Theorem 1, part ii). Let C' > 128 be a large enough
universal constant. Fix 0 < a < 1. Suppose the separation condition holds and suppose the
initialization parameter satisfies D, < a, then D}, < 8D,, for some 0 < 3 < 1.

Remark F.4. Here the contraction parameter (3 is only dependent with C' and a. In other words, if
we fix a € (0,1), then for any 3 € (0, 1), there exists a large enough C' such that Theorem [F.3| holds.
For details, see Appendix E in\Kwon & Caramanis|(2020)).

Combing Theorem [F.2] and Theorem [F.3] we can get the linear convergence of population-EM
algorithm.

F.3.2 CONVERGENCE RESULTS FOR EMPIRICAL-EM ALGORITHM

Now we consider the empirical-EM, i.e., Algorithm [B.I] For convenience, the algorithm can be
presented as

mi exp(— || Xe — pi|*/2)
K
> i T exp(—[1Xe — pi112/2)
L wiX)Xe 1O

1 n
Mstep): P S wX), = R - (o)t
(M-step) m; n;w( 0)s 1y ST w0 (X) nﬁj;w( 0) Xy

(E-step): wi(Xy) = we =

Similarly, we can define D,,, and D;

in empirical sense.
For the linear convergence of empirical-EM, we have the following theorem.

Theorem F.4. Fix0 < 9,8 < 1land0 < a < 1. Let C > 128 be a large enough universal constant.
Suppose the separation condition|(7)|holds and suppose the initialization parameter satisfies D,,, < a.
If n is suffcient large such that

o ¢ Kdlog(%)
Funif = (1 —a) Tmin n

<a(l-p)

where C' = 72K2(\/E 4+ 2R maz + ﬁ)z and ¢ is a universal constant. Then
Dr—; < 8Dy, + Eunif <a

uniformly holds with probability at least 1 — §.
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Proof. First, we have

T ﬁﬂﬂ _ % %Zwi(xé) .
v g =1
< ( > wi(X0) = E (X)) + [ s (X)] *|>
i 1=1
=(I)+(II
By Theorem [F.3] we get
(IT) = — [E [w;(X)] — 7}| < Dy,

And by Lemma[F2] we have

. C
_ G Kdlog(%)
- Tmin n ’

(=

> wi(Xe) ~ Efwi(X)]
=1

where C; = 18K 2([ + 2Rmaz + 7 ) and ¢, is a suitable universal constant. Thus, by taking
B = B. 3, = §/2 and suitable ¢, |7;" — 7| /7F < 8D + cunip < a, Vi € [K].

For the second term, we have

sz Xo)(Xe = i)
TL7T

i =1
1 1 y N
<=l Zwi(Xe)(Xz — i) = E[wi(X)(X — p7)]
i 1=1
= (III)+ (IV),
By Theorem[F-3]and Remark [F:4] we get,

(IV) = — [Ews(X)(X — )]

o — il =

+ [ Efwi (X) (X — u?)]ll)

0

= B ew; (X (X = p)

_ Elw(0)] | Elw0x]
(1 —a)my || Blwi(X)] ™

< T_rZBDm.

where (i) follows from |7;" — 77| /7} < a. And by Lernma we have

(1) = 1+<|| szXe )(Xe = i) = Elwi (X)(X = p7)]

)

< s (jlz ) ~ Bl (X)(X i) >
Gy Kd log(%")
~ (1= a)Tmin n ’

where C' = 18K 2(\f + 2R e + 7) and ¢ is a suitable universal constant. Thus, by taking
B=(1-a)/(1+a)B,dy = 8/2and suitable &, ||p1; — pi|| < BDu + Euniy < a, Vi € [K].

In conclusion, if we take 3 = (1 — a)/(1 +a)B, ¢ = é&1 V &, C = C(f,a) > 128 large enough
such that Theorem-holds and take 6; = d2 = 0/2 and use union bound argument, then we get
D+ <BD +Eunzf<a

O
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We need the following technical lemma.

Lemma F.1 (Segol & Nadler| (2021), Lemma B.2.). Fix0 < § < 1. Let By,...,Bg C R pe
Euclidean balls of radii r1, . . . ,ri. Define B = ®szlBk c REY and r = maxye(k] k- Let X be a
random vector in R* and W : R? x B — R* where k < d. Assume the following hold:

1. There exists a constant L > 1 such that for any 0 € B,e > 0, and 0° € B which satisfies
max;e(x) [|0; — 05 || < &, then Ex [supueB IW(X,6)—W(X, GE)H] < Le.

WX, 0)lly, < R.

2. There exists a constant R such that for any 0 € B,

Let Xq,..., X, be i.id random vectors with the same distribution as X. Then there exists a
universal constant ¢ such that with probability at least 1 — 6,
1 n Kdlo 1 =+ 12nLr
sup | = S W (X0,0) — E[W (X, 06)] SR\/E g1+ 25) (11)
geB || ™ n

Remark E.5. There is one difference between LemmalF1|and LemmaB.2. in|Segol & Nadler (2021):
in Lemma we use 1 + 12%“ to replace 18%“, thus we avoid the condition r,--- ,rg > 1.

Hence we can get the uniform convergence of w; (X, 8) and w; (X, 0)(X — p}), i € [K]. Our proof
is similar to|Segol & Nadler| (2021), except that we consider the variation of both 7 and y.. From now
on, we denote 0; = {m;, u;}, 0 = {0;}7,.

Lemma F.2. Fix0 < § < 1and 0 < a < 1. Consider the parameter region D, := {D,,, < a}. Let

X, , X, ) GMM (7™, 1i*), then with probability at least 1 — 6,

Kdlog(Sn)
n

sup | 3" wi(X2,6) ~ Blui(X,0)]| < & Vi € [K], (12)
=1

0eD,,

where C = 18K 2(Vd+ 2R + ﬁ) and ¢ is a suitable universal constant.

Proof. The proof is similar to the proof of Lemma 5.1 in|Segol & Nadler| (2021). For simplicity, we
omit it. O

Lemma F.3. Fix 0 < 0 < 1and 0 < a < 1. Consider the parameter region D, := {D,,, < a}. Let
X, X, E~y GMM (7*, 1i*) with Ryin, satisfying then with probability at least 1 — 6,

_ Kdlog(<2)

™\

Vi€ K], (13)

sup |5 i (X0, 0) (X0 — ) — Efuws(X,0)(X — )] -
/=1

€D, | T

where C' = 36K2(vVd + 2R pmas + ﬁ)z and ¢ is a suitable universal constant.

Proof. The proof is similar to the proof of Lemma 5.4 in|Segol & Nadler| (2021))(Notice that the
condition (36) in |Segol & Nadler| (2021) is trivial in our case). For simplicity, we omit it. O

For the first step empirical-EM, we have the following results.

Theorem F.5. Fix0 < § < land1/2 < a < 1. Let C > 128 be a large enough universal constant
Jfor which assumption holds. If n is suffcient large such that

¢ \/Rmaz(Rmam\/d)log (8K) - (a 1)

(1 - a)ﬂ'min n

Estepl =
where ¢ is a universal constant. Then
X 1
D <z + Estepl S a

m —

holds with probability at least 1 — 0.

25



Under review as a conference paper at ICLR 2026

Proof. Notice that we only need simple concentration not uniform concentration in this theorem. We
use the same definition of term (1), (I1) as in the proof of Theorem[F4] First, by Theorem [F.2} we
have (IT) < 1/2. Since 0 < w;(X) < 1, by a standard concentration of bounded variables, we can
get

c1 log(%)

Tmin n

(1) < ,Vi € [K], (14)
where ¢ is a universal constant. Taking ¢ > ¢, and 6; = §/2, we have

/|

|7Ti+ -

—_

c log (2&
. S*-l-i Mga,\ﬁe[K].
m; 2 Tmin n

For the second term, we have

§ 1
" = w5 =‘ — sz Xo)Xe— 1}
G
1 IE:[U)2 Xg X/ wz Xg X/ %
> ﬁzwi(Xé)XZ* E H w Xg — U
= (V)+(VI).
By Theorem[F.2] we have (V1) < 1 / 2. For (V'), by triangle inequality,
1 Ewi(Xe) Xe]
14 (X)X EZXX — Bw; (X)) X,] — 22l
(V) < p lzlw 0)Xe — [wi(Xe) Xel|| + = [w; (X)X Ef (5]
IEfw: (Xe) X |

i+ Zwl (Xo) Xy — E[w; (X¢)X/] 77.+1E[w(x[)]” |7 — Elwi(Xo)]|.  (15)

Using Lemma B.1 and Lemma B.2 in|[Zhao et al.|(2020), we can get ||w;(Xe) Xe|lyp, < || Xelly, <
¢3Rmaz, Vi € [K]. Hence by Lemma B.1 in|Segol & Nadler|(2021), with probability at least 1 — da,

Rinazdlog (%)

% > wi(Xe) Xe — Elwi(Xo) Xo]|| < & - , Vi € [K],

where ¢, is an universal constant. And by Theorem [F.2] we have

[[E[wi (X)Xl 1 :
— < Rmam + = S 2Rmar;vz € K .
Elw;(Xe)] — 2 K]
Finally, by [(T4)]
_Jlog(5)
" — Elwi(Xp)]| < &/ — =

Combining all terms together and taking d; = d2 = /2 we can bound by

3K
1 Rmazdlog (T) lo K
(V) S - 64 72 + 251Rmaz gffl)
T
Cg \/Rmam (Rmam \ d) IOg (TK)
N (1 - a)ﬂ-min n '
Taking ¢ , we get
¢ maz (Bmaz V d) 1 5K
" = il < 5 - e (1 e () .,
! ¢ (1 - a)’frm,in n
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F.3.3 CONVERGENCE RESULTS FOR TRANSFORMER-BASED EM IN SECTION

We first state some useful approximation lemmas.

Lemma F.4 (Lemma 9 in Mei|(2024)). Forany A > 0, 6 > 0, take M = [2log A/0] + 1 € N. Then
there exists {(aj,w;,b;)} e with

supfa;| <24, suplw;| <1, suplb;| < A, (16)
J J J
such that defining logs : R — R by
M
logs(x) = Z a; - ReLU(w;x + b;),
j=1

we have logg is non-decreasing on [1/A, A}, and

sup |log(x) — logs(z)| < 0.
z€[1/A,A]

Remark F.6. There is a small improvement M = [2log A/§] + 1 compared to M = [2A/6] + 1
in|Mei|(2024)). Further more, it is easy to check that logs(z) < —log A for x € [0,1/A].

Lemma F.5. For any A > 0, 6 > 0, take M = [2A%?/5] + 1 € N. Then there exists
{(aj,w;,05)}jenn with
sup |a;| <24, sup|w;| <1, suplb;| <A, (17)
J J J

such that defining ¢s : R — R by
M

os(x) = Z a; - ReLU(wj;x + b;),

=1
we have ¢s is non-decreasing on [— A, A, and

sup |os(z) — m2| < 4.
z€[—A,A]

Proof. Similar to Lemma[F4] Omitted. O
Lemma F.6 (Lemma A.1 in[Bai et al|(2023)). Let 8 ~ N(0, I;). Then we have
P(IBI? > d(1+6)?) < e~ /2,

Lemma F.7 (Lemma 18 in|Lin et al.|(2024)). For any u,v € R?, we have

lo e’ —lo ol
E\Tenl )~ el

Corollary F.1. For any u,v € R%, we have

<2u—v-
oo

u v

e e
- <exp(2fu—vl,)—1
letlle vl
Proof. This follows directly from Lemma|F7|and simple calculations. O

Now we propose the results for transformer-based EM. Similar to Section [F:2] we use notations with
superscript “* ” to represent the output of the transformer-based EM.

Theorem F.6. Fix0 < § < land 1/2 < a < 1. Let C' > 128 be a large enough universal constant
Sor which assumption ((Al)) holds. If n is sufficient large and ¢ < 1/100 sufficient small such that

& Riaz(Rmaz V d)log (25) 2log(22) 1 1
Rm' X d 1 - 7 o -5 )
(1—a)7rmm\/ n 2 | Mmax B @ | L d s\t

where 1, Co are universal constants. Then there exists a 2-layer transformer TF g such that ZA);;L <a
holds with probability at least 1 — 0. Moreover, TF g falls within the class F with parameters
satisfying:

D= O(dO + Ko), D/ < O(KORmax(Rmax + d0)871)7M = O(l)a log B@ < O(KORmaX(Rmax + dO))
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Proof. Recall that Dy, = max;cir) (|4 — pi || V |77 — 7f|/xF). Thus
D < max (| — ||V |xf —xf|/7F) + max (||oF — pf | V|75 — o |/ak
< max (Iaf = 1V (w = x71/77) + s (1aF = wf | V137 —71/)
= Dt +max (||g — u || V|7 — 7| /7
m o+ max (A7 = pf ||V |7 = ail/m)

We first claim that with probability at least 1 — §/2,

At + ~ 4 +|/* ~ 210%(27")
max (|| — pf | V|77 =77 /7)) <@ | Rmax +d | 14+ —=25 | | ne.  (18)
i€[K] d
Then by Theorem [F3] with probability at least 1 — 8, we have
D, < D+ max (I — || V 57 = |/x7)
i€[K]
1 c Rioe(Rmaz V d)l 12K 21 2n
S*‘F ¢ ( )Og(6)+62 Rmax+d 1+ Og(é) ne
2 (1= a)Tmin n d
<a

Now we only need to prove@ By the construction in Section[F.2] we can see that wy; in first step
can be well calculated, thus [#;” — 7| = 0 and the error comes only from the calculation of { ﬂ:r}

Recall that ,uz'-" = % and
£=1 ?

_ > i1 €Xp (B\g(wi))Xe
Z?:l exp (b/\g(w&)> .

At
%

Recall that

miexp(—|| Xy — pil?/2) 1

K - . :
S miep(=I1Xe = ml2/2) 14 T e ((n — ) X0 g 12/2 + sl 2/2)

By the initial condition [(9)]and [(8)] we have

Wei =

1
||Nj — pill < Riax + 2 % T6Rmin = O(RmaX)v ||,Uj||2 = O(R?‘nax)'

Since X, "~ GMM(7*, p*), using Lemma with probability at least 1 — §/2, we have

2log(2n .
up X0 < Bt [ 141 2B ) = O+ 0.
Le[n]

Combine all things together, we get that with probability at least 1 — §/2,
wi' < exp (O(KoRiax (Runax + o)) ), V2 € [n] and i € [K].
Thus taking A = exp (O(KoRmax(Rmax + do))> and and 6 = ¢ in Lemma we can get

|log —16?5”[1/,4 Al < &. Then by Lemma we have

21 eXp (log(w“))X‘Z > oy exp (logwei) Xy

" = Il =

S, exp (k)/\g(w&)> > =y exp (log wy;)
_ n exXp (10g(UI[Z>>X[ exp (log wéi)XZ

= |[ Do exp (I?)Tg(wa)) > 1 exp (log we;)
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o] (i) e
=1 | > exp (lo/\g(wgi)) > i1 exp (log wy;)

< n<Rmax +d+ (/2dlog (2;>> <6XP <2 H (b/\g(wei))l - (log(wei))eHm> - 1)

< 4n<Rmax +d+ 4/2dlog <2n>>57 Vi € [K].

< sup [ Xl
Le(n]

4]

Thus [ I%a is proved. The parameter bounds can be directly computed by the construction in
Section[E2]and Lemma[E4l

O

Theorem F.7. Fix 0 < 6,8 < land 1/2 < a < 1. Let C > 128 be a large enough universal
constant. Suppose the separation condition[[7)| holds and suppose the initialization parameter input
to transformer satisfies D, < a. If n is suffcient large and Koe < 1/100 sufficient small such that

g Kdlog(<n 1 2
e(n,e,6,a) = (1_37r . 5( 5) +52<7r : +n<RmaX—|—d—|— 2dlog<:>>>€<a(l—6)7

where ¢1, Co are universal constants, C = 144K 2(\/3 + 2R ez + ﬁ)Q Then there exists a 2-layer
transformer TF g such that

D;; SﬁDm+€(n357§aa) <a

uniformly holds with probability at least 1 — §. Moreover, TFg falls within the class F with
parameters satisfying:

D= O(dO + KO)a D/ S O(KORmax(Rmax + dO)Eil)aM = O(l)a log B@ S O(KORmax(Rmax + dO))

Proof. Similar to the proof of Theorem [F.6] using Theorem [F:4] we only need to prove that with
probability at least 1 — §/2,

i€[K]

1 2
max (|| — pf ||V |7 — /7)) §62< +n<RmaX+d+ 2dlog (5”)))6 (19)
Tmin

Define up = (w1, e i) G = (G, G x) ", where ug; = logm; + 1] Xp — 1/2 ]2
and 4p; = logm; + i X¢ —1/2[|u;]|2 By the construction in Section|F.2|and Corollary , we have

eu( eug

- < exp (2||tty — ug —1, V¢ € [n].

|m—wm=]
o0

Now taking § = ¢, A = ((1 — a)Tpin) * in Lemmaand § =¢/K, A = (Rmax +a)? in
LemmalF3] we have |4, — u¢l|oc < 3£/2, hence

IWe — Welloo < exp (2|t — weloo) — 1 < exp(3e) — 1 < 6e, VL € [n].

Then by the construction in Section[F2] we have
7w —m| < 6e, Vi € [K]. (20)

For the term ||/i;” — p;" ||, we can calculate it similar to the proof of Theoremm First, we recall that
with probability at least 1 — §/2,

wy;! < exp (O(KoRmax(Rmax + do))), Ve € [n] and i € [K].
Similarly, for @y ;, we can also get(just calculate again) that with probability at least 1 — §/2,

wal S €Xp (O(KORmax(Rmax + dO))), Ve e [n] and? € [K]
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Then following the same argument in Theorem , taking A = exp (O(K oRmax(Rmax + do)))
and and 6 = ¢ in Lemma[F4] we have also

2
17 — |l < 4n (Rmax+d+ 2d log (;1))5 Vi € [K]. Q1)

Combining [(20)] and (19)]is proved. The parameter bounds can be directly computed by the
construction in Section|[F.2] Lemma[F4] Lemma|[F3]and the parameter A, § taken in the proof.

O

F.4 PROOF OF THEOREM [E.]]

First, by Theorem [F.6]and the first condition in Theorem[F1], there exist a 2-layer transformer TF g,
such that

DE <a, (22)

holds with probability at least 1 — /2. Then using Theorem (22)|and the second condition in
Theorem 7] there 2-layer transformer TF e, such that

D&, Le, < BDg, +€(n,e,6/2,a) < a,

uniformly holds with probability at least 1 — /2. Denote as ®2L = Uye(r)©2. Thus, forany L € N,
by reduction, we have

Dg ver < BDG, + (L+ B+ + 5" )e(n,e,6/2,a),

uniformly holds with probability at least 1 — §/2. Combine all things together, we have, for any
LeN,

Dg or < B DG, + (L4 B+ + 1 )e(n,e,5/2,a)

< pla+

1
T Be(n,e,é/la)
holds with probability at least 1 — ¢ (Note that the definitions of €(+) in Theorem |F.7|and Theorem [F. 1|
differ slightly). The parameter bounds can be directly computed by Theorem and Theorem [E.7]
The theorem is proved.

G FORMAL STATEMENT OF THEOREM [2] AND PROOFS

Following Section [F| we implement Readin as an identity transformation and define Readout to
extract targeted matrix elements hence they are both fixed functions.

G.1 FORMAL STATEMENT OF THEOREM 2]

In this section, we give the formal statement of Theoremm First, we need to introduce the embeddings
of the transformer. Let T be the matrix representation of the cubic tensor 7', which is

Ti1 Ti21 - Toan
T12 Tiao -+ Tgp
T:= [t17t27"' ’td] = . . -’ ERd2Xda
T1a Tioagq -+ Taa
where T ; ; = (T1,i, T2, »Tai;) € R%, 4,5 € [d]. For dimension adaptation, we assume
d < dy. The augment version of T is defined as
z:,l 1 z:, z:,do 1
_ _ _ T.12 22 o Tigye
T = [t1,8, - ,ta] = | | o 7| e Rbxdo, (23)
Tordy To2.d0 T.do.do
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where T, ; ; € R%. Ifi < dandj < d,T.,; = [TJ;J,O;O_d]T; Else T.; j = 04,. We construct
the following input sequence:

7

&t t e
H=|" 2 " HeRP p=11], (24)

P1 P2 ... Pd d

0p

where t; € R is defined as , 70 = [v©OT, 0;{0_ d) Te R% e, € R% denotes the i-th standard

unit vector in R%. We choose D = O(d2) and D = D — d% — 2d,, — 2 to get the encoding above.
Then we give a rigorous definition of ReLU-activated transformer following Bai et al.| (2023).

Definition 7 (ReLU-attention layer). A (self-)attention layer activated by ReLU function with M
heads is denoted as Attne,, (-) with parameters @attn = {(Vim, Qu, Kin)}e(a) C RP*P . On

any input sequence H € RP*N,

H=Attnd (H) :=H++ 3" (V,,H)o((K,H)(Q,H)) € RP*N,
In vector form,

> M N T

hi = [Attng)attn(H)]i = hi + Zm:l % 7j=1 U<(thl) (Kmh]))vmhj
Here o(x) = x V 0 denotes the ReLU function.

The MLP layer is the same as Definition[5] The ReLU-activated transformer is defined as follows.

Definition 8 (ReLLU-activated transformer). An L-layer transformer, denoted as TFg (+), is a compo-
sition of L ReLU-attention layers each followed by an MLP layer:

(Attnggﬁi ( - MLP g (Attngggn(H)))).

nlp

TF&(H) = MLP )

nlp

Above, the parameter © = (@S;ﬁ),@i}f)) consists of the attention layers (-)g?tn =

(v, %),K%))}me[wne)] C RP*P and the MLP layers G),Sl?p = (Wge)’wge)) € RPxD
RDxD®

Similar to Section[4.T} We consider the following function class of transformer.

Fi=F(L,D,D',M,Be) = {TFg, I®[ < Be,D® < D', M* < M, € [L]}.

Now we can give the formal statement of Theorem 2]

Theorem G.8 (Formal version of Theorem[2). There exists a transformer TE g with ReLU activation
such that for any d < do, T € R4 gnd v(0) € RY, given the encoding TFe implements L
steps of [3)|exactly. Moreover, TF g falls within the class F with parameters satisfying:

D =D'=0(dg),M = O(dp), log Be < O(1).

Remark G.1. In fact, Theorem|G.8\is also hold for attention-only transformers since the MLP layer
do not use in the proof. To do that, we only need to add another head in every odd attention layer to
clean the terms {dv;}. For details, see the proof.

Remark G.2. Readers might question why the normalization step is omitted in our theorem. The key
challenge is that we have absolutely no knowledge of a lower bound for HT(I v\, v(-7)) H Without
this bound, approximating the normalization step becomes infeasible.

Remark G.3. The use of the ReLU activation function here is primarily for technical convenience
and does not alter the fundamental nature of the attention mechanism. Several studies have demon-
strated that transformers with ReLU-based attention perform comparably to those using softmax
attention(Shen et al., 2023, |Bai et al., (2023, |He et al.| 2025a).
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G.2 PROOF OF THEOREMI[G.§]

Proof. For simplicity, we only proof the case that o(x) = x in the attention layer. For ReLU activated
transformer, the result can be similarly proved by ReLU(z) — ReLU(—z) = z and the o(x) = =
case. Hence we omit the notation o in the following proof. We take H(®) = H. In the first attention
layer, consider the following attention structures:

Odg
5(0) Od
(1) (0) _ MRO _ WRO _ | 0
Q' "h, { } K h [ 0 ] , VvV h] 0
d
0
After the attention operation, we have
042 t;
4 Odo 70
~ 1
B = [Atnf,) (H')] =n + gz (( D) (K<1>h‘;))v<1>h° B+ o | =| | e
= aw” | |l
0 0
Then we use a two-layer MLP to implement identity operation, which is
t;
70
h{Y = MLP ) (h“)) - (1i Lield
mlp
dv”
0

Now we use an attention layer with dyp 4 1 heads to implement the power iteration step of the cubic
tensor. Consider the following attention structure:

_ 0
Q(n{” = [Usg)]’K(”h(‘l): W )]vv<2>h<”= Topn |+ m € ldo],
m 0 m g 0 m ") 87
and
0d2
1 @ o _ |d @ O _ | {
Qd0+1 |:():|7Kdo+1hj ~lo 7Vdo+1hj = —1())(0)
After the attention operation, we have
b = [Atnge (HO)]
W )T 1) 0I5~ (0@ 10\ (K@ pO))y® p
2 2 2
=hi" + dZ((Q%ﬁhz— ) <K§n>hj ))vgnmj +dz<(QdU+1h ) (Kd0+1hj ))Vd0+1h
m=1 j=1 j=1
hY SRS EOnO) de‘% 1 d %20)
=n; +Zg2(’l}mv7) Tj7m +gz —v
m=1  j=1 0 J=1 0
0d2 0(12
=h + |50 ] + |5
0 0
t;
5(1)
1
= d | i€ [d],
sz(_o)
0

32



Under review as a conference paper at ICLR 2026

where ) = [pOT 07 ] " and v ® =3, olOT:

Then we use a two-layer MLP to clean the term d@(-o) , which is
h{”) = MLPg (h¥) =

Similarly, for any ¢ € N, we have

t;

n) = [MLP@(Qrz (Attn®(2> (MLPQU}2 (Attn®<1) (H(”‘Q)))))] = 5(16 i€ ld).
'm1, attn ml; attn 0 d
0

The parameter bounds can be directly computed by the construction above. The theorem is proved.
O
H MORE ON EMPIRICAL STUDIES

H.1 MORE ON EXPERIMENTAL SETUPS

Anisotropic adjustments We consider anisotropic Gaussian mixtures that takes the following
form: A K-component anisotropic Gaussian mixture distribution is defined with parameters 8 =

mUpUo, where m := {n}, 75, i} mh € Ry = {uf,pb, - it € RLE € [K]
and o = {07,035, -+ 0%}, 05 € RL, k € [K]. A sample X; from the aforementioned anisotropic
GMM is expressed as:

Xi =y, +0,.Z;, (25)

where {y;};y are iid discrete random variables with P(y = k) = mj for k € [K] and {Z;}, (v,

are iid standard Gaussian random vector in R?. Analogous to that in the isotropic case and overload
some notations, we define an anisotropic GMM task tobe 7 = (X, 0, K).

To adapt the TGMM framework to be compatible to anisotropic problems, we expand the output
dimension of the attentive pooling module from (d + K) x K to (d + 2K) x K, with the additional
K rows reserved for the estimate & of o, with the corresponding estimation loss function augmented
with a scale estimation part:

~

I~ , ~ N
Ln(©) = — > Lulfai, ) + L (Fi, i) + L5 (G, 00), (26)
=1

where the loss function ¢, is chosen as the mean-square loss. During the experiments, we inherit
configurations from those of isotropic counterparts, except for the calculation of the /-error metric,
where we additionally considered contributions from the estimation error of scales.

Configurations related to Mamba2 architecture We adopt a Mamba?2 |Dao & Gu|(2024) model
comprising 12-layers and 128-dimensional hidden states, with the rest hyper-parameters chosen so as
to approximately match the number of a 12-layer transformer with 128-dimensional hidden states.
As the Mamba series of models are essentially recurrent neural networks (RNNs), we tested two
different kinds of Readout design with either (i). the attentive pooling module as used in the case
of transformer backbone and (ii). a more natural choice of using simply the last hidden state to
decode all the estimates, as RNNs compress input information in an ordered fashion. We observe
from our empirical investigations that using attentive pooling yields better performance even with a
Mamba2 backbone. The other training configurations are cloned from those in TGMM experiments
with transformer backbones.
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Software and hardware infrastructures Our framework is built upon PyTorch Paszke et al.|(2019)
and transformers Wolf et al.| (2020) libraries, which are open-source software released under
BSD-styleE]and Apache license The code implementations will be open-sourced after the reviewing
process of this paper. All the experiments are conducted using 8 NVIDIA A100 GPUs with 80 GB
memory each.

H.2 A COMPLETE REPORT REGARDING DIFFERENT EVALUATION METRICS

In this section, we present complete reports of empirical performance regarding the evaluation
problems mentioned in section[3] Aside from the ¢5-error metric that was reported in section 3.2} we
additionally calculated all the experimental performance under the following metrics:

Clustering accuracy We compare estimated cluster membership with the true component assign-
ment, after adjusting for permutation invariance as mentioned in section

Log-likelihood We compute average log-likelihood as a standard metric in unsupervised statistical
estimation.

The results are reported in figure[T0} [TT} [T2] [T3]and [T4] respectively. According to the evaluations,
the learned TGMM models show comparable clustering accuracy against the spectral algorithm
and outperform EM algorithm when K > 2 across all comparisons. Regarding the log-likelihood
metric, TGMM demonstrates comparable performance with the other two classical algorithms in
comparatively lower dimensional cases. i.e., d € {2, 8}, but underperforms both baselines in larger
dimensional problems. We conjecture that is might be due to the fact that EM algorithm is essentially
a maximum-likelihood algorithm [Dempster et al.|(1977), while the TGMM estimation objective (2)
is not explicitly related to likelihood-based training.

H.3 ON THE IMPACT OF INFERENCE-TIME SAMPLE SIZE N

Motivated by the classical statistical phenomenon that estimation quality tends to improve with
sample size, we test whether TGMM’s estimation performance increases as N goes up. We run
corresponding experiments by varying the sample size to be N € {32, 64, 128} during both train
and inference, while controlling other experimental configurations same as those in section 3.1} The
results are reported in {o-error, clustering accuracy as log-likelihood and summarized in figure[T3]
The results exhibit a clear trend that aligns with our hypothesis, justifying the TGMM learning
process as learning a statistically meaningful algorithm for solving GMM:s.

H.4 ON THE IMPACT OF BACKBONE SCALE

The scaling phenomenon is among the mostly discussed topics in modern Al, as choosing a suitable
scale is often critical to the performance of transformer-based architectures like LLMs. In this
section we investigate the scaling properties of TGMM via comparing performances produced by
varying sizes of backbones that differ either in per-layer width (i.e., the dimension of attention
embeddings) or in the total number of layers L. With the rest hyper-parameters controlled to be
the same as those in section [3.1] The results are reported in three metrics and summarized in figure
and figure respectively. According to these investigations, while in general a larger-sized
backbone yields slightly better performance as compared to smaller ones. The performance gaps
remain mild especially for tasks with relative lower complexity, i.e., K = 2. Consequently, even a
3-layer transformer backbone is able to achieve non-trivial learning performance for solving isotropic
GMMs, a phenomenon that was also observed in a recent work [He et al.| (2025b)).

"nttps://github.com/pytorch/pytorch/blob/master/LICENSE
https://github.com/huggingface/transformers/blob/main/LICENSE
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Figure 10: Performance comparison between TGMM and two classical algorithms, reported in three
metrics.
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Figure 11: Assessments of TGMM under test-time task distribution shifts I: A line with N — N'est
draws the performance of a TGMM model trained over tasks with sample size randomly sampled
in [Nfain /2. Nrain] and evaluated over tasks with sample size N'**!. We can view the configuration
128 — 128 as an in-distribution test and rest as out-of-distribution tests.
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Figure 12: Assessments of TGMM under test-time task distribution shifts II: £s-error of estimation
when the test-time tasks 7' are sampled using a mean vector sampling distribution p‘ﬁ“ different
from the one used during training.
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Figure 13: Performance comparisons between TGMM using transformer and Mamba?2 as backbone,
reported in three metrics.
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Figure 14: Performance comparison between TGMM and the EM algorithm on anisotropic GMM

tasks, reported in three metrics
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Figure 15: Performance comparison between TGMM models trained under varying configurations of

sample-size. For example, N = 64 means that the model is trained over GMM tasks with (randomly
chosen) sample sizes within the range [32, 64] and tested on tasks with sample size 64.
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Figure 16: Performance comparison between TGMM under backbones of varying scales I: We fix

embedding size at d = 128 and tested over different number of transformer layers L € {3, 6, 12}.
Results are reported in three metrics.
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Figure 17: Performance comparison between TGMM under backbones of varying scales II: We
fix the number of transformer layers at L = 12 and tested over different number of hidden states

d € {128,256,512}. Results are reported in three metrics.
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