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ABSTRACT

In recent years, bilevel optimization (BLO) has attracted significant attention for
its broad applications in machine learning. However, most existing works on BLO
remain confined to the single-objective setting and rely on the lower-level strong
convexity assumption, which significantly restricts their applicability to modern
machine learning problems of growing complexity. In this paper, we make the
first attempt to extend BLO to the multi-objective setting under a relaxed lower-
level general convexity (LLGC) assumption. To this end, we reformulate the
multi-objective bilevel learning (MOBL) problem with LLGC into an equality
constrained multi-objective optimization (ECMO) problem. This transformation
yields a single-level formulation that is more amenable to algorithm design while
preserving the optimal solutions of the original MOBL problem. However, ECMO
itself is a new problem that has not yet been studied in the literature, with no
existing results on its algorithmic design or theoretical analysis, and without a
formally established convergence metric. To address this gap, we first establish
a new Karush—Kuhn—Tucker (KKT)-based Pareto stationarity as the convergence
criterion for ECMO algorithm design. Based on this foundation, we propose a
weighted Chebyshev (WC)-penalty algorithm that achieves a finite-time conver-
gence rate of O(ST ’%) to KKT-based Pareto stationarity in both deterministic
and stochastic settings, where .S denotes the number of objectives, and 71" is the to-
tal iterations. Moreover, by varying the preference vector over the S-dimensional
simplex, our WC-penalty method systematically explores the Pareto front. Finally,
solutions to the ECMO problem translate directly into solutions for the original
MOBL problem, thereby closing the loop between these two foundational opti-
mization frameworks. We verify the efficacy of our approach through experiments
on multi-objective data weighting in reinforcement learning from human feedback
(RLHF) reward model training and large language model (LLM) alignment.

1 INTRODUCTION

1) Background and Motivation: As machine learning frameworks have grown increasingly com-
plex in recent years, the demand for addressing learning problems with nested structures has become
ever more compelling. Such demands typically arise from two distinct perspectives: 1) multiple, po-
tentially conflicting objectives often need to be considered, and 2) the learning of some tasks often
depend on the outcome(s) of other tasks. For instance, when aligning pre-trained large language
models (LLMs) with human feedback, one needs to consider various human-aligned criteria on the
one hand; on the other hand, many tasks, such as policy parameter optimization of LLM alignments
and the actor-critic framework in reinforcement learning, often contain a subtask on reward model
learning. As a result, recent years have seen growing interests in the Multi-Objective Bilevel Learn-
ing (MOBL) problems in the following form: (Ye et al.,[2021;|Fernando et al.|[2023;|Gu et al.,[2023;
Li et al.| 2024; Wang et al., [2024} [Yang et al., 2024b; |Ye et al., [ 2024):

Iil’inF(%y) = [fl(may)v"'va(x,y)]T

s.t.y € M(z) := argmin g(z, y),
y

(MOBL)
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where S denotes the number of objectives, and z € RP, y € R?. For example, in the aforementioned
LLM alignment, the upper-level (UL) problem corresponds to minimizing the validation loss with
respect to multiple human-aligned metrics, such as helpfulness and toxicity, while the lower-level
(LL) problem corresponds to a data weighting task, aiming to curate a high-quality training dataset.

Despite its significance, solving the MOBL problem is highly challenging due to the complex cou-
plings between upper and lower levels and the trade-offs among multiple objectives. So far, most
existing works on bilevel optimization (BLO) in the literature rely on the lower-level strong convex-
ity (LLSC) assumption (see, e.g.,/(Ghadimi & Wang|(2018)); |Arbel & Mairal|(2021); Ji et al.| (2021));
Dagréou et al. (2022)). Specifically, this widely adopted LLSC assumption requires that, for any
given z, g(x, -) is strongly convex with respect to y. It is worth noting that the LLSC assumption ren-
ders a much simplified and tractable BLO algorithm design and analysis, since the LLSC assumption
i) ensures the existence of a unique solution y* () of the LL problem, and ii) implies a well-defined
hyper-gradient VF (, y* (2)) that requires non-singular Hessian V2 g(z, y* (x)) (Ghadimi & Wang,
2018;Ji et al.l[2021). However, the LLSC assumption significantly restricts the applicability of BLO
to modern machine learning problems of growing complexity.

While several recent works in the BLO literature have attempted to relax the LLSC assumption to
the lower-level general convexity (LLGC) assumption (i.e., the LL function g(x,-) is convex but
may not be strongly convex with respect to y for any z) (Sabach & Shtern, |2017;|Liu et al.||2023aj
Cao et al., 2023 Jiang et al.,[2023}Yao et al., 2024;|Chen et al.,|2024a; Lu & Mei,,2024), all existing
works remain confined to the single-objective setting, while the multi-objective bilevel optimization
problem under the LLGC assumption has yet to be explored. A key challenge in solving MOBL
problems under the LLGC assumption stems from the fact that, not only does the hyper-gradients of
the MOBL problem become ill-defined due to the lack of LLSC condition, the optimality of the UL
subproblem also needs to be re-interpreted in the Pareto equilibrium sense due to the trade-off among
multiple objectives. This renders most of the algorithmic techniques developed for single-objective
LLGC-BLO problems inapplicable. The widening gap between the rapidly growing demand for
addressing more general MOBL problems and the inherent limitations of existing BLO techniques
motivates us, in this work, to investigate MOBL under the LLGC assumption.

2) Overview of Our Proposed Approach: To address
the ill-defined hyper-gradient challenge in the MOBL MOBL Problem |------- ->| MOBL Solution
problem under the LLGC assumption, our key idea is to
indirectly solve the MOBL problem by transforming this
problem into an equivalent single-level constrained multi-
objective optimization that shares the same optimal solu-
tions as the original problem. To this end, we note that
solving the lower-level problem in with g(z,y)
being convex for any z is equivalent to solving its first-
order stationarity condition V,g(z,y) = 0, which is both
necessary and sufficient. This implies that we can refor-
mulate the LLGC-MOBL problem as an equality con-
strained multi-objective (ECMO) optimization problem
as follows (also see Step (1) in Fig. |1):

. B T
mnin F(z) = [f1(2),-.., fs(2)] (ECMO)

s.t.hi(2) =0,i=1,...,q,

Ul

ECMO Problem [------- ECMO Solution

WC Problem KKT System

Figure 1: Roadmap of our proposed ap-
proach for solving the MOBL problem
under the LLGC assumption.

where k :=p+q, 2z := [z7,y"]" and h;(2) := V,,g(z,y) = 0. However, even after the ECMO
reformulation, we remain far from resolving the MOBL problem, as the ECMO problem itself con-
stitutes a new formulation that has not yet been examined in the literature. Specifically, while multi-
objective optimization (MOO) problems have been extensively studied (see, e.g., [Sawaragi et al.
(1985)); [Ehrgott (2005); |[Désidéri (2012); [Sener & Koltun| (2018)); Momma et al.| (2022); Fernando
et al.| (2023)), the majority of existing works only considered unconstrained MOO. Meanwhile,
constrained MOO problems, including ECMO, are still in their infancy. To date, although several
heuristic algorithms have been proposed for ECMO and empirically validated (Qu & Suganthan,
2011} [Yang et al.| [2019; |Cuate et al., [2020; |Garcia et al., 2021)), none of these existing works of-
fers theoretical performance guarantees in terms of finite-time convergence rate or sample/iteration
complexity. To establish the theoretical foundation for solving ECMO (and thus for the LLGC-
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MOBL problem), there are two main technical challenges: (1) Lack of Pareto Optimality Con-
dition Characterizations and Appropriate Convergence Metrics: Unlike unconstrained MOO
problems, where the Pareto stationarity can be conveniently employed as the necessary condition
of the Pareto optimality for algorithm design, the characterization of Pareto stationarity for ECMO
remains unclear. Consequently, the current literature lacks appropriate convergence metrics for solv-
ing the ECMO problem; (2) Algorithm Design and Theoretical Analysis: Even with the Pareto
stationarity characterization and convergence metrics established for ECMO, developing algorithms
that can handle the equality constraints in ECMO and enable convergence analysis remains highly
nontrivial. We address these challenges through the following contributions:

* To rigorously characterize the Pareto stationarity for ECMO problems, we leverage the
weighted-Chebyshev (WC) scalarization technique by exploiting the one-to-one correspondence
between the Pareto front of the ECMO problem and the set of solutions to the WC-scalarized
problem under varying preference weights. This establishes a direct connection between the
WC-scalarized problem and the original ECMO problem (cf. Step (2) in Figure . Subse-
quently, this one-to-one correspondence allows us to employ the Karush—Kuhn-Tucker (KKT)
conditions of the WC-scalarized problem as the necessary and sufficient condition of the Pareto
stationarity for the ECMO problem, thereby resolving the challenge of characterizing the Pareto
stationarity for ECMO. (cf. Step (3) in Figure .

* Based on the KKT-based Pareto stationarity for ECMO, we proposed a WC-Penalty algorithm to
solve the ECMO problem, and establish its finite-time convergence rate guarantee (cf. Step
in Figure[I)). Specifically, our WC-Penalty method achieves the KKT-based Pareto stationarity at
arate of O(ST~ B ), where T" denotes the total number of iteration steps. In addition, by varying
the preference vector over the S-dimensional simplex, our WC-Penalty method systematically
explores the Pareto front.

* Finally, solutions to the ECMO problem translate directly into solutions for the original MOBL
problem, thereby closing the loop between these two foundational optimization frameworks (cf.
Step (5) in Figure . In addition, we evaluate our approach on two multi-objective data weight-
ing tasks: reward model training for RLHF, and LLM alignment. Extensive numerical experi-
ments further validate the efficiency of our proposed algorithms across diverse settings.

The remainder of this paper is organized as follows. In Section[2] we provide an overview of closely
related works. In Section [3] we focus on characterizing the Pareto stationarity and establishing
convergence metrics for ECMO. In Section ] we will present our WC-Penalty method for ECMO
and its convergence rate analysis. In Section[5} we will close the loop between ECMO and MOBL
by solving two MOBL problems through the lens of ECMO, and Section [6] concludes this paper.

2 RELATED WORK

In this section, we provide a brief overview of two lines of research that are closely related to this
work, thereby placing our contributions into a comparative perspective.

1) Multi-Objective Bilevel Learning (MOBL): MOBL problems have received increasing atten-
tion in recent years (Ye et al.,[2021;|Gu et al.| 2023}, [Fernando et al., 2023} |Li et al., |2024; Wang et al.,
2024} [Yang et al., 2024b; |Ye et al.| [2024). However, in contrast to the more mature bodies of work
on MOO and BLO, the theoretical foundations of MOBL remain largely underdeveloped. Among
these works, |Yang et al.|(2024b); |Ye et al.| (2021) demonstrated that their proposed algorithms con-
verge asymptotically, but without providing theoretical guarantees of finite-time convergence rate.
In contrast, |Fernando et al.| (2023)); Ye et al.| (2024) proposed algorithms with a finite-time conver-
gence rate of O(ST~2) and O(ST 1), respectively. However, all of these works heavily depend
on the LLSC assumption: not only is the algorithmic framework built upon the LLSC assumption,
but the optimality criterion also relies on it. Therefore, this significantly limits their applicability to
complex real-world scenarios where the LLSC assumption is usually violated.

2) Equality Constrained Multi-Objective (ECMO): ECMO problems have found many applica-
tions across various fields, including resource allocation, scheduling optimization, and path plan-
ning, just to name a few (Liang et al., [2022; |[Hao et al.l [2024). The most closely related works on
ECMO problems are (Cuate et al., 2020; |Garcia et al.,[2021)). Both works proposed algorithmic so-
lutions for ECMO and conduct numerical experiments to validate their methods. However, neither
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work provided any finite-time convergence guarantees, highlighting that the theoretical foundations
for ECMO remain missing. Due to space limitation, we relegate additional detailed comparison and
other related work on closely related topics to Appendix

3 ECMO: CHARACTERIZING PARETO STATIONARITY AND ESTABLISHING
CONVERGENCE METRICS

In this section, we will characterize the Pareto stationarity and establish the convergence metrics for
the ECMO problem, which lays the theoretical foundation for the algorithmic design of ECMO and
eventually solving MOBL in later sections.

3.1 PARETO STATIONARITY FOR ECMO

As in other multi-objective optimization problems, multiple objectives in an ECMO problem could
be conflicting with each another. Thus, in general, there does not exist a unique minimizer z* that
simultaneously minimizes all S objectives f4(z) in As a result, an optimal solution to the
ECMO problem needs to be interpreted in the Pareto sense as follows:

Definition 1 (Pareto Optimality). A solution z dominates another solution 2’ if and only if f,(z) <
fs(2'),V¥s € [S], and there exists at least one s € [S] such that the inequality holds strictly. A
feasible Z is Pareto optimal if and only if no other feasible Z dominates Z.

Intuitively, Pareto optimality means that no objective can be improved without sacrificing at least
one other objective. A weaker, yet useful, notion is the weak Pareto optimality:

Definition 2 (Weak Pareto Optimality). A feasible Z is called weakly Pareto optimal if and only if
no other feasible 2 satisfies: f(2) < fs(2),Vs € [S].

Clearly, Pareto optimality implies weak Pareto optimality, whereas the converse is not always true.
In addition, the set of all (resp. weakly) Pareto optimal points is referred to as the (resp. weak) Pareto
set and denoted as Xp (resp. Xwp), and the (resp. weak) Pareto front is defined as { F(z) : € Xp}
(resp. {F(z) : © € Xwp}). Further, the (weak) Pareto optimality in ECMO is subject to feasibility,
i.e., under the constraint i(z) = 0 (h(2) := [h1(2), ..., he(2)] 7).

However, for nonconvex multi-objective optimization problems, finding (weakly) Pareto optimal
solutions is NP-hard in general. Thus, it is often of practical interest to find a Pareto-stationary
solution instead, which is the necessary condition of a (weakly) Pareto optimal solution. Intuitively,
Pareto stationarity can be interpreted as no common descent direction exists locally. Note that for
unconstrained MOO problems, Pareto stationarity can be defined as follows:

Definition 3 (Pareto Stationarity for Unconstrained MOO). For the unconstrained MOO problem
min, F(2)" = (f1(2),..., fs(z)), Z is a Pareto stationary point if and only if there does not exist
a direction d € R¥, such that V£,(2)"d < 0,Vs € [S].

Moreover, the following equivalent Pareto stationarity charac- p N
terization for unconstrained MOO is often used in practice, z2
which is more amenable for algorithm design: 2 is a Pareto
stationary point if and only if o € A}' (S-simplex) such
that, (Vf1(2),...,Vfs(Z))a = 0 (Sener & Koltun, 2018}
Lin et al, 2024). As aresult, ||[VF(z)al|5 can be regarded as [
a natural metric for Pareto stationarity in unconstrained MOO [
problems, i.e., if |[VEF(Z)al|3 < € for some € > 0, then Z is |
called an e-Pareto stationary solution.

Given the multi-objective nature of ECMO, one might be
tempted to adopt the same Pareto stationarity definition as in
unconstrained MOO. However, as we demonstrate through a
counterexample, the Pareto stationarity definition for uncon-
strained MOO do not hold in the ECMO setting, thereby necessitating a new characterization of
Pareto stationarity. Consider a two-objective ECMO problem as shown in Figure |2, On the one
hand, based on the notion of “common descent direction”, the point Z is Pareto stationary since any
deviation from Z to another feasible point Z on h(z) = 0 in the local neighborhood must result in
an increase in either fi(z) or f2(z). On the other hand, both Definition [3| and its equivalent defi-
nition suggest that Z is not Pareto stationary, since the vector —(aV f1(Z) + (1 — a)V f2(Z)) for

Figure 2: Z is Pareto stationary but
violates Definition 3]
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any o € AJ, which can be represented by a point in the red line segment in Figure is a nonzero
vector. A key reason that Definition |3| fails under ECMO is primarily due to a lack of feasibility
consideration in Definition 3] To address the limitation of Definition [3] we extend the definition of
Pareto stationarity to ECMO problems as follows:

Definition 4 (Pareto Stationarity for ECMO). For an[ECMO)|problem with a feasible set D = {z €
R* : h(z) = 0}, a direction d at a solution z is feasible if z + ed € D for small enough ¢ > 0. In

ECMO, a feasible point Z is Pareto stationary if and only if there does not exist a feasible direction
d € RF such that Vfs(2) Td < 0,Vs € [9].

It is clear that, under ECMO, the Pareto stationary point Z in Fig. [2| satisfies Definition 4} To our
knowledge, Definition E] is a new result in the literature.

Although Def.|4]is a proper Pareto stationarity definition for ECMO problems, it turns out that deriv-
ing an equivalent Pareto stationarity characterization similar to that under unconstrained MOO and
more amenable for algorithm design remains nontrivial. An intuitive guess of Pareto stationarity
characterization for ECMO is to check if VF(Z)a + Vh(Z)v = 0 and h(Z) = 0 hold simultane-
ously for some o € A; v € R9. However, although this may appear plausible and aligns with
the example shown in Fig. [2] it can be invalidated by other counterexamples (see Appendix |C| for
details). This indicates that the characterization must be derived through a rigorous and systematic
approach rather than relying on intuitive “guesswork”. To this end, we first present the following
theorem, which reveals an important insight that Pareto stationarity in the ECMO setting is equiv-
alent to the locally weak Pareto optimality, which paves the way to derive our Pareto stationarity
characterization for subsequent algorithmic design for solving ECMO (see Appendix [C] for proofs).

Theorem 1. For[ECMO] a solution % is a locally weakly Pareto optimal point if and only if there
exists some § > 0, such that Z is weakly Pareto optimal with feasible region D(Z, ) := D N Ns(Z2),
where D = {z € R : h(z) = 0} and Ns(2) = {2 € R¥ : ||z — Z||2 < &}. Then, % is Pareto
stationary if and only if it’s locally weakly Pareto optimal.

Later, we will leverage Theorem [I]to derive the Pareto stationarity characterization for ECMO via
the one-to-one mapping between ECMO and its WC-scalarization (see Step (2) in Figure .

3.2 ONE-TO-ONE MAPPING BETWEEN ECMO AND ITS WEIGHTED-CHEBYSHEV
SCALARIZATION

Weighted-Chebyshev (WC)-scalarization is a technique )
to convert a vector-valued MOO problem into a conven-
tional scalar-valued optimization problem. Specifically,
WC minimizes a weighted ¢..-norm of the vector-valued
objective of an MOO problem (i.e., improving the worst- || ECMO Problem
performing objective). Let Ag* denote the strictly pos- °

itive S-dimensional simplex. For ECMO problems, WC
can be written as: min. [|A® F(2)||sc,s.t. hi(2) = 0,i = WC Problem
1,...,q, where A € ALT is a given preference vector.
Further, to address the non-smoothness of “min-max” op- Figure 3: One-to-one mapping between
eration introduced by the ¢,,-norm minimization, we can ECMO and its WC-scalarized problem.
further reformulate the WC-scalarization for the ECMO

problem as follows:

min p, subjectto  h;(z) =0,i=1,...,q, A\sfs(2) <p,s=1,...,85. (WC)
P2

It is well known in the MOQO literature that there exists an one-to-one mapping between the solutions
of WC-scalarization and the Pareto front of the original MOO problem, which implies that one can
systematically explore the entire weak Pareto front Xwp by varying the preference vector over the
S-dimensional simplex A;"’ (Ehrgott, 2005; [Lin et al., 2024} |Qiu et al., 2024). However, this
one-to-one mapping result depends on solving the WC-scalarized problem to optimality, which is
challenging due to potential non-convexity of the MOO problem. Fortunately, in the following
theorem, we show that the locally optimal WC-solution and locally weak Pareto optimal solution
(or equivalently, the Pareto stationary solution by Theorem([T]) of’ are also one-to-one mapped.
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Theorem 2. Suppose that fs(z) > 0,Vs € [S]E] Then, Z is a locally weak Pareto optimal solution
0, if and only if (p, Z) is a locally optimal WC-solution for some p € R and \ € A;f

With Theorem [2} we are now ready to characterize the Pareto stationarity and derive convergence
metrics for ECMO using the Karush-Kuhn-Tucker (KKT) system of the WC-scalarized problem.

3.3 PARETO STATIONARITY CHARACTERIZATION AND CONVERGENCE METRIC
DERIVATIONS FOR ECMO

Note that the WC-scalarized problem is a single-level single-objective optimization problem. Fol-
lowing from (Bazaraa et al.,[2006), the locally optimal solution of the WC-scalarized problem can be
characterized by its KKT system (see Fig.[d) and an appropriate constraint qualification as follows
(see details in Appendix due to space limitation):

Lemma 1. For the[WC scalarized problem, the following results hold:

1. (Necessity) Suppose that (p, Z) is a locally optimal WC-solution, and the linearly independent
constraint qualification (LICQE] holds at %, i.e., {Vh;(2),V fs(2)} are linearly independent,
where i € [q],s € {s € [S] : As[s(2) = p}. Then, the KKT condition is satisfied at (p, Z).

2. (Sufficiency) Suppose the KKT condition and the second-order condition (SOC) hold at (p, 2).
Then, (p, Z) is a locally optimal WC-solution.

Lemma [T| suggests that the KKT condition is both neces-
sary and sufficient for characterizing the locally optimal
WC-solutions under some additional conditions. Collec-
tively, Theorems [T] and 2] and Lemma [T] provide a rigor-
ous way to characterize the local optimality of the WC-
scalarized problem, which further enables us to character-
ize the Pareto stationarity of the ECMO problem. Further,
by using the KKT condition of the WC-scalarized prob- WC Problem }_,‘e KKT System

lem, we define the following KKT system:

Definition 5 (KKT System). For witha given A € Figure 4: Characterize a locally optimal
Ag*, we define the KKT system?’| WC-solution by its KKT system.

5
< Doaqws—1
K(p,z,w,v,\) = PR Ws/\svfs(i) + 2 viVhi(2)
z
[min{ws, p— )\sfs(z)}]SE[S] (1+k+q+S)x1,
where w = (w1,...,ws)', and v = (v1,...,1,)" are the Lagrange dual multipliers associated

with inequality and equality constraints in[WC]| respectively.

Clearly, the KKT condition holds if and only if K(p, z,w, v, A) = 0. Also, we can measure how far a
point deviates from the KKT condition, thereby quantifying its distance to optimality for the ECMO
problems and providing a rigorous convergence metric. Specifically, according to Theorems|I{and |2
and Lemmal[I] for any ¢ > 0, we define a point Z to be an e-Pareto stationary solution of ECMO
if and only if there exist some p € R,w € R, v € R, A € AL™ such that [|[K(p, z,w, v, \)[3 <
e. This indicates that ||K(p,z,w, v, \)||3 can be served as a convergence metric for our ECMO
algorithm design in the next section.

4 ALGORITHM DESIGN FOR THE ECMO PROBLEM

In this section, we first present our proposed WC-Penalty algorithm for solving the ECMO problem.
We then provide its finite-time convergence analysis results and discuss their further insights. Due
to space limitation, all proofs for this section are relegated to Appendix D}

'Without loss generality, if the original ECMO problem is non-degenerate, i.e., all f5(z) are bounded from
below, we can add a sufficiently large constant to all f,(-) to construct S positive-valued functions. The Pareto
front of the newly constructed problem has an one-to-one mapping with the Pareto front of the original problem.

21t is worth noting that there are multiple constraint qualifications (CQs), and all of them (including LICQ)
guarantee the necessity in Lemma

3The dual feasibility and complementary slackness are implied by the last term in the KKT system.
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4.1 THE WC-PENALTY ALGORITHM

In Section [3] we have established the equivalence between the problem and its WC-
scalarized problem. We have also characterized the Pareto stationarity of ECMO using the KKT
system of the WC-scalarized problem, based on which we further established the KKT-based con-
vergence metric to an e-Pareto stationary solution of the ECMO problem. Note that in the KKT-
based Pareto stationarity convergence metric, the term [min{ws, p— As fs(2) } 5[] is more difficult
to control. This motivates us to reformulate the WC-scalarized problem by adding this term as an
equality constraint with slack variables:

mirg pst.hi(z)=0,i=1,...,q, Asfs(2) +0s=p,s=1,...,5, 6 >0,s=1,...,5,

.2,
where § = [01,...,05]" € R¥ contains all slack variables. Let C := R x R* x RY, where
Ri = {0 € R® : § > 0}. Then, the reformulated problem above can be viewed as an equality-
constrained single-objective problem with a convex feasible region C. To solve this reformulated
problem, a natural idea is to incorporate all equality constraints as penalty terms in the objective
function, which leads to the following formulation:

q S
min P(p,z,6) = p+ 5 Zhi(2)2 + 5 ZO‘SfS(Z) +05 —p)?
02,0 2 = 2 1 (1)
st.ds>0,s=1,...,85,

where u, v > 0 are sufficiently large hyper-parameters to be chosen. For notational convenience, we
letd:=[p",27,87]", so that Eq. (1) can be written as mingec P(6).

Thanks to the convex and simple box constraints, Algorithm 1 The WC-Penalty algorithm.
one can solve Problem (1)) using a projected gra-

dient descent (GD) approach as shown in Algo-
rithmm Specifically, in each iteration ¢, we com-
pute the gradient VP(6;), take a GD step with
some step-size 7, and then project the obtained
solution back onto the feasible domain C.

In Algorithm the gradient VP(0) = [V,P(0)",V.P(0)",VsP(0)T]" can be computed as:
5
VPP(G) =1- Uzszl()‘sfs(z) + 65 - P),

_ T , s _ 2
VoPO)=u) hi(2)Vhi(z) +0)  (Asfs(2) + 65 = p)AV fo(2),
Vs, P(0) = v(Asfs(2) +0s — p), s €S].
Remark 1. We can generalize Algorithm|[T]to stochastic ECMO problems, where the objectives and
constraints are in the form of fs(z) = E¢[fs(2;€)], Vs € [S], and h;(2) = E¢lhi(2; ()], Vi € [q].

The basic idea remains the same, with the key distinction being the use of stochastic gradients. Due
to space limitation, we provide the stochastic WC-Penalty algorithm and its analysis in Appendix [D]

1: Input: Iteration rounds 7', initialization 6y =
(po, 20, 00) € C, with pg > 0, and step-size 7).

2: fort=0,1,...,7T —1do

3: Compute VP(6,) according to Eq. (2).

4: Update 0;11 = Pc (6 — nVP(6:)).

4.2 THEORETICAL CONVERGENCE ANALYSIS

To analyze the convergence of the proposed WC-Penalty algorithm, we first state several useful
assumptions, and then establish the finite-time convergence rate guarantee and iteration complexity
results for our WC-Penalty algorithm. Unless noted otherwise, we use || - || to denote the ¢5-norm.

Assumption 1 (Smoothness). There exist some constants M, L > 0 such that for any z;, zo € R¥,
and for any s € [S],¢ € [g], we have: (1) | fs(21) — fs(22)| < M||z1 — z1]|, ) |hi(21) — hi(22)| <
Mllzy = 21, B) [V fs(21) = Vs(z2)|| < Lllz1 — 21, @) [[Vhi(z1) = Vhi(22)|| < Ll[z1 — 21 ]l.

Assumption [1|is standard and widely adopted in the literature (Ghadimi & Wang, 2018; J1 et al.,
20215 Qiu et al.l 2023} [Lin et al., [2024). We note that, from Eq. (IZI), there must exist an Lp > 0
such that |[VP(01) — VP(0)| < Lp||#1 — 6], implying that P(6) is Lp-smooth. However,
Lp = O(u + v) could be large since the chosen penalty coefficients u, v are typically large.
Assumption 2 (Regularity). For any z € R¥, there exists a constant o > 0, such that the minimum
singular value of Vh(z) satisfies: omin(Vh(2)) > o > 0.
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Assumption can be guaranteed by the LICQ condition at every z € R¥. To see this, suppose that
LICQ holds. Then, {Vhq(z), ..., Vhy(z)} is linearly independent, which implies rank(Vh(z)) =
q. As aresult, Vh(2) T Vh(z) is positive definite. Hence, oy,in (equal to the square root of the
minimum eigenvalue of VA (z) " Vh(z)) can be lower bounded by some strictly positive o.

Also, without loss of generality, we suppose that fs(z) > 0,Vs € [S] (see the justification in
Theorem [2)) and that {z € R¥ : h(z) = 0} is nonempty, to ensure the ECMO problem is nontrivial.
We are now ready to present the main theoretical convergence rate result as follows.
Theorem 3 (Finite-Time Convergence Rate of Algorithm [I). Under Assumptions[l|and[2] for any
preference A € AT, selecling n = @( T=%) and u = v = O(T%), Algorithm |I| achieves the
following convergence result: = Z ||IC(pf, 2w, v A2 = O(S/T2).

In addition to the finite-time convergence rate, iteration complexity also serves as another key metric
for evaluating the efficiency of algorithms. Specifically, ensuring 7 Z ||IC( Pty 2, Wi, Ve, A2 <
e for any € > 0 indicates that the obtained sequence achieves an e- Pareto stationary solution for the
ECMO problem. The iteration complexity result below immediately follows from Theorem 3}

Corollary 1. To achieve an e-Pareto stationary solution for any € > 0, Algorithm |l| requires
O(S?%€7?) evaluations of V f(z) for each s € [S], and O(S%€¢~2) evaluations of Vh;(z) fori € [q].

Remark 2. Theorem [3|is established in two key steps. In [ )
the first step, we consider the dynamics of P(6;) generated
by Algorithm 1} which is designed to solve mingee P(6),
and hence solving the WC-scalarized problem. In the sec- X

LT . ECMO Solution
ond step, we judiciously select the parameters, which, ac-

cording to Theorem [2] and Lemma [I] allow us to control [

each term in the KKT system defined in Definition[5] Col- [ﬁ_\%:’h
lectively, these two key steps establish the theoretical guar- WC Problem ¥ KKT System l
antees for solving ECMO as shown in Figure Due to :
space limitation, the proof of Theorem [3]is relegaEt}ed to Ap- mf@ @M
pendix convert

Remark 3. To our knowledge, Theorem [3] establishes the — @ solve

first finite-time convergence guarantee in the literature of osC

ECMO. This result ensures that Algorithm 1| can achieve design

Pareto stationarity for any given preference weight vector hwﬁ
A. Moreover, according to the previous discussions on WC- WC-Penalty KKT System
scalarization, by varying A over A‘SH, Algorithmcan Sys-
tematically explore the entire Pareto stationary front.

Figure 5: Steps to prove Theorem

5 RETURNING TO MOBL PROBLEMS THROUGH THE LENS OF ECMO

Finally, we can easily solve the problem as a special case of the ECMO problem: we first
specialize Eq. (I) in this scenario by splitting the variable z explicitly into x and y:

v S
min P(p,z,y,0) = p+ 5 Z Vyg(@, )i +5 Y (fale,y) + 6.~ p)?

psT,Y,0

st.ds >0,s=1,...,8.

For convenience, we still denote 1) the combined variable as @ = (p', 27,y ",67)", and 2) the
feasible region as C = R xRP xRY x Ri. Under this change of variables, we can follow Algorithm
exactly to solve the MOBL problem, and the theoretical results in Section [ naturally translate to
the MOBL setting. Next, to validate the effectiveness of our proposed algorithm, we apply it to two
MOBL tasks and present the corresponding numerical results.

5.1 DATA WEIGHTING FOR MULTI-OBJECTIVE RLHF REWARD MODEL TRAINING

1) Experimental Setup: The multi-objective data weighting task aims to determine optimal propor-
tion in mixing training datasets for training a reward model to maximize multiple validation metrics
in the Pareto sense. This task is important in reinforcement learning with human feedback (RLHF),
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where: 1) large-scale training data often has unknown origins, varied tendencies, and mixed qual-
ities, and 2) human preferences (e.g., helpfulness, verbosity) may conflict with each other. Here,
we train the reward model for RLHF on the HelpSteer dataset (Wang et all, [2023), and consider all
of the 5 provided criteria, helpfulness, correctness, coherence, complexity, and verbosity, as valida-

tion metrics. We evaluate three MOBL algorithms, MOML (Ye et al}[2021)), MoCo (Fernando et al.
2023), FORUM (Ye et al.,[2024), as our baselines. The detailed setup can be found in Appendix

2) Experimental Results: In Fig.[6] Corrctress Comectness
we set the preference vector A as
As = 0.96 for some s € [S] and "7 : ot
Ay = 0.01, Vs’ # s, using 1/loss '
as our metric for each objective. As elbfulness
shown in Fig. [6a by varying the
preference vectors, Algorithm [T|can
efficiently explore a diverse set of X
Pareto stationary solutions, enabling bosi,
our algorithm to recover a large por-
tion of the Pareto front. Moreover,
Fig.[6b] further demonstrates that our
proposed algorithm outperforms existing methods in recovering the Pareto front, highlighting its ef-
fectiveness in Pareto front exploration. Due to space limitation, additional numerical results on
convergence performances and comparisons with several bilevel algorithms using linear scalariza-
tion that demonstrate the strengths of our algorithm are relegated to Appendix [E-1]

—— Prefer Helpfulness
. —— Prefer Correctness —— Ours
Complexity =3 —— Prefer Coherence  Complexity
h Prefer Complexity
Prefer Verbosity

(a) Pareto exploration. (b) Baseline comparison.
Figure 6: Data weighting for RLHF reward model training.

5.2 DATA WEIGHTING IN MULTI-OBJECTIVE LLM ALIGNMENT

1) Experimental Setup: We consider the data weighting task on multi-objective LLM alignment,
where the goal is to determine the proportion weights of dataset to minimize multiple human-aligned
losses in validation. The dataset used here is still HelpSteer (Wang et al, 2023)), which contains 5
potentially conflicting criteria, and the base LLM model is Llama-3.2-1B-Instruct 2024).
More setup details can be found in Appendix [E.2]

2) Experimental Results: As Comectess Comectness
shown in Fig. [7]] we set the pref-
erence vector A as Ay = 0.96 for
some s € [S] and Ay = 0.01,
Vs’ # s, using 1/loss as our met-
ric for each objective. Fig. [7a] shows
that Algorithm [I] is able to achieve
Pareto stationary points with better
performance on specific objectives
when larger weights are assigned
to them, again verifying the Pareto
exploration capability of our algo- Figure 7: Data weighting task in LLM alignment.

rithm. Moreover, Fig. [7b| compares our algorithm with two bilevel baselines adapted from
2021}, [Dagréou et all, [2022), where we extend them with linear scalarization technique for solving
MOBL problems. Again, our WC-Penalty algorithm explores a larger portion of the Pareto front.
Due to space limitation, additional comparisons with other MOBL baselines (Ye et all, 2021} [Fer
Inando et al} 2023} Ye et al, 2024) are relegated to Appendix [E.2]

Cohere Coherepice

. 7 s
Compléxity Complexity —— Ours
SOBA-LS
ITD-LS

Prefer Complexity

—— Prefer Verbosity el
erbosity

(a) Pareto exploration. (b) Baseline comparison.

6 CONCLUDING REMARKS

In this paper, we studied the LLGC-MOBL problems through the lens of ECMO. We first extended
the notion of Pareto stationarity to ECMO and proposed a KKT-based Pareto stationarity conver-
gence metric, based on which we developed a WC-Penalty algorithm for ECMO. Next, we es-
tablished the finite-time convergence rate of our WC-Penalty algorithm. To our knowledge, this
convergence result is the first of its kind in the literature. Lastly, we showed that our WC-Penalty
algorithm can be used to solve the LLGC-MOBL problems not only with theoretical convergence
guarantee but also effectively in practice as evidenced by our extensive numerical results.
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APPENDIX

A NOTATIONS

We summarize the notations throughout this paper in Table[I]

Notations Definitions

Pe () Projection the point onto a convex set £
D Feasible region {z € R¥ : h(z) = 0}
Ns(2) S-neighborhood of 2, i.e., {z € R* : ||z — Z||]2 < §}
AT Simplex in .S dimension

Ag"’ Strictly positive simplex in S dimension
Xp The set of Pareto optimal points

Xwp The set of weakly Pareto optimal points
{F(z):z € Xp} Pareto Front

{F(z):2 € Xwp} Weak Pareto front

p Additional variable for WC problem
W,V Dual variables for KKT system

A Preference vector

Table 1: Summarized notation table in the paper.

B ADDITIONAL RELATED WORK ON CLOSELY RELATED TOPICS

In this section, we review existing literature in the areas of Multi-Objective Optimization (MOO),
Bilevel Optimization (BLO), Multi-Objective Bilevel Learning (MOBL), and Equality Constrained
Multi-Objective (ECMO) problems. Notably, to put our work in comparative perspectives, we also
provide the comparison of our approach with the existing MOBL methods in Table[2]

Multi-Objective Optimization (MOQ). Research on MOO dates back to (Sawaragi et al., |1985),
and continues to attract significant attention in recent years (Ehrgott, 2005} (Chankong & Haimes,
2008; [Hwang & Masud, 2012; \Gunantara, 2018)). Methods for unconstrained MOO can be broadly
categorized into scalarization approaches and adaptive gradient methods. Scalarization approaches
transform the MOO problems to single-objective problems. Among them, the most widely used
are linear scalarization (Ehrgott, |2005; [Lin et al.l 2024} |Qiu et al.| 2024) and Weighted-Chebyshev
method (Momma et al.l |2022; [Lin et al) 2024} |Qiu et al.| [2024). Adaptive gradient methods, on
the other hand, aim to find Pareto optimal solutions through iterative updates and gradient descent
schemes, and have been explored in works such as Miettinen & Mikeld| (1995); |IDésidéri (2012);
Mercier et al.| (2018)); [Fernando et al.| (2023)); |Chen et al.| (2024b). The applications of MOO span
a variety of domains, including but not limited to multi-task learning (Sener & Koltun, 2018} |Lin
et al., |2019; Momma et al., 2022), multi-objective training and clustering (Mossalam et al., 2016;
Alok et al |2015; |Gonzalez-Almagro et al., 2020), architecture search (Jin et al., 2007). Although
these works extensively studied MOO literature, most results and techniques rely heavily on the
absence of constraints. This leaves the foundation of ECMO problems still in its infancy.

Bilevel Optimization (BLO). BLO also has a long-standing history, with early foundational work
such as |[Bracken & McGill| (1973). In recent years, its importance has surged in machine learn-
ing, particularly in applications involving large-scale models and (LLMs), where variable coupling
across different optimization levels demands sophisticated BLO frameworks (Chakraborty et al.,
2023; [Shen et al.l [2024ajb). Over the past decade, significant progress has been made in the devel-
opment of BLO methods (Zhang et al.,2024)). Works like|Ghadimi & Wang| (2018)); /Arbel & Mairal
(2021); J1 et al.| (2021); Dagréou et al.| (2022) provided a wide range of techniques and paradigms.
Moreover, [Tarzanagh et al.[ (2022); [Huang et al.| (2023); |Qiu et al.| (2023)); [Liu et al.| (2023b) also
extended BLO to federated learning, decentralized learning, etc. While the lower-level strongly
convex (LLSC) assumption is quite restrictive, it is widely adopted in the aforementioned works.
Although several recent efforts have been made to relax it by considering only convexity (LLGC)
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Table 2: Comparison of Different MOBL Algorithms.

Algorithm Scenario Convergence Exploration
gMOBA (Yang et al.,|2024b) Deterministic Asymptotic X
MOML (Ye et al., [2021)) Deterministic Asymptotic X
FORUM (Ye et al., [2024) Deterministic O(ST~ 1 )T X
MoCo (Fernando et al.,[2023) Stochastic O(ST~ %) X
WC-Penalty (This Work) Deterministic O(ST~2) v
WC-Penalty (This Work) Stochastic O(ST~2) v

t: Note that even though the number of objectives S is not explicitly stated in their main theorem, a closer
examination of the proof reveals that the S is hidden in the O(-) notation implicitly.

(Sabach & Shtern, 2017} Liu et al., [2023a;/Cao et al., 2023 |Jiang et al., 2023;|Yao et al., 2024;|Chen
et al.| [2024a; [Lu & Mei, 2024; [Qin et al.| [2025; Jiang et al.| [2025), such results remain confined
to the basic BLO scenario only. Their applicability to general scenarios, such as federated BLO,
decentralized BLO, and MOBL, remains largely unexplored, as the different setups and optimality
evaluation metrics lead to distinct challenges and require specific methodologies.

Multi-Objective Bilevel Learning (MOBL). MOBL problem has gained increasing attention in re-
cent years (Ye et al.| 2021; Gu et al., [2023} |[Fernando et al., 2023 [Li et al.,|2024; |Wang et al., 2024;
Yang et al.,[2024b; |Ye et al.,2024)). Compared to more mature literature on MOO and BLO, existing
theoretical results for MOBL remain quite limiting. Among these works, |Yang et al.[ (2024b); |Ye
et al.|(2021) demonstrate that their proposed algorithms converge asymptotically, without providing
any finite-time convergence guarantees. In contrast, Fernando et al.| (2023); Ye et al.|(2024) provide
algorithms with a convergence rate of O(ST~ 5) and O(ST~ ), respectively. However, all of these
works heavily depend on the LLSC condition: not only is the algorithmic framework built upon the
LLSC condition, but the optimality criterion also relies on it. Therefore, this strong assumption sig-
nificantly limits their applicability to complex real-world scenarios where this assumption is usually
violated.

Equality Constrained Multi-Objective (ECMO). ECMO problems have found wide applications
across various fields, including resource allocation, scheduling optimization, and path planning,
just to name a few Liang et al.|(2022); Hao et al.|(2024)). The most closely related works on ECMO
problems are|Cuate et al.| (2020)); |Garcia et al.|(2021)). Both studies propose algorithmic solutions for
ECMO and conduct numerical experiments to validate their methods. However, neither provides any
finite-time convergence guarantees, highlighting that the theoretical foundations for ECMO remain
in their infancy. A closely related and important extension of ECMO is the Inequality Constrained
Multi-Objective (ICMO) problem, where inequality constraints are also incorporated (Fan et al.,
20175 |Afshari et al., [2019; [Liang et al.l 2022; Hao et al., 2024). As with ECMO, the theoretical
understanding of ICMO remains limited. Numerous heuristic algorithms have been proposed in the
literature (Jimenez et al., 2002; [Tanabe & Oyamal [2017} [Fan et al., 2019; |Yang et al., 2019; Ming
et al., | 2022; Belaiche et al., [2023; |Li et al., [2023} [Long et al., [2023} |Yang et al.| 2024a; Song et al.,
2024;|Q1ao et al., 2024)), offering a variety of algorithmic frameworks accompanied by experimental
evaluations. However, these works do not establish convergence guarantees, underscoring the lack
of rigorous theoretical foundations for ICMO (and ECMO) problems.

C DISCUSSIONS AND PROOFS OF SECTION[3]

C.1 DISCUSSION ABOUT PARETO STATIONARITY IN ECMO

In unconstrained MOO problems, Z is a Pareto stationary point if and only if 3o € AJSF (S-simplex)
such that, (V f1(2),...,Vfs(2)) @ = 0 (Sener & Koltun, [2018} Lin et al.,2024). Accordingly, for
any € > 0, an e-Pareto stationary solution Z can be defined as ||F(?)a|| < € for some a € A{.
Nevertheless, we now demonstrate that, this (e-)Pareto stationarity definition becomes irrational in
ECMO problems.

By considering the KKT condition for each objective fs(z),s € [S], we can construct Lagrangian
as: Lg(z,v) = fs(2) + v h(2). Then, for each s € [S], the KKT condition can be written as:
Vfs(z) + Vh(z)v = 0 and h(z) = 0. Therefore, similar to the equivalent definition of Definition 3|
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N J - J

Figure 8: Pareto stationary and nonstationary examples in ECMO problems.

shown in Section 3] we can define the following system to consider Pareto stationarity:

esena) = (V3G (TG ) )= (TS T <o

where o € Ag, and v € RY. PS not only takes the feasible direction into account, but also enforces
the feasibility directly. It precisely captures both the Pareto stationary and nonstationary scenarios
depicted in Figure[3| To see this, a1V f1(Z) + asV f2(Z) is represented by the red line. For the left
example, where Z is Pareto stationary, we can select « such that VF(Z)« is collinear with Vh(Z),
allowing the existence of v € R to achieve PS(Z,v,a) = 0. In contrast, for the right example,
vVh(Z) does not lie in the convex hull of {V f1(Z), V f2(Z)} for any v € R, indicating the first term
in PS can never achieve 0, correctly aligning with the Pareto nonstationarity of Z.

However, we can construct some scenarios where 1) 2 is Pareto stationary, i.e., no feasible movement
can simultaneously improve, or at least not hurt, all objectives, but 2) PS(Z,v,«) # 0 for any
a € AJ, and v € R. The following two concrete examples illustrate such cases, highlighting
limitations of the P S formulation in fully capturing Pareto stationarity for ECMO problems.

Example 1. Consider an 1-dimensional bi-objective problem with 1 constraint as follows:

1 0 if —1<2<1
; T_(_ L2 _ <z<
mZmF(z) =( 5% z) s.t. h(z) = { (2| = 1)? otherwise,
Obviously, Z = 1 is a Pareto stationary point. However, since VF(?)a = —1 for any o € A7, and

Vh(z) = 0, we know that PS(Z,v, ) = —1 # 0.

Example 2. Although the previous example is carefully constructed, one might wonder whether the
failure arises from the lack of second-order differentiability of h(z)? To address that, this example
employs more general functions to refute this hypothesis, thereby indicating the intrinsic irrational-
ity of PS system itself. To this end, we consider an 3-dimensional bi-objective problem with 2
constraints as follows:

. 224+22-1=0,
Jnnsz(z)—r = (21 + 22,21 — 22) s.t. h(z) = { Z; N 13: 0.
In this example, the feasible region is given by D = {0} x Rx {1}. We consider Z = (0,0,1)T € D.
Obviously, Z is Pareto stationary. However, (VF(2)a); = 1,Va € AJ and (Vh(2)v); = 0,Vv €
R? implies that PS(Z, v, a) # 0 for any o € AJ, and v € R2. This, again, contradicts the idea that
P S characterizes Pareto stationarity.

It is also worth mentioning that, these examples inspire us to consider the LICQ condition in
Section [d] where the non-degenerate Jacobian matrix possesses desirable properties that help avoid
such extreme scenarios.

C.2 PROOF OF THEOREM[I]

Proof. 1) We first assume that Z is locally weakly Pareto optimal in D(Z,d) for some positive 4.
Suppose it’s not Pareto stationary, then, there exists some feasible direction d € R¥, such that
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Vfs(2)Td < 0,Vs € [S]. We can select a positive and sufficiently small ¢, such that 2 = Z + ed €
D(Zz,6), where € > 0. Then, we have:

fs(2) = fo(2) + efs(2) Td + o(e), Vs € [S],

N M =f,(3)"Td+ o) 0,Vs € [S],

€

where o(-) denotes the higher-order terms. Thus, f4(2) < fs(Z),Vs € [S]. This is contradicted with
the definition of locally weak Pareto optimality. Hence, Z is Pareto stationary.

2) On the other hand, we assume z is Pareto stationary. Suppose it’s not locally weakly Pareto
optimal in D(Z, §) for all positive §. Then, for any 6 > 0, there exists some Z = Z + ed € D(2,9),
where € > 0, d # 0, such that f,(2) < fs(2),Vs € [S]. We know d is a feasible direction. Then, we
have: f,(2) = fs(2) +efs(2) Td+o(e) < f+(2),Vs € [S], which implies that V £,(2)Td < 0,Vs €
[S] for the same reason. This is contradicted with the definition of Pareto stationarity. Hence, Z is
locally weakly Pareto optimal.

C.3 PROOF OF THEOREM[Z]

Proof. 1) We assume that (p, Z) is a local solution of for some A € ALY, then there exists some
& > 0, such that (p, Z) is the minimizer of[WC|in D(Z, ). Therefore, according to the definition of
{~o-norm operation in WC, we have:

max s fs(2) < max s fs(2),Vz € D(Z,9).

Suppose Zz is not a locally weak Pareto optimal solution of ECMO| Then, there exists some 2 €
D(z,6), such that f,(2) < fs(2),Vs € [S]. Therefore, we have A, f5(2) < Asfs(2), Vs € [S], thus:
max A f5(2) < max s fs(2),

which leads to contradiction. Thus, Z is a locally weak Pareto optimal solution of

2) Conversely, we assume that Z is a locally weak Pareto optimal solution of [ECMO] then there
exists some § > 0, such that f,(2) < fs(2),Vs € [S],z € D(Z,0). We set \ as follows:

(fs(E)~

AR SMIMEIEE

which implies A € A$™" and:

IA® F(3)loo = e = Aufa(2),Vs € [S].

2o (f(2)
Suppose (p, Z) is not a local solution of WC]for any p € R. Then, there exists some 2 € D(Z, ),
satisfying:

1
o (fe(2)7Y
Therefore, Asfs(2) < Asfs(Z),Vs € [S]. Since A is positive, we know f,(2) < fs(2),Vs € [S],
which contradicts with the assumption. Thus, Z is a local solution of O

max A, fy(2) < max A fs(2) =

C.4 KKT ConNDITION OF[W({

For completeness, we state the KKT condition of[WC]in this section. To begin with, the Lagrangian
of is: s 4
L(p, 2,0, 1, 0) = p+ Y ws(Asfs(2) = p) + > wihi(2),
s=1 i=1
where w = (wi,...,ws) ", and v = (v1,...,v,)" are the multipliers associated with inequality
and equality constraints in respectively. For a point (p, z), its KKT condition contains four

parts: stationarity, primal feasibility, dual feasibility, and complementary slackness. The stationary
condition requires the gradients of p and z vanish:

S S q
1- Zws =0, ZwsAszs(z) + Z v;Vh;(z) =0.
s=1 s=1 =1
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Algorithm 2 LS Algorithm
1: Input: Iteration rounds 7', initialization zy € D, and step-size 7.
2: fort=0,1,..., 7T —1do
3:  Compute 2" = 2z, — NV Lx(2).
4: Update 21 = Pp(2;).

The primal and dual feasibility requires 1) the constraints are satisfied, and 2) the multiplier associ-
ated with inequality is positive:

hi(z)=0,i=1,...,m, Xfs(2)—p<0,s=1,...,5 ws>0,s=1,...,8.
In the end, the complementary slackness condition is:
Ws()‘sfs(z) - P) =0,s=1,...,8

D ADDITIONAL RESULTS AND PROOFS OF SECTION [4]

D.1 LINEAR SCALARIZATION METHOD FOR CONVEX ECMO PROBLEMS

For the special case of convex ECMO problems, we also propose a linear scalarization (LS)-based
algorithm along with its finite-time convergence guarantee. In this subsection, we first introduce
Linear Scalarization method, and propose a simple algorithm for convex ECMO problems along
with its performance guarantee. We then prove this theoretical result, and clarify how it relates to
the KKT system and ECMO problems.

Linear Scalarization (LS), or weighted sum method, is one of the most straightforward MOO
methods. Intuitively, we assign a weight to each of the objective function, and minimize their
weighted sum, i.e., solve a corresponding single-objective problem. For ECMO problems, LS can

be represented as:
s

min Asfs
zei@«; sfs(2)
s.t. hi(z):O,izl,...,q,

where A € Ag is the given preference vector. While LS is extremely simple, it cannot, in general,
recover the entire weak Pareto front unless all objective functions are convex and the feasible region
is a convex set (Ehrgott, |2005). This suggests that, LS is not sufficient to generally solve the ECMO
problems, and alternative techniques are needed to handle such general (nonconvex) cases.

Although LS method can only recover the entire weak Pareto front in some special cases, we can
still apply this simple method to solve the convex ECMO problems. Specifically, in this subsection,
we assume that upper level objective functions f1(z),..., fs(z) are convex functions, and lower
level constraints h1(z), ..., hq(z) are affine functions. Then, LS method transforms [ECMOQinto a
corresponding single-objective convex problem as follows:

S
in £ = As s
min £5(2) ; fs(2)
s.t. Az = b,

where A € AL, A € R7** b € R? and rank(A) = m. We denote the feasible set as D := {z €
RF: Az = b}, which is a closed and convex set since it’s the intersection of 2m half-spaces.

3)

Generally speaking, Algorithm [2| follows a simple projected gradient descent paradigm, where the
convexity of the feasible region allows well-defined projection operation. Specifically, we denote
the projection as Pg(2) = argmin,, ¢ ||z — 2’||3, where € can be any convex set. In each step ¢, we
compute the gradient of £y (z;), update z;" according to gradient descent method, and project the
obtained z;" back to the feasible region D to get z;, 1. As shown later, this extremely simple method

is effective in addressing the convex ECMO problem.

Now, we are ready to state the theoretical results for Algorithm 2]
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Theorem 4 (Finite-Time Convergence Rate of Algorithm [2). Suppose that fi(z),..., fs(z) are
convex functions, and h1(z), . . ., hy(2) are affine functions. UnderAssumptlonl for any preference
A€ A;, selecting n = % Algorzthmhas the following convergence result:

La(zr) = La(27) < o7 == 113,

where z* is the solution (global minimizer) of Equation (3).

Proof. On the one hand, since f1(2), ..., fs(z) are convex and L-smooth, so is £ for any \ € A;.
According to the descent lemma, we have:

L
La(ze11) < La(ze) + VLA 2) T (2041 — 20) + §H2t+1 — zl3, 4
wheret =0,1,...,7 — 1.

On the other hand, due to the convexity of D, we have the following result:

21 — 213
<z =213 = llzes — 27113
=llze = nVLA(2t) = 27[13 = llze1 — 20 + nVLA(ze)II3 (5)
=llze = 2*[13 = 2nVLA(2) T (2 = 2%) = l2e41 = 2ell3 — 20V LA (20) T (201 — 20)

=z — 2"l ~ EVKA(Zt)T(Zt —2%) = 21 — =13 — ZVLA(zt)T(th - 2t),
where the first inequality is derived from the convexity of D:

Iz = 2*115 = 2" — ze41ll3 + llzesr — 25115 + 202 — 2041, 2041 — 2%)

> N2 = zegall3 + 2641 — 27|13
Combining Equations () and (5)), we have the following result given the convexity of £:
Lx(zt41) < La(2) + g (Hzt —2*[15 = llze1 — Z*||§) = VLA(z) " (2 — 2%)
< La(2") + g (lze = 27115 = llze+1 = 2713) ,
which implies
L(zr) = La(2") < T go (La(ze41) — La(27))

r

| /\

20 — 27113 = llzr — 2713)

<l — =1,

where the first inequality is due to the decreasing property, i.e., fort =0,1,...,7 — 1, we have:

)

L
L(zt41) < La(z) + VLA(2e) T (2041 — 20) + §||Zt+1 — zll3

1 1
= Lx(zt) — ZHVEA(Zt)H% + ﬁl\VEA(Zt)H%

< La(zt).
O
Theorem | illustrates that Algorithm [2| has a convergence rate of O(T~!) to global optima for
Equation (3)). This reveals that we can recover the whole Pareto front of the original ECMO problem

by traversing A over the simplex Ag. Next, we show that this result can also be interpreted through
the lens of the KKT system, providing consistency with the analysis of Algorithm [T}
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Theorem [] demonstrates that the sequence generated by Algorithm [2] converges to the global opti-
mum of Equation (3. Since it’s a convex problem without inequality constraints, we know that its
KKT condition holds at some feasible point Z if and only if Z is the solution of Equation (3) (and the
solution is the global minimizer due to the convexity of the problem). Therefore, we can establish
the KKT system KC(z, v, \) as follows:

_ (VF(2)A+ Vh(z)v _ (VF()A+ AT
K(z,0,4) = < h(z) - Az —b ’
(k+m)x1 (k+m)x1

where \ € A;, and v € R?. While this KKT system for Equation (3) is quite different from the one
defined in Definition [3] it completely characterizes the optimality of any point z. In other words,
given some \ € Ag, Z € D is the optimal point for Equation (3) if and only if (Z,v, A\) = 0 for
some v € RY.

The following lemma ensures the optimality characterized by the KKT system can be adopted for
evaluating the optimality of ECMO problems:

Lemma 2 (Ehrgott| (2005)). Suppose fs(z),Vs € [S] are convex, and nonempty set D is convex
and closed. Then, {z € D : z = argmin,, £,(z'),YA € AL} is exactly the weak Pareto front of
IECMO,

Now, we are ready to bridge Theorem with ECMO problems. According to Algorithm 2} z; is
feasible for any ¢. Hence, for any A € A, we have:

min [|K(zr, v, MI3 < [K(2r,0, )5 = 1€ (22) 13-

By Theorem[d] we have:

I1Lx(20)]13 < 2L(LA(27) — LA(2")) < 7\\2’0 - 2|3

Therefore, we obtain min, ||K(zr, v, \)||3 < LTZ |20 — 2*||3. According to the argument about KKT
system and Lemma [2| we know that Algorithm [2| converges to weakly Pareto optimal solutions at
a rate of O(T ). In addition, we can also traverse \ over AJSF to let Algorithm reconstmct the
entire weak Pareto front.

To give a more concrete example, we provide a concrete example to
show the performance of our proposed algorithms. We consider a bi-
objective problem, with objective functions fi(z) = 2% + 423 and

f2(2) = 4(21 —2)?+(22—2)?, and constraint h(z) = 0.521 —22—0.1 = B

0. Besides, we consider two preference vectors A = (0.25,0.75) " and

N = (0.75,0.25)T. Figure [9] demonstrates the convergence perfor-

mances of Algorithms[T]and[2] Specifically, the deep-sky-blue and light-

coral dashed curves are contour plots of two objective functions f1(2)

and f2(z). The gray line is the equality constraint 2(z) = 0, and the red

part on it is the Pareto front. The rosy-brown curve is the Pareto front

when no constraints are included. The black point is the initial point for Figure 9: A toy example.
all sequences. Four curves in blue, green, purple, and orange are the

sequences of proposed algorithms under different preference vectors.

We can clearly observe in Figure ] that all of the four sequences converge to the Pareto front.
Moreover, under the guidance of different preference vectors, the convergence points show distinct
directional tendencies along the front.

D.2 PROOF OF THEOREM[3]

Proof. We prove Theorem in three steps as follows. To begin with, we first denote the update
direction d; = (dtT,p’ d;, dt’(;)T by 0ry1 =0y — ndy, ¥t =0,...,T — 1.

Step A: General Control.
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According to Assumption E] and the descent lemma, fort = 0,...,T — 1, we have:

L
P(8r41) < P(8) + (VP(6). 6rs1 — 0:) + = ||fr1 — 64

. LP772 2
= P(0:) = n(VP(0), de) + ——ldell”

The property of projection (P¢(61) — Pe(02),01 — 02) > ||[Pc(61) — Pc(62)|* implies:
(Bep1 — Op, (0 =V P(6)) — 0p) > 6151 — 64|,
= (—ndy, —nV P (8;)) > n?(|de||,
= [|di]|* < (VP(6y), dy).
Therefore, we have:
L
P(Ory1) < P(0r) + (VP(0r), 0141 — 0r) + 7P\\9t+1 — 0,17
L 2
= P(8) — nlldl> + 2T a7,
which implies:
Lpn 2
n (1= 22 P < P0) — PO,

Telescoping from ¢ = 0 to 7' — 1, we obtain:
T-1
Lp’l7 1 2 1
1(1-557) X I < P Po) ©

Step B: KKT system.
In this step, we control each term in the KKT system defined in Deﬁnition@

Step B.1: Stationarity Terms. According to Equation @, we know that all of d; ,,, d; ., and d¢ s
can be well controlled, since ||d¢||* = ||d¢p||? + [|d¢,2]|? + ||dz,s]|*. We first note the expression of
d;,, as follows:

q s
diz =) hi(z2)Vhi(ze) +0 ) (Aofs(z0) + 006 = p) AV fo(21),
i=1 s=1
where J; ; it the s-th element of ;. Then, in Definition [5| we set wy s = v(Asfs(2) + 05 — pr)s
v = uhi(z), and wy = (wy1,... ,wt?S)T, vy = (Va,.. .,I/tyq)T. Therefore, since ||dt7z||2 is

controlled by ||d¢||?, the stationarity term for z; can also be well characterized. In addition, by the

selection of w;, we know:
S s
L= wie=1=3 v(Aafa(zt) + 010 = pr) = dip,
s=1 s=1

implying that the stationarity term for p; in Definition [5]is also controlled.

Step B.2: Primal Feasibility Term. We next consider the primal feasibility term, i.e., h(z;). We
first introduce the following notation for convenience: ¢; s = As fs(2¢) + d¢,s — p¢. Then, according
to the update direction for z, we have:

s
di,. = uVh(z)h(z) +v Z ct,sAsV fs(2t),
s=1
which, along with Assumption[2} implies:
S S
ual|h(z)|| < [uVh(z)h(z)| = iz = v ) oAV s(z)ll < lldesl| +0M Y fer,sl,
s=1 s=1
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where the last term can be derived as follows:

S S S
v th,s)‘sva(Zt)” < UZ let,s| - [[AsV fs(2¢)]] < vMZ |ct, |-

s=1 s=1 s=1

To further control Z _1 |ct,s|, we consider the following two index sets:

I, ={s¢€ [S] 1vCs < 5:7—3}, Ji={se€ [S] Lveys > 5;5}

If s € Z;, then the corresponding component J; , is not projected in step ¢, indicating (d¢ s)s =
Vs, P(60:). By Cauchy—Schwarz inequality, we get:

d
3 fensl < E[ 2L

seZ,

If s € J:, then 1) the corresponding component is projected in step ¢, 2) c; s is nonnegative (since

d0t,s > 0). Then, we have:
D lensl =D cus

seTt seTt

=D s D s
s€[S] s€TLy

S | Z Cts|+ Z |Cts‘
s€[S] s€TL;

< |dt7p |I
2f\\dtH +1

<—

v

where the second last inequality is due to the definition of d; ,. Combining the aforementioned
results together, we can obtain:

< (3VSM + 1)||dy|| + M,

3V/S||dy|| + 1
uo|A(z0)] < [y o] + o3 2NN

- 3VSM +1 M
uo

= |7z ldell + =,

1 2(3vVSM +1)? 1
-1 Znh 2 < 26VSM A D7 antn?

T u2o?

We can select u to be sufficiently large such that the coefficient of the first term - th:ol l|d¢||? is
smaller than %

Step B.3: Dual Feasibility and Complementary Slackness Term. Now, we consider the last term
in the KKT system: 7, , = min{w; s, pr — Asfs(21)}, Vs € [S]. We denote a; s = pp — s fs(21),
bes = wis = V(Asfs(2¢) + ¢ s — pi) for convenience. We note that b, s = v(d; s — as ). Besides,
we also note the following fact:

1
(dt,5)s 7(51&,3 - 5t+1,s)
n
1
5(51& s —max{d;,s — Vs, P(0;),0})
5t s
= min{b; ,, —},
{be, 0 }

where the second equality is due to the projection operation. Now, we discuss rf}s in two cases.
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O¢,s

In the first case, we suppose that s € Iy, ie., bys < =35 If bys < ags, then ri, = bi,. If
b,s > au,s, then, combining with by = v(d;,s — a¢s) > —vay,s, we know 17 = a7 ; < b7 .

Therefore, 77, can be controlled by b7 , = |(dy,5)s|*.

6t.s

In the second case, we suppose that s € J;, i.e., by ¢ > o

we have:

. There are two subclasses: 1) If a; s > 0,

b 2 v \? 1) 2
2 Va5 + Ot s _ 52 <2 (% <I(d 2
< (et ) s (22 <l

DIfars <0< by thenr?, =af, <b7 /v* =}, and we have s € J;. We can follow Step
B.2 to obtain: ’

ZC? < (Z Cts>2< <2\/§|Mt”+1>2

s€ETt s€Jt

Here, we note that for each s € [S], only one of the cases holds. Therefore, we combine these results
to get:

S

48|\ d¢||* + 2
S2, < ol + 22NH2
s=1 v
which implies:
T—1 S T—1 T—1
1 s 1 , 2 45 1 )
T Zﬁ,sﬁf s +E+U7'TZ||dt|| :
t=0 s=1 t=0 =0

We can select v to be sufficiently large such that the coefficient of the last term ZZ:OI l|d¢]|? is
smaller than 3.

Step C: Combination and Parameter Selection.

Finally, we can combine the all the results we obtained from Steps A and B to get the following
convergence performance guarantee:

||’C(Pt7 2ty Wty Vi, )‘)HQ

s s q
=(1 =Y wis)® + 1D wrsAsVfilz) + ) i Vhi(z)|?
s=1 s=1 1=1

S

+ AP + Y minfwrs, pe = Asfo(z)})?

s=1

S
=llde,plI? + llde,: I + (o) [* + Y i,

s=1
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which implies:
T-1

1
T Z ||IC pt7ztawtayt7>\)”2
t=0
1 T-1 S
=72 <|dt,p||2 a2 ) 2 + Z)
t=0 s=1
1 T-1
gf (||dt,p||2 + ||dt,z||2 + ||dt,6||2)
t=0
2(3v/SM +1)? 2, 2 ECE )
—_— d — d
+ u2c2 T Z H tH 02 Z H tH (7)
T—
2 ), 2M | 2
STZ ||dt|| 20_2 +ﬁ

2(P(6o) — P(6r)) | 2M? " 2
nT(2 — Lpn) u?o? w2

v S
_2(po = pr + 5(IhGo)|1* = IRGr)II) + § 31 (s — ¢F.0)) LM 2

I
<

- nT (2 — Lpn) u?o? T v2
Lpotat ullA(z0)[12 + v 305y (Asfs(20) + do,s — po)? L2
nT(2— Lpn) u2o? 2’

where the last inequality is derived from the fact that p; has a trivial lower bound, which can be
argued as follows. On the one hand, by letting n < ﬁ, we can get P(0;41) < P(0,;),Vt =
0,...,T — 1. On the other hand, since f,(z) > 0,Vs € [S], we have V,P(6;) < 0 when:
s
1 1 1
<-—<4 )\ss 65_7>a
n< =55 < 5L+ =

which implies psy1 > pi, Ve =0,..., T —1if p, < —%. Therefore, we can further obtain:

Pt Z _E - nva(et)7
1 S
= pt = o5 77+7]U(§)\sfs(zt) + 04, — Pt>7
1
= pt = —— — N —nuSp,
vS
= Pt > =2,

To finish the analysis, we select parameters such that Equation (7) converges. Let u = O(T*%),
v = O(T¢), and n = O(T~7). It is also worth noting that Lp has the same order with u and v.
Thus, we maximize an order o, such that:

177752();
2 > o,
v =¢&

Thus, we select ¥ = = 1, then 0 = 1, i.e., the convergence rate s O(S/T2). O

D.3 STOCHASTIC WC-PENALTY ALGORITHM

Now, we consider the ECMO problem in its stochastic form as follows:
min F(2)" = (f1(2),..., fs(2))
zERFK
s.t.hi(z) =0,i=1,...,q,
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where f(z) = E¢[fs(2; )], Vs € [S], and h;(2) = E¢[hi(2; ()], Vi € [q]. Since this problem shares
exactly the same form as differing only in the specific fs(z) and h;(z), the KKT system
defined in Definition [5] remains applicable. Consequently, it is still irrational to apply the penalty
method, specifically, Equation (), to address this problem.

Hence, we adopt a similar algorithmic framework, i.e., Algorithm [3| to deal with this stochastic
ECMO problem. Note that we keep the aforementioned notation C = R x R* x Rf_ as the feasible
region,and @ = (p', 27,0 ") 7 for simplicity. The stochastic gradients can be computed as follows:

S
VoP(0) =1 =0 (Aufulz:B5) + 005 — po),

s=1

. il . . 5 3)
VoP(0:) = u)  hilz T V(2T + 0 Y (Ao o2 B7) + 81,6 — pe) AV fi (265 BY),
i=1

s=1
Vs, P(61) = v(\sfs(215B]) + 615 — pr),
where B§ and 7, denote the mini-batches of sampled data at iteration with batch-sizes B(t) and

T (), respectively, for each t, s, 7. Before giving the theoretical results and the analysis, we need an
additional assumption stated as follows:

Assumption 3 (Variance). There exist some constants o and o, such that E(f(2;£) — fs(2))? <
U?,VZ € R* s € [S], and E(h;(2;¢) — hi(2))? < 02,Vz € R¥,i € [q].
Now, we are ready to present the theoretical results for Algorithm

Theorem 5 (Finite-Time Convergence Rate of Algorithm[3). Under Assumptions[l} 2|and[3] for any
preference A € ALY, selectingn = O(T~1), u = v = O(T1), and B(t) = T(t) = O(T13), V4,
Algorithm[3 has the following convergence result:

T-1

1 S
f ; |\]C(pt72t,wt71/t, )\)”2 =0 (T2%> .

Proof. To begin with, we define 6,1 = 6; — nd;, which is different from the previous definition in
deterministic scenario due to the stochastic nature of gradients. We split the analysis into three main
steps here.

Step A: General Control.

Step A.1: Applying Descent Lemma. According to the descent lemma, we have:

L
P(0141) < P(6) + (VP(0). 6101 — 00) + = [|fr1 — 64

- LPTI2 2

= P(0:) —n(VP(0:),d:) + 5 [l d]|

_ = = LP772 2

= P(00) = 0(VP(0:) = VP(0) + VP(0), di) + =5l
2 = Lpn® 2

< P(00) = nlldell” = n{VP(0:) = VP(6:),de) + =l de]

Lpn?

2
" 1 -
< P(0) = nlldill* + =5 lldell* + S llde* + SIIVP(©E) = VPO,

Algorithm 3 Stochastic WC-Penalty Algorithm

1: Input: Iteration rounds 7', initialization 6y € C, where pg > 0, and step-size 7.
2: fort=0,1,..., 7T —1do

3: Draw sample batches B}, ..., B and T,*, ..., T,/

4 Compute stochastic gradients: VP (6,) by Equation .

5 Update 9t+1 = Pc (9,5 — H@P(a,ﬂ)
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where the second inequality is due to the property of projection, and the last inequality is due to
Cauchy—Schwarz inequality. Then, we have:

1 ~
0(1- 3= E50) BldI? < PO) - P0u) + FEIVP6) ~ TPOI

Step A.2: Stochastic Gradient Control. Then, we control:

E[VP(6;) — VP(6,)|
=E|V,P(8;) — V,P(0,)|> +E|V.P(0;) — V.P8,)|> +E|VsP(6;) — VsP(6,)]*.
Ay By Ch

According to Assumption |3} we have the following results: First,

S 2
At:E(1_UZ()‘sfs(zt)+6t,s_pt 1_")2 /\ fs 23 B +6t5 )))

s=1
s 2
=FE (v Z()\sfs(zt§ Bf) — Asfs(Zt)))

<UZSZASE fo(z6:B)) = folz1))?

s=1
v250]2c
B(t) ’

where the first inequality is due to the linearity of expectation, and the second inequality is due to
|B;| = B(t),Vs € [S] and A € AL, Second, according to the similar argument, we have:

s
Ci=E (Z (Asfs(2t) + 6,6 — pt) — v(Xs fs(26; BY) + O, —Pt))2>

Z >‘ fs Zt >\ fs(zt, )) >

s=1

: (

S

Z )\ fg Zt )\sfs(ztanS))2
e
f

Lastly, for B;, we add and subtract a term to get:

Bt<2E||uZh (2)Vhi(2 —uZh (25 T¢') Vhi (2 T |12
=1 i=1

Bi1
S S

+ ZEHU Z()\sfs(zt) + 5t,s - pt))\svfs(zt) —v Z()\sfs(zhlgf) + 6t,s - pt))\svfs(zt; BtS)HQ .

s=1 s=1

By 2
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Therefore, due to the bounded variance and the smoothness assumption, we can get:

q q
By §4E||UZ hi(z)Vhi(z) —u Z hi(z)Vhi(ze TO|1?

=1 i=1

—|—4EHuZh 2)Vhi(ze; T} —uzh 2 T ) Vhi(z; TP

=1

§4u2mZEHhi(zt)(Vhi(zt) — Vhi(z; T)II?

i=1

+ du mZEH hize; T)) Vhi (26 T
4 mM2 l 4um2M?3o?
< N () ———N
S0 2 “ T
and:
S
Bys <AB[[v > (Asfs(2t) + 01s — p)AsVs(20) = AV fo(20 BY)) |2
s=1
S
HAE[0 Y (Asfu(2) = Asfs(z: BV a2 By |12
s=1
S
<408 Y (Aofolz) + 0t = P EINY fulz1) = AV f(z 8]
s=1

S
+ 4028 Y EI(Asfo(20) = Aoz BNV fi(z4: 7)1

s=1
42SM? & 40282 M?0?
<—0 /\s s 0 s 2 i ——

Step A.3: Combination. Hence, we can combine the results obtained in the last two sub-steps to
get:

T-1
n  Lpnp\1
() 1 S

=0
! 1 °Sot  2uPmiMZ0?  202°S*M?0}
R Z ( Bt T B
20 mM> ¢ 2025 M2 &
+ W ;hz(zt)Q —+ W Z()\st(zt) + 6t,s _ pt)2>

s=1

Therefore, we almost bound ngol E||d;||?. Later, we select proper B(t), T (), and u, v to complete
this process.

Step B: KKT System.

In this step, we consider the KKT system defined in Definition E} and aim to control each term of
IC||?. Before diving deep mto the detailed analysis, we introduce some necessary notations here.
We denote dy, Vt = 0,. — 1, as the expected version of update direction. In other words, let
011 = Pe(0: — nVP(Ht)), then we have 0;11 = 0; — nd;. Since the KKT system is related to d,
we need to find the relationship between d;, which has been controlled in Step A, and d;.
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Step B.1: Stationarity Terms. We now consider the first two terms in the KKT system, i.e., the
stationarity terms for p and z, respectively. We consider z first. On the one hand, we have:

q S
diz=u)  hi(z0)Vhi(z) + 0 (A fs(20) + 05 — po) AV fs(20),

i=1 s=1

implying that in Definition [5| by setting w; s = v(Asfs(2t) + 015 — pt)s Vei = uhi(z), and
wi = (Wit wi,8) s e = Vi1, q) ", We can bound the corresponding stationarity term
for z as long as ||d; . || can be controlled. On the other hand, we follow the argument in Step A.2 to
obtain the following result:

.- ||* =E||dy.|*
<E||d; . ||* + 2E|\d; ., —
u2m2M2o'Z n U252M20'J2c
T(t) B(t)

<2E||d;..||* + 8(

S

umM? & 2,
+ W ; hi(z)” +

(2¢) + 0¢,6 — p1) >,

1

where E||d; . ||? is already characterized previously. As for the stationarity term for p, we note that:

S S
1-—- Zwt,s =1- ZU(Asfs(Zt) + 015 — pt) = dyp,
s=1 s=1
and:
T2 T2 2 7 2 2 27)25‘712“
depll” = Ellde,pll* < 2E[[de,pl|* + 2E[|ds,p — di ol < 2E||dy " + B

which indicates that the stationarity terms are well controlled.

Step B.2: Primal Feasibility Term. Then, we consider the primal feasibility, i.e., ||h(2)|*.
Similar to the deterministic ECMO problem, we first define some notations as follows: Let
Cts = Asfs(2e;B7) + 6¢s — pt, and &5 = Asfs(2t) + 645 — pt. Besides, we also denote the
following index sets:

Ot s Ot,s
I, ={s€[S]:ves < ;}, T ={se[S]:vers > ;}

Therefore, we have:

S S
uollh(z)| < [uVh(z)h(z)| = ldez = 0D e AV sl < ldiz ]l +vM Y el

s=1 s=1

which further implies:

[R(zo)] < *IIdt 1 + — Z |t

2
2 2w2M? (&
2 2 —
= M < 5 llde:* + —5 5~ (E Gl |

Hence, we need to control:

s 2 2 2
(Zm) §2<Zlct,3|> +2<th,s|> :
s=1 SETL seJ

C(Zy) C(Jt)
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To this end, we can obtain the following two results:

2
C(Z;) = 2E <Z |5tvs|>
s€T;

2
<2E | Y (lens — sl + Ict,s)]

Ls€Z;

< 4E Z |Gis —cts|| +4E

Ls€Z:

5 |ct,s|r

SET;

<AE [ D [Aa(fa(z) = fal2i:B7))

Ls€Zy
4y 4
— B(t)

2 2
d

Elldes]?,

and further:

Cwa:2<§qu

s€Tt

2
Z ct S |Ct,s|>
sel,

s€[S]
8|It|o'f 1_Jt,p 2
- B(t) v
8|It|0f 8|It| 8 16 v2So?
< dis|? + = E||d; |2 .
= B(t) + || t5|| + + || t;P” + B(t)

Therefore, we can obtain:

S 2 2 2
12|Z¢|o 12|17, 8 16Sco
(Zm,g) < 00 P, g2 1 Sk a4 L

B(t) B(t)

Finally, substituting it back, we can get:

2 - 202 M?
2 2
lh(z)ll SuQUQHdt,zH t e (

16 (uQmQMQJ}QL UQSQMZU]%

22\ T BW
2 2 4 V2 S
S e+ S o+
=1 =

202 M? (12|Ti|0? 12|It| 8 16 16S0%
( ' Pt 5+ SEldP + 5

u20? B(t) v2 B(t)
32M2 245M2 16M2 56.5v% M?202
2 2 f
= 92 2E||dt72|| E”dtp” 202 + u2028(t)

16 (uQmQMQU,% U252M20?«

uZo? T(t) + B(t)
u mM? < v 2 S
M Z Sé\)J Z()‘sfs(zt) + 5t,s - pt)2> .
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Thus, we can select 7 (¢) to be sufficiently large such that:

64M2 485M2 32M2  1125v2M?02
2 2 2 2 f
IA(z)I" <= <+ EHdt "+ — 5 Eldesl” + o2 W2a2B(1)
32 uQm2M20,2 U252M2012c v2S M2 &
L Asfs Srs —pi)? ).
1%4 T w>*‘w>;(fW+n g

Then, we can select u to be sufficiently large such that the sum of the first three terms in RHS is no
||%. Besides, we let B(t) and T (t) be some T-dependent constant (but independent
with t). Then, we have:

T— T-1 2 /2
32M2 1125v2 M252 wm’ Mo} m2M2 2
2 « Elld, |12 !4
; 2)| < ; e[l + u2a2 u2oB(t) ’U,QO'QTZ
0252M202 QSM s
ZAﬂ4+M—)2
B(t) -~

Step B.3: Dual Feasibility and Complementary Slackness Term. Now, we consider the last term
in the KKT system: 7, s = min{wy s, pr — As fs(2¢) -

To begin with, we first introduce some notations here: let @t s = pr — Asfs(21), Bt,s = Ws =
V(As fs(2t) + 0t,s — pe)s and aps = pr — As fs (2 BY), be,s = v(As fs (2 BY) + 6t — pt). We also
note the following fact:

(dt,d)s = (5t,s - 5t+1,s)

| — 3|~

= ; —(6¢,s — max{d; s —nVsP(6;),0})

5t s
= min{b; s, —},
n

and discuss 72 , in two different cases.

5;7 . No matter what the orders among b; ,, 5t7s, and

In the first case, we suppose s € 7y, i.e., by s <

b
“L= are, we can obtain:

-9 9 . 5 5 21)2)\?0}%
rt s < b S QE(bt,s) + QE(bt,s - bt,s) < 2E(dt,5)s + W

5t,s

In the second case, we suppose s € 7, i.e., % <bys. If l_7t s , following the same argument

in the deterministic scenario, if a; s > 0, we have: rt s < E(dy, 5) If a,s < 0, we have:

=2 =2 b%,s =2
Tt,s = a’t,s S ,U2 = t,s*
Thus, we have:
> @e<) &,
s€J¢t,at,s<0 seJt
2
< (z )
s€Jt
A Tilo? 4|It| 4 8504
< Eld.s|% + — E 24 L
Otherwise, l_)t s < < E(d, 5)2if by, s > —=== and rt s = st < (Bt s—big)? <
242 2
2 ;( ) with probability at least 1 — « if bt s < — Ots for any k € (0, 1) according to Chebyshev
inequality.
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Combining aforementioned results together, with probability at least 1 — x, we can get

s 2 2
21} o2 Vo
}:*2 <2§ E(d Ly !
t,s t§
s=1 s=1 () KB(t)
AZ4|o? 4|It\ 4 8 8507
B 2 24 S 2, 77f
B0 Ide.sl + + lldeoll” + B(t)
15+ 4 12507 wPoj  vio}
<9E||d, 5|7 + Eld|* + ! : ;
<2E|dy 5 |* + I+ %2+ 3w+ B T RBw)

which further implies:

-1 -1 4S+8 1 T-1 2 QSUf 21120? ’UQO'J%
T 2 B+ 5+ e Bt B

2
o< 2 3 Elduglt+

1 t=0

el

s

“
Il
<
®
Il

holds with probability at least 1 — x according to Chebyshev inequality. We can select v to be
sufficiently large such that the coefficient of the second terms in RHS is no larger than 1. Then, with

probability at least 1 — x, we obtain:

T-1 S T-1 2 2 2 2
1 9 2 2, 2, 1250f 2v 0¥ Vo
=YD i <2 Eldes|? + E IEIIdtII + + :
T &=t =7 poard B(t) B(t)  kB(t)

Step C: Combination and Parameter Selection.
Finally, we can combine the all the results we obtained from Steps A and B to get the following

convergence performance guarantee:

||K(ptvztawta Vt7>\)H2
S S q
=(1=> wi )+ 1) wesAeViislz) + D veiVhi(z)|
s=1 s=1 i=1
S
IRz + ) " min{wy o, pr — Asfo(ze) 1

s=1

g+ e 2+ G+ 302

s=1

which further implies:

1Kot 20, wi, v, NI
S

= lde o |12 + llde 212 + IRzl + Y 72,
s=1

<2E||dy,||* + 2E[|dy - |?
21}2502 2 2M2 2 QSQMQ 2 SM S
f u-m O'h 'U
/\ s 5 s — P
B() ( W BW 2 (Asfsle) + s — i)

S
+ 2/ h()lP + T

s=1
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where we select large enough 7 (¢) > 8u?mM? in the last inequality. Hence, we can further obtain
the following results with probability at least 1 — :

T-1

Z 1K (ps, 2e, we, v, N2

t=0

1
T
2 SJJZ‘ 8u2m2M20,2 8U252M20?
+ L+ :
B(t) T(t) B(t)
64.M? 2245112]\/[20]% 64 (uPm2M20? U252M2U?
w202 UZO'QB(t) w202 T(t) B(t)
4 1250? 2020? 1)20'?
+ 5+ + +
2 B B T RB)
6402SM?  8v2SM?> 12807 8 1650}
20280 B ) 2 !

T—1
6 2
<= > Elld|?+
t=0

Bo ot B

2
where the last line uses the result of (Zil |ét$s|) . Therefore, we can use the O(-) notations to
further organize this result as:
T-1
1

f Z ||’C(pt7 Zt, Wty Vi, )‘)”2
t=0 ©))

S(u+ v) Su? Sv? 1 1
=0 ——— @) @) o= o= ).
(5) o (i) o G ) +0 () o (o
Thus, we can select parameters to ensure the convergence of Equation (9). Specifically, let u =

O(T"),v=06(T7),n=0(T"7),and B(t) = T(t) = O(T"). Suppose the convergence order is
o, then we maximize o, such that:

1-2v2>o,

p—3y 2o,

2y 2o,
Hence, we can set v = % and p = %, to obtain o = % In other words, The convergence rate is
O(S/T2). O

E SETUPS AND ADDITIONAL RESULTS OF NUMERICAL EXPERIMENTS

In this section, we present the details of our experimental setups for two data weighting tasks in
MOBL problems stated in Section [5] In addition, we provide supplementary numerical results for
both tasks.

E.1 DATA WEIGHTING FOR MULTI-OBJECTIVE RLHF REWARD MODEL TRAINING

1) Detailed Setup.

Overview. The reward model scores LLM-generated responses to prompts based on human-
aligned criteria in Reinforcement Learning from Human Feedback (RLHF). The multi-objective
data weighting task aims to determine optimal weights over training datasets for training a reward
model that maximize multiple validation metrics in Pareto sense. As shown in the literature, this
data weighting task is often considered using a bilevel framework (Pan et al., [2024; [Shen et al.,
2024a)). Moreover, potentially conflicting human preferences, such as helpfulness, verbosity, natu-
rally motivates a multi-objective formulation. Hence, we model this problem as an MOBL problem.

Training. Specifically, there are N training sets 71, ..., 7. Each training set 7,,, n € [N] contains
| 75| prompt-response pairs {pn i, Tn,i},¢ = 1,...,|Tn|, and the corresponding scores s,, ;. The
derivation, quality, and tendency of these training sets may be unknown in practice, indicating that
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our data weighting task aims to assign larger weights to datasets that are of higher quality and better
aligned with the target preference. To this end, we consider a weight vector z = (x1,...,2x) ",
where each element corresponds to a training set. These weights are normalized using a SoftMax

function. We denote the parameter of the reward model as y, then it is a function of the weight x.

Validation. These trained weights are evaluated in the validation process, where M valida-
tion sets Vi, ...,V are considered. Each V,,,,m € [M] contains |V,,| prompt-response pairs
{Pm,js"mj},7 = 1,...,|Vm|, and the corresponding scores s, j, where the scores are labeled
based on some specific and unique criteria such as helpfulness, correctness, and verbosity. In real-
world scenarios, these metrics may not be aligned with training sets, and can be inaccessible. In
other words, the M validation sets verify the capability of the reward model in M different direc-
tions.

Formulation and Setup. To sum up, the formulation of this task is stated as follows:

V1] Vi |
Igjll;l Z:,C 51, (y(x)), s1,5), Z L(3m,5(y(x)), sm,5)
exp(en)
s.t.y(z) € argmmz m Z‘C<5n,i(y)asn,i)7
’ n’

i=1
where L, set to mean squared error (MSE) here, denotes the loss evaluated by the true score label s
and the predicted score label S generated by the reward model. We use the HelpSteer dataset (Wang
et al., |2023) as the basic dataset. For training datasets, we select two sets with criteria coherence
and verbosity, and also construct a set with random generated scores, indicating N = 3. It is worth
noting that the prompt-response pairs in these 3 training sets are identical. For the validation sets,
we consider all 5 validation sets, i.e., M = 5, each corresponding to a different evaluation criterion:
helpfulness, correctness, coherence, complexity, and verbosity, respectively.

We utilize a multi-layer perceptron (MLP) with a depth of 500 and a width of 5 to represent the
reward model. The input is encoded using |[He et al.| (2021) and has a dimension of 500. For the
parameters, we set the batch size to 256, the learning rate to n = 108, and the total number of
iterations to 7' = 3,000. Moreover, we change the preference vector A € AZ™ to explore the Pareto
front. We evaluate three MOBL algorithms, MOML (Ye et al.,2021)), MoCo (Fernando et al.,|2023)),
FORUM (Ye et al.| |2024), as our baselines. Specifically, the inner loop of each algorithm is set to
50, with learning rates for the UL and LL variables (x and y) set to o = 1072 and 8 = 1078,
respectively. Additionally, for MoCo, we set the extra parameters v = 1072 and p = 107%; for
FORUM, we set p = 2. Each experiment is repeated for 5 times. All numerical experiments for
this reward model training task were conducted on a cluster of 4 NVIDIA H100 GPUs (94GB each)
using PyTorch’s DistributedDataParallel.

The expected results are as follows: 1) WC-Penalty Algorithm achieves a low validation loss for each
metric, demonstrating the convergence behavior of our algorithm. 2) When different preferences are
chosen during the validation process, our algorithm covers a much larger portion of Pareto front
compared to other baselines. Moreover, when weights are assigned to prioritize specific objectives,
our algorithm yields a lower validation for those objectives compared to the case of using alternative
preference vectors.

2) Additional Numerical Results.

We now provide more numerical results on this data weighting for reward model training task,
accompanied by discussions to emphasize the advantages of Algorithm|[I]in this subsection.

1. Pareto Exploration.

In addition to the results demonstrated in Section [5] we select 5 more additional preference vec-
tors by setting A as Ay = 0.84 for some s € [S] and Ay = 0.04, Vs’ # s, referring to this as
“slightly prefer” some objective in Figure[I0a] This further verifies the Pareto exploration capability
of Algorithm|[I] Furthermore, to provide a clearer intuition of how our algorithm converges for each
objective, Figure [I0D]illustrates the convergence behavior of each objective based on their loss and
standard error over the 5 trials when the preference vector is set to A = [0.01,0.01, 0.01,0.01,0.96] "

(i.e., under preference “prefer verbosity””). We also compute the area ratios Sf”“;f for each baseline
aseline
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Figure 10: Additional results for Pareto exploration.
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Our approach demonstrates at least a 36% improvement on this metric, quantifying the Pareto ex-

ploration capability of our algorithm.

Figure [6a and Figure [T0] align with our expectations. Intuitively, the loss for each objective con-
verges over time, as our algorithm takes all objectives into account and achieves a convergence rate
of O(S /T%). What’s more, we also find that the performances on complexity and verbosity are
similar, but significantly different from those of the other three metrics. This outcome, while not
entirely surprising, is interesting, as it aligns with our expectations as well. These two criteria focus
on redundancy and response length, whereas the other metrics are more concerned with the content
of the responses. Our algorithm captures this subtle distinction by selecting some specific prefer-
ences, while other baselines fail to consider this point. This strength becomes particularly valuable
in practice when more objectives are introduced. Our approach enables a systematic exploration
upfront, allowing the handling of these objectives, regardless of the complexity of their internal
relationships.

2. Convergence Performance.

Except for the ability on Pareto exploration, we also highlight the good convergence behavior in
Figure [T1} Specifically, we compare the running time of our algorithm with that of all baselines
over T = 3,000 steps in Figure [[Taf We average the loss over 5 trials for each algorithm and
include the standard error bars to ensure statistical significance. This result clearly illustrates that
our algorithm converges to some weakly Pareto stationary solution in no more than than 70 seconds,
while MoCo, MOML, and FORUM require over 5 x 102, 2 x 103, and 2 x 10* seconds, respectively,
to complete this process. Similarly, Figure[TTb|shows how our algorithm and three baselines behave
in T' = 3,000 iterations, with the iteration axis shown on a logarithmic scale. It is evident that the
slope of our method is the smallest (or the largest in absolute value sense).

The computational efficiency shown in Figure[ITa]can be attributed to the following two key factors.
First, while other baselines follow a double-loop scheme to alternately update variables = and v,
investing significant effort in the inner loop to optimize the LL function g(z, y), our approach uses
a simple projected gradient descent, employing a single-loop paradigm to handle the variables as a
unified entirety. Second, since the ECMO problem inherently treats  and y as a unified entity, we
omit the use of implicit gradient methods (Ghadimi & Wang|, |2018; [Ji et al.| [2021)) to compute the
Hessian inverse, significantly reducing computational costs.

The best slope of our approach in Figure [ITb| further validates its convergence performance. Specif-
ically, as illustrated in Theorem [3] our WC-Penalty algorithm achieves a convergence rate of
o(s/ T%) for general ECMO problems, which also applies to this MOBL setup. This rate matches
the one obtained for MoCo in the context of MOBL problems under their strongest assumption. In
contrast, 1) MOML lacks finite-time convergence guarantees, and 2) FORUM provides a rate of
O(S/T7) (where the parameter S is omitted in the O(-) notation in their work). In the end, we’d
also like to point out that these convergence rates are based on different metrics. All of the baselines’
setups require the strongly convex LL function g(z,y) to ensure well-defined metrics. By contrast,
our metric, ||K(p, z,w, v, A)||?, is more general, as it applies to general ECMO problems.
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3. More Discussions.

Finally, we provide some additional discussion for this experiment, focusing on three main aspects
as follows. Dataset: The dataset we use (HelpSteer, [Wang et al.| (2023)) is almost the “optimal” to
validate our algorithm, as it contains 5 objectives, whereas most other existing datasets have no more
than 3. This allows a more realistic simulation of how algorithms perform with multiple potentially
conflicting objectives. Furthermore, it is well-known and widely adopted within the community,
reflecting its high quality. Model: We consider an MLP as our reward model. It not only performs
well during the learning process (according to the loss values) but also requires relatively short
running time. Therefore, we argue that this MLP model is well-suited for our simulation. Baselines:
Finally, the baselines we select are state-of-the-art methods in MOBL, while other approaches lack
theoretical convergence guarantees. Having said that, we also compare our algorithm with some
bilevel algorithms for completeness. Specifically, we consider ITD 2021) and SOBA
(Dagréou et al.} 2022) with linear scalarization as our baselines (note that it’s nontrivial to extend
their approaches with WC method). Again, we set A as A\; = 0.96 for some s € [S] and Ay = 0.01,
Vs’ # s to evaluate their capabilities in exploring the Pareto front. Figure [12| compares our WC-
Penalty Algorithm with bilevel algorithms. In particular, we highlight the following two points:
1) The LS method fails to guarantee a full exploration of the Pareto front in this highly nonconvex
scenario, while our algorithm excels at covering a larger portion of the Pareto front, further validating
our theoretical analysis. 2) The explorations of the two bilevel algorithms are “irregular” and do not
reveal the relationships between different objectives. In contrast, our algorithm provides rational
guidance in exploring the Pareto front, as demonstrated in Figures[6a and [T0a]

E.2 DATA WEIGHTING IN MULTI-OBJECTIVE LLM ALIGNMENT

1) Detailed Setup.

Overview. In the Large Language Model (LLM) Alignment task, our goal is to align a pretrained
LLM with human preferences. Instead of relying on a reward model to guide the LLM, we directly
utilize the prompt-response data to finetune the language model. In this section, we introduce our
data weighting task for multi-objective LLM alignment. Similarly, given that 1) multiplex human
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preferences necessitate the multi-objective formulation, and 2) the data weighting task is commonly
framed as a bilevel problem, this problem can naturally be expressed as an MOBL problem.

Training. In the training process, there are N training sets 71, ..., Ty, where each T,,,n € [N]
contains |7,,| prompt-response pairs (P i, 7p,i),¢ = 1,...,|Tn|. Each T, n € [N] represents the
conversation pairs aligned with one human metric, but may perform poorly in other directions.
However, the focus of each dataset is typically unknown in practice. Hence, our goal is to assign an
appropriate weight for each dataset, ensuring that the LLM performs well across all metrics. To this
end, we consider a weight vector x = (1,...,2y) ', where each element corresponds to a training
set. These weights are normalized using a SoftMax function. We denote the parameter of the base
LLM as y, then it is a function of the weight x.

Validation. The trained weight = is evaluated during the validation process, where M valida-
tion sets V1,..., Vas are considered. Each V,,,m € [M] contains |V,,| prompt-response pairs
{Pmj,rm,j}td = 1,...,|Vin|. Similarly, each validation set represents high-quality conversation
pairs based on a specific and unique criterion, such as helpfulness, correctness, or verbosity. In
real-world scenarios, these metrics may not align with those used in the training sets ()M may be not
equal to V) and can often be inaccessible. The overall goal is to finetune the pre-trained LLM, i.e.,
1y, such that the validation loss for all metrics is minimized in Pareto sense.

Formulation and Setup. Based on the previous introduction, we can formally model the problem

as follows:
(V1] V|
I;l’igl Zﬁ(f’lyj(plyj;y(m)) 7"1] Z »C TAI,J PMgay(x))»TM-,j)
j=1 Jj=1
CXp X "Tn‘
e
s.t. y(x) Eargmlnz Z exp( ;/_n ;E T pn i), Tn, i)

where L, set to cross-entropy in this task, measures the difference between the generated response 7
and the given response 7. To incorporate more objectives, we continue to use HelpSteer (Wang et al.,
2023)) as our base dataset. However, HelpSteer does not provide separate datasets for each individual
criterion. Hence, we construct the training and validation datasets as follows. For training sets, we
calculate the average score S across the five metrics for each prompt-response pair, and consider
it to construct 77 for 5 > 2.5 and 73 for 5 < 2, respectively. In other words, we set N = 2 to
represent data with different quality levels. For validation sets, we assign a prompt-response pair to a
criterion-specific dataset if its corresponding score for that criterion is at least 3 (with scores ranging
from {0, 1,2,3,4}). Besides, we consider all 5 validation sets, i.e., M = 5, each corresponding
to a different evaluation criterion: helpfulness, correctness, coherence, complexity, and verbosity,
respectively.

We use Llama-3.2-1B-Instruct (Meta, |2024) as our pretrained LLM, and apply the LoRA technique
with a rank of 8. For the parameters, we set batch size to 32, learning rate to = 10~° and run the
algorithm for 7" = 3, 000 iterations. We also set different preference vectors A € A;‘+ to explore
the Pareto front. For the baselines with a double-loop structure, the inner-loop iteration is set to 40.
Each experiment is repeated for 5 times. All numerical experiments were conducted on a cluster of
4 NVIDIA H100 GPUs (94GB each) using PyTorch’s DistributedDataParallel.

2) Additional Numerical Results.

Similarly, we provide more numerical results on this data weighting in LLM alignment task along
with discussions in this subsection.

1. Pareto Exploration.

Figure [T3] presents additional numerical results on Pareto exploration. In Figure[I3a] “slightly pre-
fer” refers to selecting A\s = 0.84 for some s and Ay = 0.04 for s’ # s. While these preferences do
not yield improved performance, they still exhibit regular Pareto exploration behavior, as the loss on
the focused objective remains relatively small.

Figure [T3D)] illustrates the convergence performances of different objectives in Algorithm [T] when
selecting A = [0.01,0.01,0.01,0.01,0.96] " (i.e., under preference “prefer verbosity™). The loss is
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averaged over 5 trials, and the standard error bars are also included. Notably, the preferred objective,
verbosity, achieves relatively better performance, which aligns with the results shown in Figure 134}

We also provide how bilevel algorithms 2022}, [Ji et all [2021)) explore the Pareto

front using linear scalarization technique in Figure 4] The basic setup remains the same: we set
As = 0.96 for some s and \,; = 0.01 for all other s’. Notably, while both algorithms still exhibit
some exploration behaviors with different preference vectors, this exploration is highly irregular. In
other words, when certain objectives are preferred, the relative performance may not be dominant.
This irregularity stems from the highly nonconvex nature of the LLM alignment problem, where the
neural networks, with billions of parameters and highly nonlinear operations, can take unpredictable
forms, rendering the linear scalarization method ineffective.

2. MOBL Baselines and Discussions.

We also consider the aforementioned MOBL algorithms (Ye et al., 2021}, [Fernando et al., 2023},
as our baselines in Figure [I5] Specifically, our algorithm still outperforms in Pareto
exploration when compared with MOML and MoCo algorithms, since a larger portion of Pareto
front is covered by our approach, as demonstrated in Figure[I5al The reason we do not include the
FORUM algorithm here lies in its impractical memory cost in large scale problems. As mentioned
in the setup, we set the inner-loop iterations (if applicable) as 40 for every algorithm. Nevertheless,
this leads to “CUDA out of memory” error when implementing the FORUM algorithm, since 1) its
workflows are overly complicated, and 2) its maintained values are extremely memory-consuming.
In fact, in our GPUs with 94GB of memory each, the maximum number of inner-loop rounds for
FORUM without causing an overflow is 2, which results in the performance shown in Figure

Obviously, the validation loss does not decrease over time, thus, we exclude it from Figurelﬂﬂ_‘BI

Finally, we also claim the rationale behind this experiment. Dataset: We still use HelpSteer as
the basic dataset because it contains 5 potentially conflicting objectives, allowing us to intuitively
demonstrate the performances on Pareto exploration. Model: The LLM model employed here is
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Figure 15: Additional results on MOBL algorithms.

Llama-3.2-1B-Instruct, which has proven to generate reasonable responses and is relatively efficient

to train. Baselines: For completeness, we consider both MOBL algorithms and bilevel algorithms
with linear scalarization as baselines.
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