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Abstract

Knowledge components (KCs) mapped to prob-
lems help model student learning, tracking their
mastery levels on fine-grained skills thereby fa-
cilitating personalized learning and feedback
in online learning platforms. However, craft-
ing and tagging KCs to problems, tradition-
ally performed by human domain experts, is
highly labor-intensive. We present a fully au-
tomated, LLM-based pipeline for KC genera-
tion and tagging for open-ended programming
problems. We also develop an LLM-based
knowledge tracing (KT) framework to leverage
these LLM-generated KCs, which we refer to
as KCGen-KT. We conduct extensive quantita-
tive and qualitative evaluations on a real-world
student code submission dataset. We find that
KCGen-KT outperforms existing KT methods
and human-written KCs on future student re-
sponse prediction. We investigate the learning
curves of generated KCs and show that LLM-
generated KCs result in a better fit than human-
written KCs under a cognitive model. We also
conduct a human evaluation with course in-
structors to show that our pipeline generates
reasonably accurate problem-KC mappings.

1 Introduction

In student modeling, an important task is to map
problems (or items or questions) to specific skills
or concepts, referred to as knowledge components
(KCs). KCs provide an invaluable resource to
model student learning (Bier et al., 2014), estimat-
ing their mastery levels (Corbett and Anderson,
1994) on fine-grained units of knowledge. Accu-
rately estimating student mastery levels on KCs
helps enable both 1) teacher feedback, by showing
this information in teacher dashboards, and 2) adap-
tive and personalized learning in online learning
platforms or intelligent tutoring systems (Huang
et al., 2020), by tailoring instructions and content
sequencing according to student knowledge lev-
els. Identifying fine-grained KCs students strug-

gle (Rivers et al., 2016) with also enables content
designers to develop targeted instructional content
and practice problems for students.

KCs are typically crafted by human domain ex-
perts, who also tag problems with KCs that stu-
dents need to master to solve the problem correctly.
This process can be highly labor-intensive, prone
to bias and errors, and may not be scalable. There
exist solutions to automate parts of this process
using Natural Language Processing (NLP) tools,
usually employing classification algorithms (Par-
dos and Dadu, 2017), to tag KCs to problems,
which relies on having a predefined set of KCs. Re-
cent advances in Large Language Models (LLMs)
have shown potential in developing automated ap-
proaches for KC identification in addition to tag-
ging, in domains such as math (Ozyurt et al., 2024)
and science (Moore et al., 2024). Automatically
generating KCs is challenging since KCs need to
satisfy various criteria including being relevant to
problems, being specific enough to provide teacher
and student support, and being generalizable across
settings. Another important aspect is that they need
to satisfy cognitive science principles, i.e., student
error rates on a KC should decrease as they attempt
it more times, according to the power law of prac-
tice (Snoddy, 1926).

Unlike other domains, generating KCs for open-
ended programming problems that are common
in the domain of computer science education has
unique challenges. Writing code is inherently non-
linear, with complex interactions between program-
ming concepts and skills, and requires students to
construct functioning code from scratch. More-
over, a programming problem can often have multi-
ple valid solutions using different strategies, which
may cover different sets of KCs. Prior work (Hos-
seini and Brusilovsky, 2013) uses a Java parser to
convert a solution program into an Abstract Syntax
Tree (AST) and reports ontological concepts at the
lowest level as KCs. LLMs, with their advanced



Problem: The number 6 is a truly great number. Given two int values, a and b, return true if either one is 6. Or
if their sum or difference is 6. Note: the function Math.abs(num) computes the absolute value of a number.

Representative Solution Code

‘ Generated KCs

‘ Human-written KCs

public boolean love6(int a, int b){ .
if (a == 6 || b os 6){ If and else if statement If/Else
return true;
) L . . B
Jlse if ((a + by == 6 || Math.abs(a - by —= g | Dasic arithmetic operations | Math (+ /)
return true; Logical operators LogicAndNotOr
else{ Numerical comparisons LogicCompare
return false; .
) Absolute value computation

Table 1: Example programming problem from the CodeWorkout dataset with a sample student solution code,
comparing KCs generated by our KCGen-KT framework to human-written KCs.

programming and reasoning abilities, are yet to be
tested for automated KC generation and tagging
for programming problems. Other recent works
(de Alencar et al., 2025) use AST root nodes in
student code submissions as KCs and show that
these KCs lead to good learning curve fit under
student models (Pavlik et al., 2009). Due to spatial
constraints, see Section A in the Appendix for a
more detailed review of related work.

1.1 Contributions

In this paper, we explore using LL.Ms to automati-
cally generate KCs for open-ended programming
problems. We also develop an LLM-based knowl-
edge tracing (KT) framework to leverage these
LLM-generated KCs, which we refer to as KCGen-
KT'. Our contributions are summarized as follows:

1. We develop a fully automated, LLM-based
pipeline for KC generation and tagging. We
first select a diverse set of representative stu-
dent code submissions to each problem and
then prompt GPT-40 (OpenAl, 2024), an ad-
vanced, proprietary LLM, to identify KCs that
are required to solve the problem. Then, to ag-
gregate KCs across problems and de-duplicate
similar ones, we cluster KCs on semantic sim-
ilarity, followed by summarizing each cluster
into a KC description. Finally, we automati-
cally tag problems with KCs according to the
clustering results. Table 1 shows an example
problem with the set of LLM-generated KCs.

2. We develop an LLM-based KT method to
leverage the textual descriptions of the gener-
ated KCs for the KT task. Our method explic-
itly captures student mastery levels on each
KC and is thus interpretable, while also pre-
dicting both the actual student code submis-
sion and its correctness.

'We will make our code publicly available.

3. We conduct an extensive quantitative and
qualitative evaluation on the CodeWorkout
dataset (DataShop, 2021) that contains real-
world student code submissions to open-ended
programming problems. Results show that
KCGen-KT outperforms existing KT methods
and human-written KCs on predicting future
student performance. We also investigate the
learning curves for these KCs and show that
LLM-generated KCs have a comparable level
of fit to human-written KCs under the perfor-
mance factor analysis model. We also conduct
a human evaluation to show that the KC tag-
ging accuracy of our pipeline is reasonably
accurate to human instructors.

2 Methodology

We now detail our automated LLM-based approach
to generate KCs for programming problems, and
then introduce KCGen-KT, a strong KT method
leveraging the semantics of the generated KCs to
improve student performance prediction.

2.1 Automated KC Generation

For KC generation, we use GPT-40 (OpenAl,
2024), an advanced proprietary LLM with strong
reasoning and programming abilities. Illustrated
in Figure 1, we generate KCs for a programming
problem following 3 key steps: 1) generating KCs
associated with each problem and their descriptions
separately through few-shot prompting, 2) cluster
KCs across all problems, and 3) summarizing each
cluster to obtain a finalized description of each KC.
We detail these steps below.

Initial KC Generation For each programming
problem, we prompt GPT-40 in a chain-of-thought
manner, to generate a list of KCs that capture the
underlying skills or concepts necessary to solve
the problem. We also include a few carefully con-
structed in-context examples in our prompt as few-
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Figure 1: Illustration of our three-step automated KC generation and tagging pipeline.

shot demonstrations. We prompt GPT-40 to convert
human-written topic tags, such as “If-else”, from
the CodeWorkout dataset into more fine-granular
natural language descriptions, and use them as the
in-context examples. We instruct the model to rea-
son step-by-step: to first identify why a particular
KC is relevant to the problem, and then generate
a clear textual description of the KC. To help the
LLM better understand what is required to solve a
problem, we include correct student submissions as
examples in the prompt. Since programming prob-
lems can often be solved in multiple valid ways, we
include diverse examples to ensure comprehensive
coverage of relevant KCs. Therefore, we apply a
clustering algorithm to the CodeBERT (Feng et al.,
2020) embeddings of all correct student submis-
sions and sample one per cluster, with the number
of clusters controlling the diversity of examples.
Empirically, we find that this approach yields fine-
grained, function-level KC descriptions. See Ap-
pendix E for the exact prompt used for all steps in
our KC generation pipeline.

Clustering KCs and Controlling Abstraction
Level The KCs generated for each problem are
initially fine-grained, often describing specific
function-level skills or concepts. To control the
level of abstraction and obtain more generalizable
KC descriptions, we first compute the Sentence-
BERT (Reimers and Gurevych, 2019) embedding
of the textual description of each KC, then apply
Hierarchical Agglomerative Clustering (HAC) us-
ing cosine similarity as the distance function. By
adjusting the number of clusters, we can flexibly
merge semantically similar KCs into broader cate-
gories, effectively controlling the abstraction level
of our KC descriptions. This clustering process en-
ables us to move from detailed skill-level descrip-
tions to higher-level conceptual groupings, aligning
the KCs with different pedagogical or analytical
goals depending on the downstream application.
Labeling KC Clusters Finally, we label each KC
cluster by prompting GPT-40 to generate a sin-
gle, informative name that represents the cluster.
We use a chain-of-thought prompt that guides the

model to first reason whether any KC in the cluster
can represent the entire group. If such a KC exists,
it is selected as the cluster label; otherwise, the
model is instructed to synthesize a concise descrip-
tion that captures the shared meaning of KCs in
the cluster. This process yields a final set of gen-
erated KCs across problems at the desired level of
abstraction. As a final step, we obtain problem-KC
mappings, i.e., a Q-matrix (Barnes, 2005), by map-
ping each initially generated KC for each problem
to its corresponding summarized cluster label.

2.2 Improving Knowledge Tracing via
LLM-generated KCs

We now detail KCGen-KT, a novel LLM-based KT
method that exploits KC semantics and explicitly
models student mastery levels on each KC.
KT Problem Formulation For open-ended pro-
gramming problems, we define each student re-
sponse to a problem as z; = (pg, {wi}, ct,at),
where p; is the textual statement of the problem,
{w}} are the KCs associated with the problem, c; is
the student code submission, and «a; is the correct-
ness of the submission; in most existing KT meth-
ods, a; is treated as binary-valued (correct/incor-
rect). Therefore, our goal is to estimate a student’s
mastery level of each KC given their past responses,
Zo, - - ., Tt, and use this estimate to predict both 1)
the overall binary-valued correctness a;+1 € {0, 1}
and 2) the open-ended code c;4+1 submitted by the
student on their next attempted problem p;. Fol-
lowing previous work (Shi et al., 2022), a; = 1
if the student-submitted code passes all test cases
associated with the problem, and a; = 0 otherwise.
KCGen-KT KCGen-KT leverages the KCs associ-
ated with a problem in two ways: 1) by improving
the problem representation using the semantic in-
formation of KCs, and 2) by improving the student
representation by building an interpretable student
profile modeling student mastery levels on KCs.
Following TIKTOC (Duan et al., 2025), we use
an open-source LLM, Llama 3 (Llama Team, 2024),
as the backbone to predict both the overall correct-
ness and actual open-ended student code in a token-
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Figure 2: Overview of our KCGen-KT’s model with the Llama 3 LLM as the backbone. KCGen-KT leverages KC
semantics, tracking student mastery levels on each KC, to predict both correctness and the student code submission.

by-token manner, in a multi-task learning approach.
KCGen-KT differs from OKT (Liu et al., 2022) by
leveraging the content of the KCs, and from Code-
DKT (Shi et al., 2022) by using text embedding
methods to embed the textual problem statement.
Student Knowledge on KCs For each student,
at each timestep ¢, KCGen-KT updates the stu-
dent’s 512-dimensional knowledge state vector
h € RP'2, through a long short-term memory
(LSTM) (Hochreiter and Schmidhuber, 1997) net-
work as in DKT (Piech et al., 2015), given by
hiy = LSTM(h¢—1,pt, ¢¢). This knowledge state
h; is compressed into a k-dimensional mastery vec-
tor my € [0,1]¥, where k is the total number of
KCs, through a linear layer with weights W,,, and
bias b,,, followed by a sigmoid function to map the
values of m; to be in the range of [0, 1], given by
m¢ = o(Wphy + by,). Each dimension j of m;
denotes a student’s mastery level on the jth unique
KC, with larger values denoting higher mastery.
Predictions To use LL.Ms to predict the student
response to the next problem, we need to connect
student KC knowledge with the textual input space
of LLMs. Therefore, following previous work (Fer-
nandez et al., 2024, Liu et al., 2023), we transform
KC mastery levels into soft text tokens, i.e.,

s = mj] -emb™ + (1 — m]) - embflse,

where emb™ and emb™*¢ are the embeddings of
the text tokens “true”, and “false”, respectively. In
other words, we use student KC mastery levels mi
to combine two hard, discrete text tokens (“true”
and “false”) into a differentiable soft token s, to
enable the flow of gradients during training. We
pass this student knowledge information using the
input format of KC 1: <w'>. The student’s
mastery level on <w!> is: s!. ...into the
LLM for prediction tasks.

Knowledge-Guided Response Prediction We con-
struct our LLM prompt for the next response pre-
diction by including both 1) the textual statement of

the next problem and 2) student mastery levels on
the KCs associated with the problem, as question:
pt. <KCs with student mastery levels>.

To predict the binary-valued correctness of the
next student response, we average the hidden states
of the last layer of Llama 3 that correspond to only
the input (knowledge-guided prompt) to obtain a
representation r, transformed for correctness pre-
diction using a linear transformation matrix W),
and a sigmoid function, given by a1 = o(W),-r).
We minimize the binary cross entropy (BCE) loss
(for one response):

Lcorpred = at+1-10g ar41+(1—az1)-log(1—azy1).

To predict student code, we feed the knowledge-
guided prompt into Llama 3 to generate the pre-
dicted code ¢ token-by-token. We minimize

LcodeGen = Y.~ —log Py (é”

- ran/yn—1
p7]7{cn n/:1>7

where N is the number of tokens in the student
code. 0 denotes the set of learnable parameters,
which includes the KT model, the linear layer with
weights W,,, and bias b,,, for student mastery levels,
and the parameters of the finetuned Llama 3.

Promoting Interpretability To promote inter-
pretability of the student KC knowledge param-
eters, we use a compensatory model (Maier et al.,
2021) and take the average of individual student
KC mastery levels to obtain an overall mastery
level {4411 = m Zszl mF - I(wy), where
the indicator function I(wy) is 1 if the KC wy, is as-

sociated with the problem, and 0 otherwise. Empir-
ically, we found that averaging over KC masteries
performed better than taking a product over them,
consistent with findings in prior work (Maier et al.,
2021). We then minimize the BCE loss between
this overall KC mastery level for this problem and
its binary-valued correctness,

Lxc = ai41-10g Ge1 4+ (1 —apy1) -log(1 —Gig1).



This loss regularizes the model to be monotonic,
i.e., high knowledge on KCs corresponds to a high
probability of a correct response, thus promoting
the interpretability of m?.

Multi-task Learning Objective Following previ-
ous work (Duan et al., 2025) showing multiple
objectives in KT are mutually beneficial to each
other, our final multi-task training objective min-
imizes a combination of all three losses together,
with a balancing parameter A € [0, 1] controlling
the importance of the losses, as

EKCGen-KT =A (ECOdeGen +£C0rrPred) + ( 1- >\)£KC 5

where losses are averaged over code submissions
by all students to all problems.

3 Experimental Evaluation

We now detail our quantitative experimental set-
tings to evaluate KCGen-KT on future student code
submission correctness prediction.

Dataset Details The CodeWorkout (DataShop,
2021) dataset was first used in the Second CSEDM
Data Challenge (Challenge Organizers, 2021) and
contains actual open-ended code submissions from
real students, collected from an introductory Java
programming course, together with problem textual
statements and human-written KC tags (estimated
programming concepts) on each problem. In to-
tal, there are 246 students attempting 50 problems
covering various programming concepts including
conditionals, and loops, among others. Following
prior work (Shi et al., 2022), we only analyze stu-
dents’ first submissions to each problem, leading
to a total of 10, 834 code submissions.

Metrics For the binary-valued correctness predic-
tion task, following (Shi et al., 2022), we use stan-
dard metrics such as AUC, accuracy, and F1 score.
For the student code prediction task, following (Liu
et al., 2022), we measure the similarity between
generated student code and ground-truth student
code using CodeBLEU (Ren et al., 2020), a variant
of the classic text similarity metric BLEU (Papineni
et al., 2002). This metric is customized for code
and measures both syntactic and semantic similar-
ity between two pieces of code.

Baselines In terms of KCs, we compare our gener-
ated KCs against human-written KCs that are avail-
able in the CodeWorkout dataset. We test a version
of KCGen-KT by replacing our LLM-generated
KCs with human-written KCs and keeping the KT

method unchanged, which we refer to as KCGen-
KT (Human-written KCs). In terms of KT meth-
ods, we adapt Test case-Informed Knowledge Trac-
ing for Open-ended Coding (TIKTOC) (Duan et al.,
2025), a recent, strong KT method for program-
ming, as the main baseline. TIKTOC also uses
Llama 3 as the backbone and a multi-task learning
setup to jointly predict the exact code token-by-
token and whether it passes each test case. We
slightly modify it for our KT task, replacing test
case prediction with overall code correctness pre-
diction, by reducing the dimension of the predic-
tion head from the number of test cases to one, for
overall correctness prediction only. We refer to
the resulting method as TIKTOC*. We also use
Code-DKT, a popular KT method for program-
ming that leverages the content of student code,
to predict the overall correctness of student code
submissions. As a sanity check, to estimate a lower
bound of performance on our KT task thereby pro-
viding a sense of task difficulty, we include two
simple baselines: Random, which simply predicts
the overall binary-valued correctness of a student
code randomly with equal probability, and Major-
ity, which simply predicts the majority correctness
label (incorrect) among students for each problem.
Experimental Setup For the KT method compo-
nent of KCGen-KT as well as for all KT baselines,
to ensure a fair comparison, we use the instruction-
tuned version of Llama 3 (Llama Team, 2024)
with 8B parameters as the base LLM and a frozen
ASTNN (Zhang et al., 2019) as the code embedding
model. See Appendix B for detailed parameter set-
tings. We repeat our experiments across 5 random
train-validation-test data splits.

4 Results, Analysis, and Discussion

We now discuss our quantitative evaluation results
and qualitatively analyze the estimated student KC
mastery levels and predicted code. We also ana-
lyze the learning curves, conduct an ablation study,
and investigate the characteristics of KCs across
different levels of abstraction.

4.1 Quantitative Evaluation

KCGen-KT outperforms baselines Table 2 shows
the average performance (and standard deviation)
on our two KT tasks: binary correctness predic-
tion and student code generation for all methods.
For KCGen-KT, we report results using the best-
performing configuration, which generates 60 KCs



KT Correctness Pred. Code Pred.
Model AUC 1 F1 Score Accuracy 1 ‘ CodeBLEU 1
Random 0.499 0.368 0.506 —
Majority 0.500 0.644 0.526 —
Code-DKT (Shl et al., 2022) 0'766:|:1.8% 0‘672:|:3.3% 0‘724:|:1.0% -
TIKTOC* (Duan et al., 2025) 0.788i1_3% 0.666i3_0% 0'72611.3% 0'507i1.5%
KCGen-KT(Human-written KCs) 0.79741 6% 0.706 5 6o, 0.727 15 oo 0.5574 5 g9
KCGen-KT(Generated KCs) 0.816.. o9 0.727 5 79, 0.746. 59, 0.580..1 g

Table 2: Comparing KCGen-KT against baselines on KT performance across all metrics. KCGen-KT, especially with
LLM-generated KCs, outperforms other KT methods. Best performance is in bold and second best is underlined.

after clustering, based on 5 student submissions
per problem. We see that the Random and Major-
ity baselines perform poorly, which suggests that
the correctness prediction KT task is inherently
difficult. Our proposed framework, KCGen-KT
with either human-written or generated KCs, out-
performs other strong KT methods that do not use
KCs, including TITKOC* and Code-DKT. This
observation suggests that for KT methods that use
LLMs as the backbone, leveraging the semantic
information in KC descriptions improves KT per-
formance. More importantly, KCGen-KT with our
generated KCs outperforms human-written KCs,
by a consistent margin on both tasks, with statis-
tical significance (p < 0.05). This observation
shows that high-quality KC descriptions and accu-
rate tagging are key to improving downstream KT
performance. The performance gap is more evident
in code prediction, which shows that semantically
informative KCs, as evident from Table 1, are es-
pecially important to LLMs in generative tasks.

Less Fine-grained KCs hurt performance To in-
vestigate the impact of KC granularity on model
performance, we experiment with three levels of
abstraction. We consider the 103 unique KCs gen-
erated by the first step of our pipeline, before clus-
tering, as the most fine-grained (low-level) repre-
sentation. We then apply the clustering algorithm
with the number of clusters equal to 60 and 10
to get two other KC sets with medium and high
abstraction levels. As the number of clusters de-
creases, the resulting KC sets become increasingly
abstract, forming a hierarchy of representations.
We evaluate KCGen-KT’s performance using these
three KC sets. Table 3 shows that the highest ab-
straction level yields the lowest performance across
all metrics on both tasks. In contrast, medium and
low abstraction levels achieve comparable perfor-
mance, which justifies our choice of using 60 KCs
with medium-level abstraction. These results also
suggest that overly abstract KCs may not pinpoint

the necessary skills in a problem, underscoring the
importance of having sufficient granularity in KCs
for downstream student modeling tasks.

KC Abstraction Level AUC F1 Acc  CodeBLEU
Low 0.815 0.726 0.737 0.572
Medium 0.816 0.727 0.746 0.580
High 0.794 0.683 0.708 0.557

Table 3: Comparing different KC abstraction levels. SD
omitted due to spatial constraints. Best performance is
in bold and second best is underlined.

Ablation Study We conduct an ablation study
among all components of KCGen-KT. We find that
including correct student submissions is crucial;
removing it results in a noticeable performance de-
crease. We also explore the impact of using LLM-
generated solutions and switching submissions to
AST representation. See Appendix C for details.

4.2 Qualitative Evaluation

Case Study Table 4 shows the estimated KC mas-
tery levels and predicted code submission for a
student on a problem in the test set. The low stu-
dent mastery level on KCs “For loop iteration” and
“Array indexing and assignment” results in a run
time error in the predicted code by indexing the
array outside of its bounds. In contrast, the higher
predicted mastery level of other KCs results in the
correct implementation of the if and else if state-
ments, proper use of boolean expressions, and accu-
rate application of the logical AND operator. This
example shows that informative KC descriptions
generated by the LLM can help KCGen-KT make
more accurate student code predictions. In practice,
the predicted mastery level may offer instructors in-
terpretable insights into the student’s understanding
of specific programming concepts.

Learning Curve Analysis A common method to
assess the quality of KCs is examining how well
they match cognitive theory; the expected pattern
on the KCs should follow the power law of prac-
tice, which states that the number of errors should



Problem: Given an array of ints, return true if the array contains two 7s next to each other, or there are
two 7s separated by one element, such as with {7, 1, 7}. Otherwise, return false.

Predicted Student Code Submission LLM-generated KC Mastery
public boolean has77(int[] nums){ : : 0
for (int i = @; i < nums.length - 1; i++){ For loop iteration 26.1%
if (nums[i] == 7 & nums[i + 1] == 7){ Array indexing and assignment 28.1%
return true; .
ilse if (nums[i] 7 && nums[i + 2] 7€ Boolean IOglC 51.9%
== u i == . -
| Feturn true; Logical operators 57.6%
} Numerical comparisons 59.9%
false; . i
recurn false; If and else if statement 74.4%

Table 4: Example showing low student knowledge on relevant KCs map to specific errors in predicted student code.

decrease as the amount of practice on certain KCs
increases (Newell and Rosenbloom, 2013; Snoddy,
1926). Hence, we compare the error rate across
different attempts at KCs and the estimated student
KC mastery levels from KCGen-KT. For this ex-
periment, we prompt GPT-4o to label whether each
student submission contains an error on each KC.
For all incorrect student submissions, we provide
the problem statement, the associated KCs, and
the student code, and prompt GPT-40 to (1) reason
about the errors, (2) generate a corrected version of
the code, and (3) assign a binary correctness label
to each KC, indicating whether the student made
an error on this KC in their submission (See Ap-
pendix E for the exact prompt). We acknowledge
that although we find this process to be empirically
accurate, a formal validation is necessary to verify
the accuracy of the KC-level correctness labels.

To plot the curves, at attempt ¢, we average the
binary correctness label (where we use 1 as incor-
rect) over all students on the problem that repre-
sents their ¢-th attempt at the KC. We also calculate
the predicted error rate similarly, using KCGen-KT
to estimate the mastery level of each student on
each KC at each time step and taking the comple-
ment.

Figure 3 shows three representative learning
curves among all LLM-generated KCs. In all
cases, both the ground truth and predicted error
rate curves exhibit a general decreasing trend as
the number of attempts increases, consistent with
the power law of practice. The first predicted
learning curve closely aligns with the ground truth,
demonstrating KCGen-KT’s ability to accurately
capture student learning progressions. The second
predicted learning curve matches the ground truth
error rates in trend, but has higher overall values.
The third curve further exacerbates this discrep-
ancy, for a KC that appears more frequently in
the dataset. The ground truth error rates decrease
overall but have significant fluctuation, making it

difficult to fit the predicted learning curve. The
likely reason is that students attempt problems in
different orders in the CodeWorkout dataset, with
some students skipping certain questions; this vari-
ation means that the same attempt may correspond
to questions with different difficulties across stu-
dents, making the average error rate noisy. For a
more quantitative evaluation, we follow prior work
(Pavlik et al., 2009) and fit PFA models on each
KC. Results show that the weighted R? metric us-
ing the LLM-generated KCs is 0.21, and using the
human-written KCs is 0.18. Therefore, the LLM-
generated KCs fit the power law of practice slightly
better compared to human-written KCs.

KC Ontologies We show a portion of the KC ontol-
ogy subtree obtained from KCGen-KT, for string-
related concepts, in Figure 4. The root node shows
the KC at the highest abstraction level; going down
the tree from there, we see how the KCs identified
increase in granularity at each level. To build the
ontology tree, we start from the top-level KC and
identify all KC labels from the next level that are
semantically included in it, and do it iteratively for
all KCs. This mapping defines the parent-child rela-
tionships between KCs across different abstraction
levels. This example demonstrates the controllable
abstraction property of our KC generation pipeline,
where adjusting the number of clusters directly con-
trols the granularity of the generated KCs.

5 Human Evaluation

We perform a human evaluation to assess the qual-
ity of the generated KCs and the accuracy of
problem-KC mappings on a sample of 30 questions.
We recruit 5 annotators with experience in teaching
college-level programming. To evaluate KC qual-
ity, we show annotators both LLM-generated KCs
and baseline human-written KCs for each problem,
and ask them to indicate their preference between
the two sets. On average, the LLM-generated KC
sets are preferred in 54.5% of the cases, suggesting
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Figure 4: A section of the generated KC ontology (re-
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that the generated KC is generally more informa-
tive to human instructors than human-written KCs.

To evaluate problem-KC mappings, we ask an-
notators to label every KC mapped to each problem
and perform a two-stage annotation. First, they de-
termine whether the KC is relevant to the problem.
For KCs labeled as relevant, they then rate how
essential it is to the problem, in three categories: es-
sential, marginal, or non-essential. Based on these
annotations, we compute the average proportion of
relevant KCs per problem, as well as the average
proportions of essential and non-essential KCs per
problem across all annotators. Results show that
the average percentage of relevant KCs per problem
is 92.0% for the LLM-generated set and 91.6% for
the baseline. The average percentage of essential
KCs per problem is 50.1% for the generated set and
49.5% for the baseline, and the average percentage
of non-essential KCs is 31.9% and 33.7%, respec-
tively. These findings suggest that the LLM-based
KC tagging is reasonably accurate and comparable
to human-labeled baselines, although there remains
significant room for improvement. See Appendix
D for the detailed annotation rubrics for these tasks
and inter-rater agreement results.

Qualitative annotator feedback further reveals
several important directions for future work. The
LLM-generated KCs are generally easier to inter-
pret and process due to their use of natural lan-

guage. However, annotators note that some of
these KCs could be consolidated into more con-
cise representations, since they occasionally ex-
press overlapping concepts. Additionally, because
KCs are generated independently for each prob-
lem, the LLM may overlook commonly relevant
KCs present across multiple problems. Almost all
feedback suggests that a human-Al collaboration
approach for KC identification is a necessity: we
can use KCGen-KT to provide quantitative feed-
back on downstream KT performance and learning
curve fit, while humans merge, split, or edit LLM-
generated KC descriptions and tags.

6 Conclusions and Future Work

In this paper, we presented a fully automated, LLM-
based pipeline for KC generation and tagging for
open-ended programming problems. We also de-
veloped an LLM-based KT framework, KCGen-
KT, which leverages the textual content of KC de-
scriptions. Through extensive experiments on a
real-world student coding dataset, we showed that
KCGen-KT outperforms human-written KC labels
on KC generation and existing state-of-the-art KT
methods on predicting future student performance.
We also show that LLM-generated KCs lead to bet-
ter learning curves than human-written ones. A
human evaluation shows that the generated KCs
and problem-KC mappings are reasonably accurate
to programming instructors.

There are many avenues for future work. First,
according to annotator suggestions, a human-in-
the-loop KC generation method may address many
limitations of KCGen-KT. Second, we can explore
elevating the learning curve fit into the objective
function and explicitly train the model to follow
the power law of practice. Third, we can explore
whether our methods can be applicable in other
student modeling tasks and domains, including dia-
logues (Scarlatos et al., 2025), math (Ozyurt et al.,
2024), and science (Moore et al., 2024).



Limitations

We identify several technical and practical limita-
tions of our work. First, the main limitation of our
automatic KC generation pipeline is its reliance
on in-context examples, which necessitates at least
one human-written example to generate KCs at the
lowest abstraction level. Without such examples,
zero-shot prompting with LLMs tends to produce
overly general and high-level KCs, since the LLMs
are not explicitly trained for the KC generation
task. Second, since each problem is associated
with multiple KCs, obtaining reliable ground truth
KC labels is inherently challenging. The current
process of assigning ground truth correctness labels
is time-consuming and requires further validation
to ensure label quality. Third, the inter-rater agree-
ment in our human evaluation is not high enough,
which suggests that there is significant subjectiv-
ity in the KC evaluation task among instructors.
Future work is needed to examine where this dis-
agreement comes from and revise the evaluation
process, possibly by showing KC information in
alternative ways or redefining the rubrics. Fourth,
we evaluate our method on a single dataset in a sin-
gle domain, computer science education; applying
the KC generation pipeline and KCGen-KT model
across multiple datasets and domains such as math
would be valuable for assessing generalizability
and robustness. Finally, even though we conducted
a human evaluation, the real benefit of good KC la-
beling is to enable students to improve learning out-
comes from personalization methods informed by
these KCs. Therefore, classroom studies compar-
ing the LLM-generated KCs with human-written
KCs in facilitating student progress and maximiz-
ing learning outcomes are ultimately needed.

Ethical Considerations

Our goal in this work is to develop a system that can
automatically generate knowledge components and
integrate them into student modeling frameworks
to track individual learning progress. The primary
motivation is to reduce the manual effort required
from educators in topic selection and KC design,
thereby enabling more time and resources to be
devoted to personalized student support. However,
there is a concern that such systems could replace
human educator jobs, which is a shared concern
across most domains with Al applications. Another
critical risk lies in the quality of the automatically
generated knowledge components. If the generated

KCs are inaccurate, overly abstract, or misaligned
with instructional goals, they may negatively af-
fect student learning outcomes by reinforcing mis-
conceptions or misrepresenting the required skills.
Because of these reasons, we recommend that the
generated knowledge component be reviewed by
experts before being deployed to real students.
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A Related Work

A.1 Knowledge Component Generation

Traditional methods for KC creation and tag-
ging rely on human domain experts to identify
the knowledge requirements for solving a prob-
lem (Bier et al., 2014), a highly time-consuming
process. Recent work has proposed automated ap-
proaches for KC discovery and tagging, employ-
ing data-driven approaches including the Q-matrix
method (Barnes, 2005). In programming, (Hosseini
and Brusilovsky, 2013) uses a rule-based parser to
obtain ASTs with KCs identified at their lowest
ontological level, (Rivers et al., 2016) define KCs
as nodes in an AST followed by a learning curve
analysis to identify KCs students struggle with the
most in Python programming, (Hoq et al., 2024)
uses an AST-based neural network to identify stu-
dent misconceptions, (Shi et al., 2024) presents a
deep learning approach for KC attribution, and (Shi
et al., 2023, 2024) learn latent KCs, lacking tex-
tual descriptions, by training deep learning models
on KT data enforced with priors from pedagogical
theory. Recent advances in LLMs have inspired au-
tomated approaches for descriptive KC generation
for dialogues (Scarlatos et al., 2025), and problems
in math (Ozyurt et al., 2024), and science (Moore
et al., 2024). However, we’re among the first ap-
proaches to present a fully automated, LLM-based
pipeline for KC generation and tagging for open-
ended programming problems.
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A.2 Knowledge Tracing

There exists a wide body of work on KT (Cor-
bett and Anderson, 1994) in the student modeling
literature. The classic KT task aims to estimate
a student’s mastery of KCs from their responses
to past problems and use these estimates to pre-
dict their future performance. Classic Bayesian
knowledge tracing methods (Pardos and Heffer-
nan, 2010; Yudelson et al., 2013) use latent binary-
valued variables to represent student KC mastery.
With the widespread adoption of neural networks,
multiple deep learning-based KT methods were
proposed with limited interpretability since student
knowledge is modeled as hidden states in these
networks. Most of these methods use long short-
term memory networks (Hochreiter and Schmid-
huber, 1997) or variants (Piech et al., 2015; Shin
et al., 2021), with other variants coupling them
with memory augmentation (Zhang et al., 2017),
graph neural networks (Yang et al., 2020), or at-
tention networks (Ghosh et al., 2020; Pandey and
Karypis, 2019). KT methods have been applied
to many different educational domains, including
programming (Hoq et al., 2023; Shi et al., 2022;
Zhu et al., 2022). Recent work has attempted to
leverage LLLMs to develop generative KT methods
predicting exact student responses to programming
problems (Duan et al., 2025; Fernandez and Lan,
2024; Liu et al., 2022). (Sun et al., 2025) uses
LLM to automatically construct Q-matrices cap-
turing fine-grained KC relationship in knowledge
tracing, while their work lacks comparison with
code-specific KT baselines, and does not explore
LLM-based KC generation. To the best of our
knowledge, we are the first to present an LLM-
based KT method for programming problems that
leverages the textual content of KC descriptions,
modeling interpretable student mastery levels on
each KC, for improved KT performance.

B Experimental Setup

As detailed in 2.2, we use a LLM as our back-
bone and we use the instruction-tuned version of
Llama 3 with 8B parameters as our model. We
use the Parameter Efficient Fine-Tuning (PEFT)
library from HuggingFace (Wolf et al., 2020) load
Llama 3 and fine-tune it via Low-Rank Adaptation
(LoRA) (Hu et al., 2022) (o« = 256, rank = 128,
dropout = 0.05) using 8-bit quantization. We use
the AdamW (Loshchilov and Hutter, 2019) opti-
mizer for LLM and W,,, parameter with a batch
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size of 32 and RMSprop optimizer for the LSTM
and perform a grid search to determine the optimal
learning rate. In KCGen-KT, we set different learn-
ing rates for different model components: 1le — 5
for Llama 3, 5e —4 for the LSTM model, and 1e—4
for the W,,, and b,,, parameters. KCGen-KT con-
verges within 12 training epochs, with each epoch
taking 80 minutes on an NVIDIA L40S 48GB GPU.
We repeat all our experiments with 5 random train-
validation-test data splits for cross-validation.

For the baseline model TIKTOC* which also
uses a LLM as the backbone of the model. We
use same setup for a fair comparison: we use same
Llama model with PEFT to load it and fine-tune
it with LoRA (o = 256, rank = 128, dropout =
0.05) using 8-bit quantization. The optimizers and
learning rate used are the same as KCGen-KT ex-
cept the learning rate for LSTM model is 1e — 4.

For metrics, we use the rou_auc_score and
f1_score from scikit-learn library to compute AUC
and F1 metrics, respectively. For codeBLEU we
adopt the official implementation provided in the
microsoft/CodeXGLUE. In addition, we use scipy
library to perform the hierarchical agglomerative
clustering. All software we use in the development
of this work is open source. We are consistent with
the terms and intended use of all software and with
OpenAl APL

Model AUC F1 Acc  CodeBLEU
KCGen-KT 0.812 0.723 0.724 0.569
- Student submission = 0 0.789 0.674 0.704 0.529
- Student Code — AST 0.794 0.691 0.725 0.546
- Student Code — Generated 0.810 0.706 0.731 0.557

Table 5: Ablation study of KCGen-KT

C Ablation Study

Table 5 shows the results of the ablation study
among all components of KCGen-KT on the
dataset. For ablation conditions requiring code
submissions for KC generation, we report results
using two code solutions since we note that LLM-
generated code tends to follow similar problem-
solving strategies; we adopt the lowest level of
KC abstraction and manually verify the correctness
of all generated solutions. We see that including
correct submissions is crucial; removing it results
in performance decrease on both KT tasks, which
suggests that it is difficult to capture all necessary
KCs from just the problem statement alone. Us-
ing LLM-generated submissions instead of actual



student submissions also results in a minor perfor-
mance decrease, which suggests that actual student
code is highly diverse and captures a more com-
plete set of skills required in each problem. We
also see that switching submissions to the abstract
syntax tree (AST) representation as input to the
LLM decreases performance, where we see the
generated KCs tend to be less detailed. This re-
sult can be explained by LLMs not being heavily
pre-trained on AST representations of code. See
Appendix E for prompt used for KC generation
with AST representation.

Furthermore, we explore the impact of the num-
ber of student submissions provided to the LLM on
the quality of generated KCs and KT performance.
For this ablation, we use the lowest KC abstraction
level. Table 6 shows the results, where we see that
using fewer submissions, such as 1 and 2, results
in worse performance, while the performance in-
creases and saturates after more than 5 submissions.
This result can be explained by a smaller number
of student submissions failing to capture diverse
solution strategies for some problems, thus result-
ing in an incomplete KC set. As the number of
submissions increase, the set of initial KCs before
clustering more or less stays the same, and the per-
formance mostly depends on the abstraction level
instead.

No. of Solutions AUC F1 Acc  CodeBLEU
1 0.804 0.713 0.705 0.563
2 0.812 0.723 0.724 0.569
5 0.815 0.726 0.737 0.572
7 0.812 0.726 0.727 0.573
10 0.816 0.727 0.715 0.566

Table 6: Ablation study of KCGen-KT on different
No. of solution provided during KC Generation. Best
performance is in bold and second best is underlined.

D Human Evaluation Details

We conduct a human evaluation to assess the qual-
ity of generated KCs and problem-KC mapping ac-
curacy. Our evaluators were volunteers contacted
through a research partner and were not compen-
sated monetarily. They were made aware that their
annotations would be used in scientific research in
Al Annotators perform two separate tasks, each
designed to evaluate a distinct aspect of the KC
quality. Below, we describe the annotation rubrics
and summarize the evaluation outcomes.
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D.1 KC-Set Annotation Per Problem for
Problem-KC mapping

The instruction provided to annotators is as follows:

Which KC-set is better (1 for Generated,
2 for Baseline)? A KC-set is considered
better if, overall, it more effectively cap-
tures the key concepts that are practiced
in the problem and necessary for solv-
ing it. Imagine you are an instructor se-
lecting problems for a homework assign-
ment. Which set of concepts would be
more informative in deciding whether to
include this problem based on the skills
it assesses?

To assess inter-rater reliability, we calculate
Kappa scores. The overall agreement across all
five annotators is relatively low, with an average
Kappa score of 0.121. The highest pairwise agree-
ment observed is 0.51, indicating moderate agree-
ment between two annotators. This disagreement
suggests differing interpretations among annotators
regarding which KCs are most relevant to a given
problem. In particular, the task excludes KC un-
derstandability as a criterion, focusing instead on
relevance and completeness. These differences in
evaluative emphasis and background knowledge
likely contributed to the observed disagreement.

D.2 Single-KC Annotation Per Problem for
Generated KC Quality

In the second task, annotators evaluate the quality
of individual KCs generated for each problem by
assessing their correctness and instructional rele-
vance. This task focuses on the Problem-KC map-
pings accuracy.

The annotation rubric is as follows:

Task: For each KC associated with a
problem, provide a binary label for cor-
rectness, and if the KC is correct, further
classify its level of essentiality.

Correct: if the KC accurately reflects a
concept required to understand or solve
the problem, and it holds educational
value in the context.

Essentiality (only if the KC is Correct):
Classify the KC based on its instructional
importance using the following three cat-
egories:



 Essential: The KC is critical to the
problem. It represents a core con-
cept that the problem is explicitly
designed to assess. Without un-
derstanding this concept, a student
would likely struggle to solve the
problem.

Marginal: The KC is relevant but
not central. It may influence the
decision to assign the problem, but
only as a secondary consideration.
While the problem can help rein-
force this concept, it is not the pri-
mary instructional goal.
Non-Essential: The KC appears in
the problem but plays a minimal in-
structional role. It is not a focus of
the problem and would not factor
significantly into an instructor’s de-
cision to use the problem for teach-
ing purposes.

Results show that the average percentage of rel-
evant KCs per problem is 92.0% for the LLM-
generated set and 91.6% for the baseline. The
average percentage of essential KCs per problem
is 50.1% for the generated set and 49.5% for the
baseline, the average percentage of marginal KCs
is 31.9% for generated KCs and 33.7% for the
baseline KCs and the average percentage of non-
essential KCs is 31.9% and 33.7%, respectively.
These findings suggest that the LLM-based KC tag-
ging is reasonably accurate and LLM-generated
KCs are largely relevant and instructionally mean-
ingful, which implies that LLM is capable of iden-
tifying topic-specific concepts with comparable in-
structional value, but still have room to improve
with human-AlI collaboration approach.

Annotators complete the evaluation using a cus-
tom web-based interface, as shown in figure 5,that
presented each problem alongside its associated
KC set. For each KC, annotators labeled correct-
ness and essentiality and selected their preferred
KC set. The interface was designed to ensure con-
sistency and ease of use across annotators.

E Prompt

E.1 Prompt for KC Generation Pipeline

We show the prompt used for the KC generation
for each problem in Table 8, the prompt used for
the AST ablation study in Table 9, and the prompt
used for cluster summarization in Table 10.
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E.2 Prompt for KC Correctness Labeling

We show the prompt used for KC correctness label-

ing for the learning curve analysis in Table 11.

E.3 Prompt for In-context Example
Conversion

We show the prompt to convert the baseline KC list
into natural language terms in Table 7.



Problem [1 of 50]

Write a function in Java that implements the following logic: Given 2 ints, a and b, return their sum. However, sums in the range 10..19 inclusive, are forbidden, so in
that case just return 20.

Show Submissions Show KC & Problems Assignments [

Ko m

Instruction: Please evaluate each Knowledge Component (KC).

KCs Correct © Essential ©

-
-
-

Basic arithmetic operations Yes

g .
@
ii

Logical operators

i
a
I

If and else if statement

Numerical comparisons Yes

Figure 5: A demo of the interface for human evaluation

System Message:

You are an experienced computer science teacher and education expert. You are provided with a list
of human-labeled knowledge components (KCs) associated with programming problems. Your task
is to convert each KC into a equivalent natural language term.

User prompt:

The KC list is: [If/Else, NestedIf, While, For, NestedFor, Math+-*/, Math%, LogicAndNotOr, Log-
icCompareNum, LogicBoolean, StringFormat, StringConcat, Stringlndex, StringLen, StringEqual,
CharEqual, ArrayIndex, DefFunction]

Table 7: Example prompt for Baseline KC conversion
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System Message:

You are an experienced computer science teacher and education expert. You are given a Java pro-
gramming problem along with n sample solutions. Your task is to identify generalizable knowledge
components (skills or concepts) necessary to solve such problems.

A knowledge component (KC) is a single, reusable unit of programming understanding, such as a
language construct, pattern, or skill, that contributes to solving a programming problem and can be
learned or mastered independently.

Please follow these steps:

1. Analyze each solution carefully, noting critical constructs.

2. Reflect step by step on how each solution maps to distinct programming KCs that are independent
and reusable.

3. For each KC, generate a concise name and provide a one-sentence reasoning explaining why
this KC is necessary based on the provided solutions. Use the provided examples as reference for
the appropriate level of detail. Make sure KCs are generalizable and applicable to a wide range of
similar programming problems without referencing problem-specific details.

4. Ensure each KC is atomic and not bundled with others.

Your final response must strictly follow this JSON template:
{ "KC 1": "reasoning": "Reasoning for this KC (exactly 1 sentence)", "name": "Knowledge

component name", "KC 2": "reasoning": "Reasoning for this KC (exactly 1 sentence)", "name":
"Another specific knowledge component name", ... }

User prompt:

Example 1:

Problem: Write a function in Java that implements the following logic: Given a string str and a
non-empty word, return a version of the original string where all chars have been replaced by pluses
(+), except for appearances of the word which are preserved unchanged.

Expected Output: KC 1: If and else statement KC 2: While loop KC 3: Numerical comparisons KC
4: String formatting KC 5: String concatenation KC 6: String indexing KC 7: String length KC 8:
String equality comparison

Now analyze the following problem using their solution code.

Problem: A sandwich is two pieces of bread with something in between. Write a Java method that
takes in a string str and returns the string that is between the first and last appearance of "bread” in
str. Return the empty string "" if there are not two pieces of bread.

First sample solution is:

public String getSandwich(String str){
String bread = "bread”;
if (str.contains(bread) && str.length() >= 10){
int first = str.indexOf (bread);
int last = str.lastIndexOf(bread);
String between = str.substring(first + 5, last);
return between;

else{
return ""

)2

Follow the instructions in system message. First, carefully examine the solutions and identify
the important elements and patterns. Then, explicitly reason about what underlying knowledge
components are required based on these solution codes. Finally, take the examples as reference and
summarize your analysis clearly into generalizable and concise knowledge components.

Table 8: Example prompt for KC generation with one in-context example and one student solution
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System Message:

You are an experienced computer science teacher and education expert. You are given a Java
programming problem along with n AST representation of sample solutions. Your task is to identify
generalizable knowledge components (skills or concepts) necessary to solve such problems.

A knowledge component (KC) is a single, reusable unit of programming understanding, such as a
language construct, pattern, or skill, that contributes to solving a programming problem and can be
learned or mastered independently.

The AST shows the hierarchical structure of the Java code, where each node represents a code
construct (like class or method) along with its position in the source file.

Please follow these steps:

1. Analyze each AST carefully, noting critical constructs.

2. Reflect step by step on how each AST maps to distinct programming KCs that are independent
and reusable.

3. For each KC, generate a concise name and provide a one-sentence reasoning explaining why
this KC is necessary based on the provided solutions. Use the provided examples as reference for
the appropriate level of detail. Make sure KCs are generalizable and applicable to a wide range of
similar programming problems without referencing problem-specific details.

4. Ensure each KC is atomic and not bundled with others.

Your final response must strictly follow this JSON template:
{ "KC 1": "reasoning": "Reasoning for this KC (exactly 1 sentence)", "name": "Knowledge

component name", "KC 2": "reasoning": "Reasoning for this KC (exactly 1 sentence)", "name":
"Another specific knowledge component name", ... }

User prompt:

Example 1:

Problem: Write a function in Java that implements the following logic: Given a string str and a
non-empty word, return a version of the original string where all chars have been replaced by pluses
(+), except for appearances of the word which are preserved unchanged.

Expected Output: KC 1: If and else statement KC 2: While loop KC 3: Numerical comparisons KC
4: String formatting KC 5: String concatenation KC 6: String indexing KC 7: String length KC 8:
String equality comparison

Now analyze the following problem using their AST.

Problem: A sandwich is two pieces of bread with something in between. Write a Java method that
takes in a string str and returns the string that is between the first and last appearance of "bread” in
str. Return the empty string " " if there are not two pieces of bread.

First sample solution AST is:

JavaCodeAST [0, 0] - [11, 1]
program [0, @] - [10, 1]
method_declaration [0, 0] - [10, 1]
modifiers [0, @] - [0, 6]
identifier [0, 33] - [0, 36]
if_statement [2, 4] - [9, 50]
parenthesized_expression [2, 7] - [2, 27]
binary_expression [2, 8] - [2, 26]
method_invocation [2, 81 - [2, 20]
argument_list [2, 18] - [2, 20]
return_statement [3, 8] - [3, 18]

Follow the instructions in system message. First, carefully examine the ASTs and identify the impor-
tant elements and patterns. Then, explicitly reason about what underlying knowledge components
are required based on these ASTs. Finally, take the examples as reference and summarize your
analysis clearly into generalizable and concise knowledge components.

Table 9: Example prompt for KC generation with one in-context example and one student solution AST. Only part
of the AST shown due to spatial constraints.
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System Message:

You are an experienced computer science teacher and education expert. You will be provided with a
list of knowledge components (KCs) that may vary in wording but sometimes refer to the same or
related underlying concepts or skills.

The KCs will be given in the format: ["KC 1 name", "KC 2 name", ..., "KC k name"]

Your task is to:

1. Carefully examine all the KCs in the list to ensure none are overlooked.

2. Reason explicitly whether the KCs collectively refer to the same underlying concept or skill, or if
they are related but represent distinct or complementary aspects of a broader theme.

3. Based on your reasoning:

- If the KCs refer to the same concept or skill, select one KC from the list that best represents the
group — choose the one that is most clearly worded, generalizable, and inclusive of the others.

- If the KCs are related but too distinct to be represented by a single KC, create a concise and
meaningful summary name that captures the broader theme or category shared by the KCs.

Return your output strictly in the following JSON format:

{ "reasoning": "...", // Exactly one sentence explaining your reasoning
"representative kc": "..." , // Selected KC if applicable, otherwise null
"summary name": "..." , // Summary name if representative KC not chosen, otherwise null }

User prompt:
The knowledge components list is: [for loop iteration, while loop, array iteration]

Now follow the instructions in system message. First, examine the list carefully to understand their
shared meaning. Second, explicitly reason about the fundamental skill or concept underlying these
knowledge components. Third, based on the reasoning, either select one KC that best represents the
group if they share the same concept or summarize your analysis into one clear and concise phrase
that accurately captures the essence of this cluster.

Table 10: Example prompt for Cluster summarization
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System Message:

You are an experienced computer science teacher and education expert. You are given a Java
programming problem, an incorrect student submission, and a predefined list of general programming
knowledge components (KCs) relevant to solving the problem.

The predefined KCs relevant to solving the problem will be given in a list using the format ["KC 1
name", "KC 2 name", ..., "KC k name"]

Your task is to:

1. Identify all key errors in the student’s code, and describe each error in exactly one sentence.

2. Fix the code by correcting the identified errors and return a correct version of the code.

3. Assess the student’s mastery of each provided KC in the list based on the incorrect submission.
- Reflect on the student’s original incorrect code and your corrected code output fixing the identified
errors.

- For each KC, return a binary label which equals 1 if the student makes an error on this KC, and
equals 0 if not.

- Your label should be based solely on the student’s incorrect code submission.

Your final response must strictly follow this JSON template:

{ "error reasoning": [ "First error described in one sentence.", "Second error described in one
sentence.”, ... ], "fixed code": "The corrected Java implementation as a single string, properly
formatted.", "KC error": "KC 1 name": 0/1, "KC 2 name": 0/1, ... }

User prompt:
Now analyze the following programming problem and the student’s incorrect code submission to
identify all errors and evaluate which knowledge components the student has made an error

Problem:
Write a function in Java that implements the following logic: Given 2 ints, a and b, return their sum.
However, sums in the range 10..19 inclusive, are forbidden, so in that case just return 20.

Incorrect submission:

public int sortaSum(int a, int b){
if (a + b <= 10 & a + b >= 20)
return 20;
else
return a + b;

The knowledge components relevant to this problem are: [Basic arithmetic operations, Logical
operators, If and else if statement, Numerical comparisons]

Follow the instructions in system message. First, carefully examine the problem and the incorrect
code to understand what the intended correct behavior should be. Second, identify and describe
each error in the code in exactly one sentence. Third, fix the errors and provide the corrected Java
implementation. Finally, based on the incorrect submission, assess each knowledge component in
the provided list by assigning a binary label: 1 if the student has made an error, or 0O if not.

Table 11: Example prompt for KC correctness labeling
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