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Abstract001

Yuan 2.0-M32, with a similar base architecture002
as Yuan-2.0 2B, uses a mixture-of-experts ar-003
chitecture with 32 experts of which 2 experts004
are active. A new router network, Attention005
Router, is proposed and adopted for a more ef-006
ficient selection of experts, which improves the007
accuracy compared to the model with classical008
router network. Yuan 2.0-M32 is trained with009
2000B tokens from scratch, and the training010
computation consumption is only 9.25% of a011
dense model at the same parameter scale. Yuan012
2.0-M32 demonstrates competitive capability013
on coding, math, and various domains of exper-014
tise, with only 3.7B active parameters of 40B in015
total, and 7.4 GFlops forward computation per016
token, both of which are only 1/19 of Llama3-017
70B. Yuan 2.0-M32 surpass Llama3-70B on018
MATH and ARC-Challenge benchmark, with019
accuracy of 55.89 and 95.8 respectively.020

1 Introduction021

Given a fixed amount of computation for each to-022

ken, a model with Mixture of Experts (MoE) struc-023

ture can be easily built on a much larger scale than024

a dense model by increasing the number of experts,025

and thus achieves a higher accuracy performance.026

In reality, it is common to train a model with limited027

computational resource, and the MoE is considered028

as a good candidate to reduce the substantial cost029

associated with the extreme large scale of model,030

datasets and limited computing power.031

The idea of MoE dates back to 1991 (Jacobs032

et al., 1991). The total loss is the combination033

of weighted loss of each expert with the ability034

to make independent judgement. The concept of035

sparsely-gated MoE has been first brought into fo-036

cus by Shazeer et al. (Shazeer et al., 2017) in a037

translation model. With this routing strategy, a038

very small number of experts will be active for rea-039

soning instead of calling all experts simultaneously.040

This sparsity also allows the model to scale to 1000041

times between stacked LSTM layers at the expense 042

of very little computational efficiency. The Noisy 043

Top-K Gating routing network introduces some ad- 044

justable noise to the softmax function and keeping 045

the top-K value, to balance expert utilization. In re- 046

cent years, with the ever-increasing model size, the 047

role of routing strategy has attracted more attention 048

for efficient allocation of computation resources. 049

The experts routing network is the core in a MoE 050

structure. This structure selects candidate experts 051

to participate in the computation by calculating 052

the probability of token allocation to each expert. 053

Currently, in most popular MoE structures, it is 054

common to adopt a classical routing algorithm that 055

performs a dot product between the token and the 056

feature vector representing each expert, and then se- 057

lects the experts with the largest dot product value 058

(Shazeer et al., 2017; Fedus et al., 2022; Zhou et al., 059

2022). The feature vectors of the experts in this 060

transformation are independent, ignoring the corre- 061

lation between experts. However, the MoE struc- 062

ture usually select more than one expert each time, 063

and multiple experts often participate in calculation 064

collaboratively, which means there should be an 065

inherent correlation between experts. It will un- 066

doubtedly improve the accuracy of the model, if 067

the relationship between experts is considered in 068

the process of selecting experts. 069

The major contribution of our work are summa- 070

rized as follows: 071

• Propose the Attention Router that considers 072

the correlation between experts, resulting in a 073

higher accuracy compared with the classical 074

router structure. 075

• Release the Yuan 2.0-M32 model with 40B to- 076

tal parameters and 3.7B active ones. There are 077

32 experts in total and 2 experts activated for 078

each token. The computational consumption 079

for training is only 1/16 of that for a dense 080

model at a similar parameter scale, and the 081
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cost for inference is similar to a dense model082

with 3.7B parameters.083

2 Related Works084

Gshard (Lepikhin et al., 2021), a giant model with085

over 600 billion parameters, introduces the MoE086

method into Transformer Encoder for the first time,087

and provides an efficient distributed parallel com-088

puting architecture with routing across accelerators.089

Switch Transformer (Fedus et al., 2022) simpli-090

fies the MoE routing algorithm with sparse routing.091

Zhou et al. (Zhou et al., 2022) has proposed a new092

MoE routing algorithm called Expert Choice (EC)093

routing algorithm to achieve the optimal load bal-094

ancing in the MoE system. Mistral 8x7B model095

surpasses model with 10 times larger parameters096

in several human benchmarks with classical rout-097

ing network (Jiang et al., 2024). DBRX uses a098

fine-grained MoE architecture and chooses 4 ex-099

perts among 16 (Mosaic Research Team, 2024).100

DeepSeekMoE improves the expert specialization101

with fine-grained expert segmentation as well as102

shared expert isolation (Dai et al., 2024). The103

shared experts activate tokens for all inputs and104

are not affected by the routing module, which may105

help other experts focus more on their unique do-106

mains of knowledge.107

The above-mentioned works make effort on op-108

timizing the routing strategy of experts, while the109

router network is still the classical one that ignores110

the correlation between experts. Our work focus111

on designing the router network to incorporate the112

inherent correlation between experts. The routing113

network proposed in this paper is complementary114

to previous works.115

3 Model Architecture116

Yuan 2.0-M32 is based on the model structure of117

Yuan 2.0-2B. Yuan 2.0 introduces the local depen-118

dence of input tokens with the Localized Filtering-119

based Attention (LFA), to improve both the model’s120

accuracy. In Yuan 2.0-M32, the dense feed-forward121

network (FFN) of every layer is replaced with a122

MoE component.123

Figure 1 displays the architecture of MoE layer124

applied in our model. Taking four FFNs as an125

example (32 experts in fact), each MoE layer is126

composed of a group of individual FFNs as experts.127

The Router network ahead of experts dispatches128

the input token to the relevant expert(s). The clas-129

sic Router network essentially establishes a feature130

Figure 1: Illustration of Yuan 2.0-M32. Figure on the
left showcases the scaling of Yuan 2.0 architecture with
MoE layers. The MoE layer takes the place of the feed
forward layer in Yuan 2.0. Figure on the right showcases
the MoE layer structure. In our model, each input token
will be assigned to 2 experts of the total 32, while in the
figure we display 4 experts as an example. The output
of the MoE is the weighted summation of the selected
experts. N is the number of layers.

(a) Classical router

(b) Attention router

Figure 2: The overview of the attention router structure.

vector for each expert, and computes the dot prod- 131

uct between input token and the feature vector of 132

each expert to obtain the specific likelihoods be- 133

tween token and experts. The experts with the 134

strongest likelihood are selected for activation and 135

participate in subsequent calculations. 136

Figure 2a presents the structure of classical 137

router network. The feature vectors of each expert 138

are independent from each other, and the correla- 139

tion between experts is ignored when calculating 140

the probability. In fact, in most MoE models (Lep- 141

ikhin et al., 2021; Fedus et al., 2022; Zhou et al., 142

2022), two or more experts are usually selected to 143

participate in the subsequent calculations, which 144

naturally brings a strong correlation between ex- 145
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Model Params (M) Test loss
Attention router 826.0 2.109
Classical router 825.8 2.117
Shared Expert router 825.8 2.117

Table 1: Comparison of different router structures.

perts. The consideration of correlation between146

experts will undoubtedly contribute to the improve-147

ment of accuracy.148

Figure 2b presents the architecture of the Atten-149

tion Router, a novel router network proposed in150

this work, incorporate correlation between experts151

by taking Attention mechanism. A coefficient ma-152

trix representing the correlation between experts is153

built, and then applied on the computation for the154

final probability value. In specific, given N experts155

for a token vector (I ∈ Rd), the expert routing156

process is as follows:157 
Q = WI, W ∈ RN×d

K = W
′
I, W

′ ∈ RN×d

V = W
′′
I, W

′′ ∈ RN×d

P = Softmax(QKT )V, P ∈ RN

(1)158

Then, the M experts are chosen by selecting159

top M values of P . In this paper, we set M = 2,160

N = 32, d = 2048.161

Table 1 lists the accuracy results of different162

router. Our model is tested on 8 trainable experts163

with the Attention Router. The classical router164

model has 8 trainable experts to ensure a simi-165

lar parameter scale, and the router structure is the166

same with that applied in Mixtral 8x7B (Jiang et al.,167

2024), which is a Softmax over a linear layer. The168

Shared Expert router takes the strategy of Shared169

Expert Isolation with classical router architecture170

(Dai et al., 2024). There are 2 fixed experts to171

capture the common knowledge and top-2 of 14172

optional experts as the specialized ones. The out-173

put of MoE is the combination of the fixed and the174

ones selected by router. All the three models are175

trained with 30B tokens and tested with another176

10B tokens. Considering the results between clas-177

sical router and Shared Expert router, we find that178

the latter one gets exactly the same test loss with179

7.35% more training time. The computational effi-180

ciency of the Shared Expert is relatively low, and181

it does not bring better training accuracy over the182

classical MOE strategy. Thus in our model, we take183

the classical routing strategy without any shared184

experts.185

Model Test loss
8 experts 1.820
16 experts 1.787
32 experts 1.754

Table 2: Results of the scaling experiments.

Figure 3: Pre-training loss of Yuan2.0-M32 on 2000B
tokens.

We test the scalability of the model by increas- 186

ing number of experts and fixing the per-expert 187

parameter size. The increase in the number of train- 188

able experts only changes the model capacity, but 189

not the actual activated model parameters. All the 190

models are trained with 50B tokens and tested with 191

another 10B tokens. We set the activated experts 192

as 2, and the hyper-parameters for training are the 193

same for the three models. The expert scaling ef- 194

fects is measured by the test loss after trained with 195

50B tokens (Table 2). Compared to the model with 196

8 trainable experts, model with 16 experts displays 197

2% lower loss, and model with 32 experts displays 198

3.6% lower loss. We choose 32 experts for Yuan 199

2.0-M32 considering its accuracy. 200

4 Training 201

4.1 Model Training 202

Similar to the training strategy of Yuan 2.0, Yuan 203

2.0-M32 is trained with the combination of data 204

parallelism and pipeline parallelism, however nei- 205

ther tensor parallelism nor optimizer parallelism 206

is used. Training hyper-parameters are listed in 207

Appendix A. Figure 3 presents the loss curve, and 208

the final training loss is 1.22. 209

4.2 Fine-tuning 210

During fine-tuning, we extend the sequence length 211

to 16384. Following the work of CodeLLama (Roz- 212
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ière et al., 2023), we reset the base value of Rotary213

Position Embedding (RoPE) frequencies to avoid214

the decay in attention scores with longer sequences.215

Instead of simply increasing the base value from216

1000 to a much larger value (e.g. 1000000), we cal-217

culate the new base with the NTK-aware (bloc97,218

2023), i.e.219

b
′
= b · s

|D|
|D|−2 (2)220

Where b is the original base value (b = 10000).221

s is the number of extended times from the original222

context length to the extended context length. As223

we extend the context length from 4096 to 16384,224

s equals 4. |D| is 128 in our setup. Therefore, the225

new base b
′

is calculated to be 40890.226

We also compare the performance of the pre-227

trained Yuan 2.0-M32 model with the NTK-aware228

styled new base, and with other base values229

(40000, 80000, 160000, 320000, 640000, 1280000,230

2560000, 5120000, and 10240000) in the needle-231

retrieval task with sequence lengths up to 16K232

(Gkamradt, 2023). We find that the NTK-aware233

styled new base, 40890, performed better. Thus234

40890 is applied during fine-tuning.235

4.3 Pre-training dataset236

Yuan 2.0-M32 is pre-trained with a bilingual237

dataset of 2000B tokens from scratch. The original238

data for pre-training contains more than 3400B to-239

kens, and the weight for each category is adjusted240

according to the data quality and quantity.241

The comprehensive pre-training corpus is com-242

posed of:243

• 44 constituent sub datasets covering web244

crawled data, wiki, academic thesis, books,245

codes, math and formula, and domain-specific246

expertise. Some of them are open source247

datasets and the others created by Yuan 2.0.248

• Parts of the common crawl data, Chinese249

books, dialogue and Chinese news data are250

inherited from Yuan 1.0. Most of the pre-251

training data in Yuan 2.0 are also re-utilized.252

Detailed information about the construction and253

source of each dataset is available below.254

Web (25.2%). Website crawling data is a col-255

lection from open source datasets and the common256

crawl data processed in our previous works (Yuan257

1.0). Please refer to Yuan 1.0 for more details about258

the Massive Data Filtering System (MDFS) that ex-259

tract contents in higher quality from web contexts.260

Encyclopedia (1.2%), thesis (0.84%), book 261

(6.4%) and translation (1.1%) data are inherited 262

from Yuan 1.0 and Yuan 2.0 datasets. 263

Code (47.5%). The code dataset is greatly ex- 264

panded compared with Yuan 2.0. We adopt code 265

from the Stack v2 (Lozhkov et al., 2024). The com- 266

ments in Stack v2 are translated into Chinese. Code 267

synthesized data created with the similar method 268

as in Yuan 2.0. 269

Math (6.36%). All math data from Yuan 2.0 270

is reused. The data are predominantly from open 271

source datasets, including proof-pile v1 (Azerbayev 272

et al., 2022) and v2 (Paster et al., 2024), AMPS 273

(Hendrycks et al., 2021b), Math-Pile (Wang et al., 274

2023b) and StackMathQA (Zhang, 2024). A syn- 275

thetic dataset for numerical calculation is created 276

with Python to benefit for four arithmetic opera- 277

tions. 278

Specific-domain (1.93%) is a dataset with 279

knowledge from different background. 280

4.4 Fine-tuning dataset 281

The fine-tuning dataset is expanded based on the 282

one applied in Yuan 2.0. 283

Code Instruction dataset. All the coding data 284

with Chinese instruction and parts with English 285

comments is generated with LLMs. About 30% of 286

the code instruction data is in English, and the rest 287

is in Chinese. The synthetic data are fabricated in 288

a way that imitates the Python code with Chinese 289

comments in terms of prompt generation and data 290

cleaning strategy. 291

• Python code with English comments is col- 292

lected from Magicoder-Evol-Instruct-110K 293

(Wei et al., 2024) and CodeFeedback-Filtered- 294

Instruction (Zheng et al., 2024). The instruc- 295

tion data with language tag such as “python” 296

is extracted from the dataset, and organized 297

into the format as shown in Appendix B. The 298

dataset is also expanded with the Evol-instruct 299

(Xu et al., 2024) and Self-instruct (Wang et al., 300

2023a) method applied in the construction of 301

Chinese Python code. 302

• Other codes such as 303

C/C++/Go/Java/SQL/Shell etc., with 304

English comments from open source dataset 305

(Wei et al., 2024; Zheng et al., 2024; b-mc2, 306

2023; Clinton, 2023; Gayathrimanoj, 2023; 307

Byroneverson, 2024) are processed in a 308

similar way with Python code. The cleaning 309

strategies are similar to the method in Yuan 310
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2.0. A sandbox is designed to extract com-311

pilable and executable lines in the generated312

codes, and keep the lines that pass at least one313

unit test.314

Math Instruction dataset. The math instruc-315

tion dataset are all inherited from the fine-tuning316

dataset in Yuan 2.0. To improve the ability of317

model to solve mathematical problems with pro-318

grammatic methods, we construct a Program of319

Thoughts (PoT) prompting math data (Chen et al.,320

2023). PoT converts the mathematic problem into321

a code generation task that do calculations with322

Python.323

Safety Instruction dataset. In addition to the324

chat dataset of Yuan 2.0, we construct a bilingual325

safe alignment dataset based on an open source safe326

alignment dataset (Ji et al., 2023). We only take327

the questions from the public dataset, and increase328

the variety of questions and regenerate Chinese and329

English answers with large language models.330

4.5 Tokenizer331

For Yuan 2.0-M32, the English and Chinese tok-332

enizers are inherited from those applied in Yuan333

2.0.334

5 Model Architecture335

We evaluate Yuan 2.0-M32 on Humaneval (Chen336

et al., 2021) for code generation, GSM8K (Cobbe337

et al., 2021) and the MATH (Hendrycks et al.,338

2021b) for mathematical problem solving, ARC339

(Clark et al., 2018) for scientific knowledge and340

inference, and MMLU (Hendrycks et al., 2021a) as341

an integrated benchmark.342

5.1 Code generation343

The capability of code generation is evaluated344

with the HumanEval Benchmark. The evaluation345

method and prompts are similar to those mentioned346

in Yuan 2.0, and the English prompted is con-347

structed as Appendix B.348

The model is expected to complete the function349

after <sep>. And the generated function will be350

evaluated with unit tests. The results from zero-351

shot of Yuan 2.0-M32 and the comparison with352

other models are dis-played in Table 3. The result353

of Yuan 2.0-M32 are second only to DeepseekV2354

(DeepSeek-AI et al., 2024) and Llama3-70B (Meta355

AI, 2024), and far exceed the other models, even356

when its active parameters and computational con-357

sumptions are much lower than those from others.358

Model
Params Active HumanEval

(B) Params (B) (zero-shot)
Llama 3-70B 70 70 81.7
Llama 3-8B 8 8 62.2
Phi-3-medium 14 14 62.2
Phi-3-small 7 7 61
Phi-3-mini 3.8 3.8 58.5
Qwen1.5-72B 72 72 68.9
DeepseekV2 236 21 81.1
Mixtral-8×22B 141 39 45.1
Mixtral-8×7B 47 12.9 40.2
Yuan 2.0-M32 40 3.7 74.4
Yuan 2.0-M32 40 3.7 78.1 (14 shots)

Table 3: Comparison of Yuan 2.0-M32 and other models
on Hu-manEval pass@1.

Model
Params Active

GSM8KMATH
(B) Params (B)

Llama 3-70B 70 70 93.0 50.4
Llama 3-8B 8 8 79.6 30
Phi-3-medium 14 14 91.0 -
Phi-3-small 7 7 89.6 -
Phi-3-mini 3.8 3.8 82.5 -
Qwen1.5-72B 72 72 81.9 40.6
DeepseekV2 236 21 92.2 53.9
Mixtral-8×22B 141 39 78.6 41.8
Mixtral-8×7B 47 12.9 58.4 28.4
Yuan 2.0-M32 40 3.7 92.7 55.9

Table 4: Comparison of Yuan 2.0-M32 and other models
on GSM8K and MATH.

Compared with DeepseekV2, our model uses less 359

than a quarter of the active parameters and less 360

than a fifth of the computational effort per token, 361

while reaching more than 90% of its accuracy level. 362

And compared with llama3-70B, the gap between 363

model parameters and computation is even greater, 364

and we still reach 91% of its level. Yuan 2.0-M32 365

demonstrated reliable programming capability with 366

three quarters of the questions passed. Yuan 2.0- 367

M32 are good at few shot leaning. The accuracy of 368

Humaneval is improved to 78.0 by taking 14 shots. 369

5.2 Math 370

The math capability of Yuan 2.0-M32 is evaluated 371

with GSM8K and MATH benchmark. The prompts 372

and test strategy for GSM8K is similar to that ap- 373

plied for Yuan 2.0, and the only difference is that 374

we run it with 8 shots (Table 4). 375

MATH is a dataset with 12,500 challenging 376
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Model
Params Active

MMLU
(B) Params (B)

Llama 3-70B 70 70 80.3
Llama 3-8B 8 8 68.4
Phi-3-medium 14 14 78.0
Phi-3-small 7 7 75.7
Phi-3-mini 3.8 3.8 68.8
Qwen1.5-72B 72 72 76.2
DeepseekV2 236 21 77.8
Mixtral-8×22B 141 39 77.8
Mixtral-8×7B 47 12.9 70.6
Yuan 2.0-M32 40 3.7 72.2

Table 5: Comparison of Yuan 2.0-M32 and other models
on MMLU.

Mathematical Competition QA problems. Each377

question in this dataset has a complete step-by-step378

solution that leads the model to generate answer379

derivation and explanations. Answers to questions380

could be numerical values (0.5, 1/2, etc.), or math-381

ematical expressions (y = 2x + 5, x2 + 2x − 1,382

2a+ b, etc.). Yuan 2.0-M32 produces the final an-383

swer with chain of thought (CoT) method with 4384

shots. The answers will be extracted from analysis385

and transformed into a unified format. For numeri-386

cal results, mathematically equivalent output in all387

formats are accepted. The answer of \frac{1}{2},388

1/2, 0.5, 0.50 are all converted into 0.5 and accepted389

as the same result. For mathematical expressions,390

we remove the tab and space symbol, and unified391

the regular expression of arithmetic operation. For392

instance, y = ((2x + 1))/5, y = (2x + 1)/5,393

y = 2x/5 + 1/5, y = 0.4x + 0.2, etc. are all394

accepted as the same answers. The processed final395

results are compared with the ground truth answer,396

and evaluated with EM (exact match) scores.397

From the results shown in Table 4, we can see398

that Yuan 2.0-M32 scores the highest on MATH399

benchmark. Compared to Mixtral-8×7B, which has400

3.48 times larger active parameters than Yuan 2.0-401

M32, the score of Yuan is even nearly twice as high.402

On GSM8K, Yuan 2.0-M32 also achieves a score403

very close to that of Llama 3-70B, and outperforms404

other models.405

5.3 MMLU406

Massive Multitask Language Understanding407

(MMLU) covers 57 subjects in STEM, humanities,408

social sciences, etc., ranging from elementary409

language tasks to advanced logical inference410

tasks. All questions in MMLU are multi-choice411

Model
Params Active

ARC-C
(B) Params (B)

Llama 3-70B 70 70 93.3
Llama 3-8B 8 8 78.6
Phi-3-medium 14 14 91.6
Phi-3-small 7 7 90.7
Phi-3-mini 3.8 3.8 84.9
Qwen1.5-72B 72 72 91.7
DeepseekV2 236 21 92.3
Mixtral-8×22B 141 39 91.3
Mixtral-8×7B 47 12.9 85.9
Yuan 2.0-M32 40 3.7 95.8

Table 6: Comparison of Yuan 2.0-M32 and other models
on ARC-Challenge.

QA questions in English. The model is expected 412

to generate the correct option or corresponding 413

analysis. 414

The input data for Yuan 2.0-M32 is organized as 415

Appendix B. The text before <sep> is sent to the 416

model, and all answer related to the correct answer 417

or the option label is adopted as true. 418

5.4 ARC 419

AI2 Reasoning Challenge (ARC) benchmark is a 420

multiple-choice QA dataset that contains questions 421

from science exams through Grade 3 to 9. It is di- 422

vided into Easy and Challenge parts, with the latter 423

containing more complex parts that needs further 424

reasoning. We test our model on the Challenge 425

parts. 426

The final accuracy is measured with MC1 (Ta- 427

ble 5). The results on MMLU demonstrate the ca- 428

pabilities of our model in different domains. Yuan 429

2.0-M32 outperforms Mixtral-8×7B, Phi-3-mini, 430

and Llama 3-8B in terms of performance. 431

The question and options are concatenated di- 432

rectly and separated with <n>, which is prompted 433

as in Appendix B (similar to the pattern of MMLU). 434

The text before <sep> is sent to model, and the 435

model is expected to generate a label or correspond- 436

ing answer. The generated answer is compared 437

with the ground truth, and the results are calculated 438

with MC1 target. 439

The results ARC-C are displayed in Table 6, and 440

it shows that Yuan 2.0-M32 excels in solving com- 441

plex scientific problems—it surpasses Llama3-70B 442

in this benchmark. 443

From 5.1 to 5.4, we compare our performance to 444

three MoE model (Mixtral family, Deepseek) and 445

six dense models (Qwen (Bai et al., 2023), Llama 446
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Model
Params

(B)
Active Params

(B)

GFlops
per token

(Inference)

GFlops
per token

(Fine-tune)
Average Accuracy

Average Accuracy
/GFlops per token

(Inference)
Llama 3-70B 70 70 140 420 79.25 0.57
Llama 3-8B 8 8 16 48 64.15 4.00
Qwen1.5-72B 72 72 144 432 72.6 0.50
DeepseekV2 236 21 42 126 79.05‘ 1.88
Mixtral-8×22B 141 39 78 234 72.38 0.93
Mixtral-8×7B 47 12.9 25.8 77.4 60.83 2.36
Yuan 2.0-M32 40 3.7 7.4 22.2 79.15 10.69

Table 7: Comparison of Yuan 2.0-M32 and other models on quality vs size. The mean accuracy is averaged on the
scores of GSM-8K, Math, Humaneval, MMLU, and ARC-C.

family and Phi-3 family (Abdin et al., 2024)), to447

evaluate Yuan 2.0-M32’s performance on differ-448

ent domains. Table 7 presents the comparison of449

Yuan 2.0-M32 with other models on accuracy vs450

computation. Yuan 2.0-M32 uses only 3.7B ac-451

tive parameters and 22.2 GFlops per token for fine-452

tuning, which is the most economical, to obtain453

comparable results or even surpass other models454

listed in the tables. Table 7 implies the outstanding455

computational efficiency and performance during456

inference of our model. The average accuracy of457

Yuan 2.0-M32 is 79.15 that is competitive with458

Llama3-70B. And the value of average accuracy /459

Glops per token is 10.69, which is 18.9 times larger460

than Llama3-70B.461

6 Conclusion462

In this work, we introduce Yuan 2.0-M32, a bilin-463

gual MoE language model based on Yuan 2.0. At-464

tention Router that applied in this model achieves465

higher accuracy than classical router network.466

Yuan 2.0-M32 uses only 3.7B active parameters467

and 7.4 GFlops of inference per token, both of468

which are about 1/19 of Llama3-70B. In ARC-C469

benchmark, our model excels Llama 3-70B by 2.5470

pts with only 5% active parameters. For the MATH471

benchmark, Yuan 2.0-M32 also achieves the high-472

est score (55.9), surpassing Llama 3-70B by 10%473

with 5% computation cost. The results imply that474

our model has outstanding computational efficiency475

and performance during inference. We release our476

Yuan 2.0-M32 models at Github for public acces-477

sibility, as what we did for Yuan 2.0, and hope the478

open source model can benefit the development of479

LLMs and AI industry ecology.480

Limitations 481

Despite Yuan 2.0-M32’s outstanding performance 482

in multiple benchmark tests and significant 483

progress in computational efficiency and perfor- 484

mance, we acknowledge that the model still has sev- 485

eral limitations. First, while Yuan 2.0-M32 excels 486

on benchmarks like MATH and ARC-Challenge, 487

we recognize that its performance may still lag be- 488

hind some models specifically optimized for these 489

fields in tasks that require complex common-sense 490

reasoning or cross-domain knowledge integration. 491

Second, the training of our model relies heavily 492

on a large-scale bilingual dataset, which may limit 493

its performance in low-resource languages or do- 494

mains. This is an area where we plan to focus 495

more attention in future work. Finally, although 496

the model demonstrates high computational effi- 497

ciency, we understand that further optimization of 498

inference speed and memory usage is still needed 499

to meet the demands of real-time interaction and 500

large-scale deployment. Future work will focus 501

on addressing these limitations to further enhance 502

the model’s performance and applicability. We are 503

committed to continuous improvement and innova- 504

tion to overcome these challenges. 505
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A Hyper-parameters for Pre-training and 764

Fine-tuning 765

Parameter Pre-train Fine-tune
Learning rate (LR) 1.0e-5∼1.0e-4 8.0e-5
LR decay style cosine constant
Sequence length 4096 16384
Global Batch size 1536 1152

Table 8: Training hyper-parameters.

B Prompt Examples for Downstream 766

Tasks 767

Code generation 768

Instruction: Given two positive integers a and
b, return the even digits between a and b, in
ascending order.
For example:
generate_integers(2, 8) => [2, 4, 6, 8]
generate_integers(8, 2) => [2, 4, 6, 8]
generate_integers(10, 14) => []
Response:
<sep>

```python

def generate_integers(a, b):

MMLU 769

Glucose is transported into the muscle cell:<n>
A. via protein transporters called GLUT4. <n>
B. only in the presence of insulin. <n> C.
via hexokinase. <n>D. via monocarbylic acid
transporters. <sep> A.

ARC-C 770

few-shot examples<n> question<n> op-
tionA<n> optionB<n> optionC<n> op-
tionD<sep> answer
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