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ABSTRACT

Multimodal learning aims to imitate human beings to acquire complementary
information from multiple modalities for final decisions. However, just like a
human’s final decision can be confused by specific erroneous information from
the environment, current multimodal learning methods also suffer from uncer-
tain unimodal prediction when learning multimodal representations. In this
work, we propose to contrastively explore reliable representations and increase
the agreement among the unimodal representations that alone make potentially
correct predictions. Specifically, we first capture task-related representations
by directly sharing representations between unimodal and multimodal learning
tasks. With the unimodal representations and predictions from the multitask-based
framework, we then propose a novel multimodal contrastive learning method
to align the representations towards the relatively more reliable modality un-
der the weak supervision of the unimodal predictions. Experimental results
on two image-text benchmarks UPMC-Food-101 and N24News, and two med-
ical benchmarks ROSMAP and BRCA, show that our proposed Unimodality-
Supervised MultiModal Contrastive (UniS-MMC) learning method outperforms
current state-of-the-art multimodal learning methods. The detailed ablation stud-
ies further demonstrate the advantage of our proposed method.

1 INTRODUCTION

A prominent point of human intelligence is the ability to handle various information and make better
decisions from them. Empowering artificial intelligence with the power of working with multiple
modalities is increasingly important with the growing and more accessible data sources, such as im-
ages, text, etc (Baltrušaitis et al., 2018). Despite the recent progress in obtaining effective unimodal
representations from large pre-trained models (Devlin et al., 2018; Liu et al., 2019; Dosovitskiy
et al., 2020), obtaining more trustworthy and complementary multimodal representations remains a
challenging fundamental problem for multimodal machine learning.

The mainstream idea for solving multimodal fusion problem is combining unimodal representations
directly, including fusing unimodal features (Castellano et al., 2008; Nagrani et al., 2021), fusing
unimodal decisions (Ramirez et al., 2011; Tian et al., 2020a), and fusing both (Wu et al., 2022) of
them. Those traditional aggregation-based methods conduct multimodal tasks by learning from the
final joint representations. To help complement each modality, some methods attempt to check the
effectiveness of each participating modalities (Mittal et al., 2020) or capture the reliable parts of the
unimodal feature (Han et al., 2022b) to filter potential valid information before fusion.

However, these aggregation-based methods ignore the consistency among different modalities and
thus increase the uncertainty of final predictions when unimodal information is prone to decide
inconsistently. To solve this issue, the aligned-based fusion methods are further proposed to align
the embeddings from different modalities during propagation. Some early works choose to map the
unimodal feature to a new space (Wang et al., 2016; Cheng et al., 2017) or use an adaption module
(Song et al., 2020) and then apply a regulation loss to minimize the space distance. Although
keeping the intra-modal propagation, the introduced alignment losses still lack the ability for inter-
modal relationship learning as the weak message exchanging (Wang et al., 2020b). Drawing on the
success of contrastive learning in unimodal domain tasks, such as computer vision (Wu et al., 2018;
He et al., 2020; Chen et al., 2020; Li et al., 2022) and natural language processing (Gunel et al.,
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2020; Qin & Joty, 2022), some researchers are exploring the multimodal contrastive methods for
more effectively aligning different modality representations.
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Figure 1: Unimodal predictions ŷma , ŷmb

of two modality ma and mb. Area I contains
samples with both correct unimodal predic-
tions, area II and III contain samples with
inconsistent unimodal predictions (one cor-
rect, one wrong) and area IV contains sam-
ples with both wrong unimodal predictions.
The uncertainty of multimodal decision will
increase with inconsistent unimodal infor-
mation (area II and IV). On the other hand,
multimodal decision will be affected by the
samples (area III) that make all wrong uni-
modal predictions after naive alignment.

Compared to unimodal contrastive learning methods, the
multimodal methods do not need to generate enhanced
cases (Khosla et al., 2020; Kim et al., 2020) for paired
samples. Multi-modality inherently implies paired uni-
modal features for contrastive learning. Most of the
multimodal contrastive methods focus on aligning dif-
ferent modality representations in an unsupervised man-
ner. These multimodal methods directly regard the paired
modalities from the same samples as the positive pairs
and those modalities from different samples as the neg-
ative pairs to encourage the paired modalities to have
a similar representation distribution (Tian et al., 2020b;
Akbari et al., 2021; Zolfaghari et al., 2021; Liu et al.,
2021b; Zhang et al., 2021a; Taleb et al., 2022). Simi-
larly, some methods introduce the supervised contrastive
in multimodal area (Zhang et al., 2021b; Pinitas et al.,
2022) and treat the sample pairs with the same label
in the mini-batch as the positive pairs. Though these
alignment-based multimodal contrastive learning meth-
ods provide good modality information transfer-ability
(Radford et al., 2021; Li et al., 2021b) and competitive
performance in some zero-shot learning areas, they still
can not provide trustworthy enough multimodal represen-
tations for final decisions. The fused features from those
inefficient unimodal features after naive alignment are of
insufficient assurance for making correct final decisions.
The final decisions will be negatively affected by those
samples with unimodal representations all making wrong unimodal decisions.

In this work, we aim to learn trustworthy and complementary multimodal representations for reduc-
ing the multimodal decision-making bias when learning with mutually exclusive unimodal represen-
tations. We focus on contrastively learning reliable unimodal representations and encouraging the
agreement on those unimodal representations with consistent and correct unimodal decisions under
the supervision of unimodal predictions. In summary, our contributions are:

• First, we introduce a multi-task-based multimodal learning framework for getting more reliable
representations and the respective unimodal predictions. The representations are shared directly
between the multimodal learning branch and the unimodal learning branches.

• Next, we propose a novel multimodal contrastive method based on unimodal predictions. We
argue that the unimodal information that makes up the multimodal representation should be target-
related and consistent. Multimodal contrastive learning keeps exploring more combinations when
unimodal representations both give the wrong predictions even if they are paired. It helps different
modality features to learn with each other with the respective unimodal supervision.

• Finally, to demonstrate our proposed method, we evaluate our method on four public multimodal
classification benchmarks: two image-text datasets UPMC-Food-101 (Wang et al., 2015) and
N24News (Wang et al., 2021), and two medical datasets ROSMAP and BRCA Wang et al., 2020a.

2 RELATED WORK

2.1 CONTRASTIVE LEARNING

Contrastive learning (Hadsell et al., 2006; Oord et al., 2018) captures distinguishable representations
by drawing the positive pairs closer and pushing the negative pairs farther without unitizing the label
information. Most self-supervised methods (Chen et al., 2020; Kalantidis et al., 2020; Kim et al.,
2020; He et al., 2020; Xiong et al., 2020; Bahri et al., 2021; Van Gansbeke et al., 2021) use the data
augmentation methods and treat the corresponding augmented samples as the positive pairs of the

2



Under review as a conference paper at ICLR 2023

target samples and other samples as the negative pairs. Compared to this, supervised contrastive
learning (Gunel et al., 2020; Khosla et al., 2020; Li et al., 2022; Chen et al., 2022; Bai et al., 2022)
regards the samples of the same categories as positive pairs and the samples of different categories as
negative pairs. Besides, weakly-supervised contrastive methods use auxiliary information as weak
labels, such as textual descriptions (Radford et al., 2021), data attributes (Tsai et al., 2022), and
document-level co-occurrence information of events (Gao et al., 2022).

In addition to the above single-modality representation learning, contrastive methods for multiple
modalities are also widely explored. The common methods (Radford et al., 2021; Jia et al., 2021;
Kamath et al., 2021; Li et al., 2021a; Zhang et al., 2022; Taleb et al., 2022) leverage the cross-modal
contrastive matching to align two different modalities and learn the inter-modality correspondence.
Except the inter-modality contrastive, Visual-Semantic Contrastive (Yuan et al., 2021), XMC-GAN
(Zhang et al., 2021a) and CrossPoint (Afham et al., 2022) also introduce the intra-modality con-
trastive for representation learning. Besides, CrossCLR (Zolfaghari et al., 2021) removes the highly
related samples from the negative samples to avoid the bias of false negatives. GMC (Poklukar et al.,
2022) builds the contrastive learning process between the modality-specific representations and the
global representations of all modalities instead of the cross-modal representations.

2.2 MULTIMODAL LEARNING

Multimodal learning is expected to build models based on multiple modalities and to improve the
general performance from the joint representation (Ngiam et al., 2011; Baltrušaitis et al., 2018; Gao
et al., 2020). The fusion operation among multiple modalities is one of the key topics in multimodal
learning to help the modalities complement each other (Wang, 2021). Multimodal fusion meth-
ods are generally categorized into two types: alignment-based fusion and aggregation-based fusion
(Baltrušaitis et al., 2018). Alignment-based fusion (Gretton et al., 2012; Song et al., 2020) aligns
multimodal features by increasing the modal similarity to extract the modality-invariant features.
Aggregation-based methods choose to create the joint multimodal representations by combining
the participating unimodal features (early-fusion, Kalfaoglu et al. (2020); Nagrani et al. (2021)),
unimodal decisions (late-fusion, Tian et al. (2020a); Huang et al. (2022)) and both (hybrid-fusion,
Wu et al. (2022)). In addition to the joint-representation generating methods, some works propose
to evaluate the attended modalities and features before fusing, for example, M3ER (Mittal et al.,
2020) conducts a modality check and Multimodal Dynamics (Han et al., 2022a) evaluates both the
feature-level and modality-level informativeness for trustworthy multimodal fusion.

2.3 MULTI-TASK LEARNING

Compared with single-task learning, multi-task learning aims to optimize several different tasks and
share the task-invariant parameters (Caruana, 1997; Ruder, 2017). It is believed to perform better on
the original task (Ruder, 2017) when sharing parameters among related tasks. There are two typical
parameter-sharing methods in multi-task learning, hard-parameter sharing and soft-parameter shar-
ing. Hard-parameter sharing (Pilault et al., 2020; Bhattacharjee et al., 2022) directly shares the same
hidden layer across different tasks and soft-parameter sharing (Misra et al., 2016; Chen et al., 2018)
connects the task-specific hidden layers with a special designed mechanism, such as cross-stitch
units (Misra et al., 2016) and NDDR layer (Gao et al., 2019). In addition to the wide application
in single-modality learning filed, such as (Bao et al., 2022; Fifty et al., 2021) in computer vision
and (Sanh et al., 2021) in natural language processing, multi-task learning also provides competitive
performance in multimodal learning area (Yu et al., 2021; Abdollahzadeh et al., 2021).

3 METHODOLOGY

In this section, we first introduce the multi-task-based multimodal learning framework to share the
learned representations between unimodal predicting tasks and the multimodal predicting task. Then
we illustrate how we design the unimodality-supervised multimodal contrastive learning method
among modalities to learn the multimodal representations. Finally, we summarize the learning ob-
jective for our proposed UniS-MMC.
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Multimodal
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(a) Framework of Multimodal Learning 

(b) Framework of Multitask Learning (Hard-sharing)
(c) Framework of the introduced Multi-task-based

Multimodal Contrastive Learning 

Hard-parameter
sharing

Figure 2: A sketched comparison among (a) multimodal learning, (b) multi-task learning (hard-
sharing), and (c) the multitask-based multimodal learning framework.

3.1 BACKGROUND

Assume we have two modalities ma and mb that equally contribute to the multimodal decision.
Considering the entropy of final prediction alone, we have the following equation:

H(Y ) = −p log(p)− (1− p) log(1− p), (1)

where p is the probability for a correct prediction.

On the one hand, p should be closer to 0 or 1 for reducing the uncertainty of multimodal prediction.
This corresponds to the fact that unimodal representations should be consistent to reduce decision
bias for opposite unimodal information. On the other hand, the certainty brought by the probability
that gives all wrong predictions is meaningless. The goal of multimodal learning is to give a certain
and correct prediction through multiple modality data. This consistency among the information
from different modalities should appear in those samples whose modalities are all correct for each
unimodal prediction. In order to take into account the above two goals for multimodal learning, we
propose the following unimodality-supervised multimodal contrastive learning method.

3.2 MULTITASK BASED MULTIMODAL LEARNING

As shown in Figure 2, we utilize the extracted unimodal representations as inputs to the unimodal
classifiers and add the unimodal predicting task to the common aggregation-based multimodal learn-
ing method. Following the parameter sharing in the multi-task learning method, the representations
are shared directly between unimodal prediction tasks and the multimodal prediction task. Suppose
we have data set D = {{x(i)

m }Mm=1, y
(i)}Ni=1 that contains N samples X = {x(i)

m ∈ Rdm}Mm=1 of M
modalities and N corresponding labels Y = {y(i)}Ni=1 from K categories.

Unimodal Representation Learning. Given multimodal training data {xm}Mm=1, the raw unimodal
data of modality m are firstly processed with respective encoders to obtain the hidden representa-
tions. The general encoder network can be written as the mapping function: fθ : X → R. We
denote the learned hidden representation fθm(xm) of modality m as rm. For text and image data
in UPMC Food-101 and N24News datasets, we use the pretrained models as feature encoders. Fol-
lowing Multimodal Dynamics Han et al. (2022b), we use one fully-connected layer as the unimodal
feature encoder for the medical data in BRCA and ROSMAP.

Unimodal Prediction. Different from the common aggregation-based multimodal learning method,
the unimodal learned representations in our framework are also worked as inputs for the unimodal
predicting tasks in addition to fusing for multimodal predicting. The classification module can be
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(b) Positive: (True, True)

(c) Negative: (False, False)

(d) Semi-positive: (True, False)

(e) Semi-positive: (False, True)

(a) Original representation

Representation of
Modality A

Representation of
Modality B 

Figure 3: Representation distribution changes for unimodality-supervised multimodal contrastive
loss: (a) original modality distribution, (b) positive pairs, (c) negative pairs, (d) semi-positive pairs
with True and False predictions, and (e) semi-positive pairs with False and True predictions. The
arrows represent the expected alignment directions of our contrastive method.

regarded as a probabilistic model: gϕ : R → P , which maps the hidden representation to a predictive
distribution p(y | r). For a unimodal predicting task, the predictive distribution is only based on the
output of the unimodal classifier. The target of the unimodal predicting task is to minimize each
unimodal prediction loss:

Luni = −
M∑

m=1

K∑
k=1

yk log pkm, (2)

where yk is the k-th element category label and [p1m; p2m; ...; pKm] = pm(y | rm) is the softmax output
of unimodal classifiers on modality m.

Multimodal Prediction. When fusing all unimodal representations with concatenation, we get the
fused multimodal representations rc = r1⊕r2⊕...⊕rm. Similarly, the multimodal predictive distri-
bution is the output of the multimodal classifier with inputs of the fused multimodal representations.
For the multimodal prediction task, the target is to minimize the multimodal prediction loss:

Lmulti = −
K∑

k=1

yk log pkk, (3)

where yk is the k-th element category label and [p1k; p
2
k; ...; p

K
k ] = pc(y | rc) is the softmax output

of multimodal classifier.

So the goal of multi-task-based multimodal predicting is to minimize the sum of the unimodal pre-
dicting loss and the multimodal predicting loss:

Lmt−mml = Luni + Lmulti, (4)

3.3 UNIMODALITY-SUPERVISED MULTIMODAL CONTRASTIVE LEARNING

We aim to reduce the multimodal prediction bias caused by inconsistent unimodal information by
learning more certain predictions of each modality. From the multi-task-based multimodal learn-
ing framework, we regulate each unimodal representation with the targets. Here we propose a new
multimodal contrastive method to enlarge the agreement for those unimodal representations with
consistent predictions (shown in Fig 3 (b)). For those samples with both wrong predictions, we en-
courage they can be more different to explore a larger possibility of correct prediction (shown in Fig
3 (c)). For those samples with mutually exclusive predictions, we encourage them to learn from each
other under the supervision of unimodal predictions (shown in Fig 3 (d) and (e)). When considering
two specific modalities ma and mb of i-th sample, we generate two unimodal hidden representations
r
(i)
a and r

(i)
b from respective unimodal encoders. From the above unimodal predicting step, we also
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obtain the unimodal prediction results ŷ(i)a and ŷ
(i)
b . For the designed multimodal contrastive loss,

we define the following positive pair, negative pair and semi-positive pair:

Positive Pair. If both the paired unimodal predictions are correct, we define these pairs
of unimodal representations are the positive pairs, namely (r

(i)
a , r

(i)
b ) ∈ P, where P =

{ŷ(i)a == y(i)}Ni=1

⋂
{ŷ(i)b == y(i)}Ni=1 in the mini-batch B. By using the designed contrastive

method, the distributions of these positive pairs’ representations are encouraged to tend towards
each other to get high similarity.

Negative Pair. If both the paired unimodal predictions are wrong, we define these pairs
of unimodal representations are the negative pairs, namely (r

(i)
a , r

(i)
b ) ∈ N, where N =

{ŷ(i)a ! = y(i)}Ni=1

⋂
{ŷ(i)b ! = y(i)}Ni=1 in the mini-batch B. By the designed contrastive method, the

distributions of these negative pairs’ representations are encouraged to be more different to explore
more combinations of predictions with updated unimodal representations.

Semi-Positive Pair. If the predictions of the paired unimodal representations are
mutually exclusive, one correct and another wrong, we define these pairs of uni-
modal representations are semi-positive pairs, namely (r

(i)
a , r

(i)
b ) ∈ S, where S =

({ŷ(i)a == y(i)}Ni=1

⋂
{ŷ(i)b ! = y(i)}Ni=1)

⋃
({ŷ(i)a ! = y(i)}Ni=1

⋂
{ŷ(i)b == y(i)}Ni=1) in the mini-

batch B. By the designed contrastive method, the unimodal representations with the correct pre-
dictions will be fixed and the unimodal representations with the wrong predictions will be updated
to have higher similarity with the correct modality.

With the above definition, we propose the multimodal contrastive loss for two modalities as follows:

Lb−mmc(ma,mb) = − log{
∑

i∈P(exp(cos(r(i)a , r
(i)
b )/τ) +

∑
i∈S(exp(cos(r(i)a , r

(i)
b )/τ)∑

i∈B(exp(cos(r(i)a , r
(i)
b )/τ)

}, (5)

where cos(r(i)a , r
(i)
b ) =

r(i)a ·r(i)b

∥r(i)a ∥∗∥r(i)b ∥
is the cosine similarity between paired unimodal representations

r
(i)
a and r

(i)
b for sample i, τ is the temperature coefficient.

The multimodal contrastive loss for M modalities can be computed by:

Lmmc =

M∑
i=1

M∑
j>i

Lb−mmc(mi,mj), (6)

3.4 LEARNING OBJECTIVE

The overall optimization objective for our proposed UniS-MMC is:

LUniS−MMC = Luni + Lmulti + λLmmc, (7)

where λ is a loss coefficient for balancing the predicting loss and the multimodal contrastive loss.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

Datasets and Evaluation Metrics. We evaluate our method on four publicly available multimodal
datasets UPMC-Food-101, N24News, BRCA and ROSMAP. UPMC-Food-101 1 is a multimodal
classification dataset that contains textual recipe descriptions and the corresponding images for 101
kinds of food. We get this dataset from their project website and split 5000 samples from the default
training set as the validation set. N24News 2 is an news classification dataset with four text types,
Heading, Caption, Abstract and Body. We choose the first three text sources in this work.

1UPMC-Food-101: https://visiir.isir.upmc.fr/
2N24News: https://github.com/billywzh717/N24News
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Table 1: Multimodal classification performance on a) Food101 and b) N24News.

a) Model Fusion Backbone Acc
AGG ALI Image Text

MMBT Early ✗ ResNet-152 BERT 92.1±0.1

HUSE Early ✓ Graph-RISE BERT 92.3
CMA-CLIP Early ✓ ViT Transformer 93.1
ME Early ✗ DenseNet BERT 94.6

UnSupMMC Early ✓ ViT BERT 94.1±0.7

SupMMC Early ✓ ViT BERT 94.2±0.2

UniS-MMC Early ✓ ViT BERT 94.7±0.1

b) Model Fusion Backbone Multimodal

AGG ALI Image Text Headline Caption Abstract

N24News Early ✗ ViT RoBERTa 79.41 77.45 83.33

UnSupMMC Early ✓ ViT BERT 78.6±1.2 76.5±0.2 81.1±0.6

SupMMC Early ✓ ViT BERT 78.5±1.2 76.9±0.4 81.5±0.5

UniS-MMC Early ✓ ViT BERT 80.2±0.1 77.5±0.3 83.2±0.4

UnSupMMC Early ✓ ViT RoBERTa 79.3±0.6 77.6±0.2 83.9±0.4

SupMMC Early ✓ ViT RoBERTa 79.4±0.3 77.6±0.6 84.1±0.4

UniS-MMC Early ✓ ViT RoBERTa 80.3±0.1 78.1±0.2 84.2±0.1

BRCA and ROSMAP are two public multimodal medical datasets, both contain three modalities:
mRNA expression, DNA methylation and miRNA expression. BRCA is used for breast invasive
carcinoma PAM50 subtype classification with 5 categories and ROSMAP is used for Alzheimer’s
Disease diagnosis with 2 categories. We get this data online 3 and follow the train-test splitting from
previous worksWang et al. (2020a); Han et al. (2022b).

We use classification accuracy (Acc) as evaluation metrics for UPMC-Food-101 and N24News. We
report accuracy (Acc), weighted F1 score (WeightedF1) and macro-averaged F1 score (MacroF1)
for BRCA and accuracy (Acc), F1 score (F1) and area under the receiver operating characteristic
curve (AUC) for ROSMAP. The detailed dataset information can be seen in Appendix A.1.

Implementation. For the image-text dataset UPMC Food-101, we use pretrained BERT Devlin
et al. (2018) as a text encoder and pretrained vision transformer (ViT) Dosovitskiy et al. (2020)
as an image encoder. For N24News, we utilize two different pretrained language models, BERT
and RoBERTa (Liu et al., 2019) as text encoders and also the same vision transformer as an image
encoder. All classifiers of these two image-text classification datasets are three fully-connected
layers with a ReLU activation function. For two small medical datasets BRCA and ROSMAP, we
use one fully-connected layer as a feature encoder for each modality and two fully-connected layers
with a ReLU activation function as classifiers.

The default reported results on image-text datasets are obtained with BERT-base (or RoBERTa-base)
and ViT-base in this paper. The performance is presented with the average and standard deviation
of three runs on Food101 and N24News and five runs on BRCA and ROSMAP. The codes will be
available on GitHub. The detailed settings of the hyper-parameter are summarized in Appendix A.2.

4.2 PERFORMANCE COMPARISON

We first compare our proposed method with the existing state-of-the-art multimodal classification
methods, including MMBT (Kiela et al., 2019), ViLT (Kim et al., 2021; Liang et al., 2022), CMA-
CLIP (Liu et al., 2021a), ME (Liang et al., 2022) on Food101 and N24News, and MOGONET
(Wang et al., 2020a),GMU (Arevalo et al., 2017), TMC (Han et al., 2021), CF (Huang et al., 2021),
Dynamics (Han et al., 2022a) on BRCA and ROSMAP. In addition to these methods, we also im-
plement the typical aggregation-based, unsupervised and supervised multimodal contrastive-based
methods with the same encoders and classifiers in our method as baseline models.

The final image-text classification performance on Food101 and N24News is presented in Table
1. We have the following findings from the experimental results: (i) the proposed method outper-
forms all recent state-of-the-art methods on Food101 and produces the best results on every kinds
of text sources on N24News with the same encoders; (ii) focusing on the implemented methods,
contrastive-based methods with naive alignment outperform many of the recent multimodal meth-
ods; (iii) the proposed UniS-MMC has a large improvement compared with both the implemented
contrastive-based baseline models and the recent start-of-art multimodal methods.

The multimodal classification results on BRCA and ROSMAP are shown in Table 2. Performance
improvement can also be seen in BRCA and ROSMAP. Comparing the implemented unsupervised
and supervised contrastive methods with the state-of-the-art methods, the simple concatenation of
all unimodal features after alignment with the contrastive strategy can provide competitive results,

3BRCA and ROSMAP: https://github.com/txWang/MOGONET

7



Under review as a conference paper at ICLR 2023

Table 2: Multimodal classification performance on BRCA and ROSMAP

Model Fusion BRCA ROSMAP

AGG ALI Acc WeightedF1 MacroF1 Acc F1 AUC

MOGONET Early ✗ 80.6±0.5 80.0±1.5 − 82.5±2.2 82.4±2.2 87.3±2.2

GMU Early ✗ 80.0±3.9 79.8±5.8 74.6±5.8 77.6±2.5 78.4±1.6 86.9±1.6

TMC Late ✗ 84.2±0.5 84.4±0.9 80.6±0.9 82.5±0.9 82.3±0.6 88.5±0.6

CF Early ✗ 81.5±0.8 81.5±0.9 77.1±0.9 78.4±1.1 78.8±0.5 88.0±0.5

Dynamics Early ✗ 87.7±0.3 88.0±0.5 84.5±0.5 84.2±1.3 84.6±0.7 91.2±0.7

UnSupMMC Early ✓ 87.7±0.2 88.0±0.2 85.4±0.4 82.4±1.3 83.0±1.1 88.4±0.9

SupMMC Early ✓ 87.5±0.3 87.9±0.3 84.9±0.4 83.8±0.9 84.7±0.9 88.9±0.4

UniS-MMC Early ✓ 89.4±0.3 89.7±0.4 86.6±0.4 85.7±0.7 86.3±0.8 91.1±0.9

Baselines. MOGONET (Wang et al., 2020a),GMU (Arevalo et al., 2017), TMC (Han et al., 2021), CF (Huang et al., 2021), Dynamics (Han et al., 2022a)

even outperform the current best results on some metrics. Besides, our unimodality-supervised
multimodal contrastive method outperforms existing methods on most of evaluation metrics.

4.3 ANALYSIS

Classification with Different Combinations of Input Modalities. We first perform an ablation
study of classification on N24News with different input modalities. Table 3 provides the classifica-
tion performance of unimodal learning with image only, text only, traditional multimodal learning
with the concatenation of visual and textual features and our proposed UniS-MMC. The text modal-
ity is encoded with two different encoders, RoBERTa or BERT. By comparing the models with
different language encoders, we find that the feature encoder can significantly affect the multimodal
performance, and the RoBERTa-based model usually performs better than the BERT-based model.
This is because the multimodal classification task is influenced by each learned unimodal repre-
sentation. Besides, all the multimodal networks perform better than unimodal networks. It reflects
that multiple modalities will help make accurate decisions. Moreover, our proposed UniS-MMC
achieves 0.7% to 2.4% improvement over the aggregation-based baseline model with BERT and
0.6% to 1.3% improvement with RoBERTa.

Table 3: Ablation study on N24News with different combinations of input modalities.

Text Image-only Bert-based Roberta-based

Text-only MML UniSMMC Text-only MML UniSMMC

Headline
54.1±0.2

72.1±0.2 78.7±1.1 80.2±0.1 ↑ 1.5 71.8±0.2 79.0±0.4 80.3±0.1 ↑ 1.3
Caption 72.7±0.3 76.8±0.2 77.5±0.3 ↑ 0.7 72.9±0.4 77.5±0.2 78.1±0.4 ↑ 0.6
Abstract 78.3±0.3 80.8±0.2 83.2±0.4 ↑ 2.4 79.7±0.2 83.4±0.1 84.2±0.1 ↑ 0.8

Classification with Different Fusion Strategies. Moreover, we compare the unimodal and mul-
timodal performance with different strategies in Table 4. Frozen-MML and Finetuned-MML both
use the concatenation of visual and textual features for multimodal fusion. The difference is that the
parameters of pretrained encoders in Frozen-MML are fixed, while in Finetuned-MML are tunable.
As the unimodal predicting task is not optimized in both Frozen-MML and Finetuned-MML, we
choose to fix the parameter of the respective feature encoder (the raw pretrained encoder in Frozen-
MML and the finetuned encoder in Finetuned-MML) and train the unimodal classifier to get the
unimodal predicting performance. Unis-MMC is our proposed method and the MT-MML is the
method without the proposed multimodal contrastive loss.
Table 4: Unimodal and Multimodal classification on Food101 with Frozen-MML, Finetuned-MML, MT-MML
and UniS-MMC.

Method Unimodal Performance Multimodal Performance
Image Text

Frozen-MML 67.75 41.67 71.34
Finetuned-MML 68.81 41.77 93.96
MT-MML 72.72 86.72 94.32
UniS-MMC 72.81 87.26 94.73

For unimodal performance, both MT-MML and UniS-MMC perform better than Finetuned-MML
and Frozen-MML. This is because the multi-task-based learning framework learns unimodal repre-
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sentations under the supervision of unimodal predicting tasks. These obtained representations are
much more task-related. We also find that the unimodal predicting with image is better than uni-
modal predicting with text on Finetuned-MML and Frozen-MML. The reason is that image encoder
is pretrained on a similar image classification task while text encoder is pretrained on unrelated lan-
guage modeling tasks. Multimodal performance is continuously improving among the four different
models. Finetuned-MML outperforms Frozen-MML means that fine-tuning the unimodal encoders
can extract effective representations than directly utilizing the pretrained model as feature encoder.
The task-related unimodal representations benefit the multimodal predicting task and MT-MML ob-
tains a further improvement compared with Finetuned-MML. Obviously, UniS-MMC performs best
among four methods, which demonstrates the unimodal representations are further optimized based
on the multi-task framework with the novel multimodal contrastive alignment method.

Analysis on the Final Multimodal Decision. We summarize unimodal performance on MT-MML
and UniS-MMC and present unimodal predictions in Fig 4. The unimodal prediction consistency
here is represented by the consistency of the unimodal prediction for each sample. When focusing
on the classification details of each modality pair, we find that the proposed UniS-MMC gives a
larger proportion of samples with both correct predictions and a smaller proportion of samples with
both wrong decisions and opposite unimodal decisions compared with MT-MML.
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Figure 4: Consistency comparison of unimodal prediction between MT-MML and the UniS-MMC.

Table 5 shows the multimodal predicting results under different unimodal predicting combinations
for MT-MML and UniS-MMC. Ideally, all samples should give both correct unimodal predictions
and multimodal predictions. As seen from Table 5, our proposed Unis-MMC can give the most
correct multimodal classification decisions when both unimodal representations are potentially ef-
fective for correct predictions. Also, the promotion of multimodal decisions under positive and both
wrong unimodal prediction is smaller. It means that our method is able to reduce the inconsistency
and errors of unimodal predictions in multimodal tasks.

Table 5: Multimodal prediction results under different unimodal prediction combinations on MT-MML and
UniS-MMC.

Unimodal Prediction TT TF+FT FF Multimodal Performance
Multimodal Prediction T F T F T F

MT-MML 63.19 0.02 30.54 2.47 0.59 3.19 94.32
UniS-MMC 63.69 0.02 30.43 2.22 0.62 3.02 94.73

5 CONCLUSION

In this work, we propose the Unimodality-Supversied Multimodal Contrastive (UNniS-MMC), a
novel method for multimodal fusion to reduce the multimodal decision bias caused by inconsistent
unimodal information. Based on the introduced multi-task-based multimodal learning framework,
we capture the task-related unimodal representations and evaluate their potential influence on the
final decision with the unimodal predictions. Then we contrastively align the unimodal represen-
tation towards the relatively reliable modality under the weak supervision of unimodal predictions.
This novel contrastive-based alignment method helps to capture more trustworthy multimodal rep-
resentations. The experiments on four public multimodal classification datasets demonstrate the
effectiveness of our proposed method.
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units for information fusion. arXiv preprint arXiv:1702.01992, 2017.

Dara Bahri, Heinrich Jiang, Yi Tay, and Donald Metzler. Scarf: Self-supervised contrastive learning
using random feature corruption. arXiv preprint arXiv:2106.15147, 2021.

Junwen Bai, Shufeng Kong, and Carla P Gomes. Gaussian mixture variational autoencoder with con-
trastive learning for multi-label classification. In International Conference on Machine Learning,
pp. 1383–1398. PMLR, 2022.
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A APPENDIX

A.1 DATASETS USAGE INSTRUCTIONS

To make a fair comparison with the previous works, we adopt the following default setting of the
split method, as shown in Table 6. Since the UPMC-Food101 dataset does not provide the validation
set, we split 5000 samples out of the training set and use them as the validation set.
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Table 6: Datasets information and the split results

Dataset Modalities #Category #Train #Valid #Test

UPMC-Food-101 2: image, text 101 60085 5000 21683
N24News 2: image, text 24 48988 6123 6124

BRCA 3: mRNA, DNA and miRNA 5 612 - 263
ROSMAP 3: mRNA, DNA and miRNA 2 245 - 106

A.2 EXPERIMENTAL SETTINGS

The model is trained on NVIDIA V100-SXM2-16GB and NVIDIA A100-PCIE-40GB. The corre-
sponding Pytorch version, CUDA version and CUDNN version are 1.8.0, 11.1 and 8005 respectively.
We utilize Adam as the optimizer and use ReduceLROnPlateau to update the learning rate. We use
Adam Kingma & Ba (2014) as the model optimizer. The temperature coefficient for contrastive
learning is set as 0.07 and the loss coefficient in this paper is set as 0.1 to keep loss values in the
same order of magnitude. The code is attached and will be available on GitHub. Some key settings
of the model implementation are listed as followings:

Table 7: Detailed setting of the hyper-parameter for UPMC-Food-101, BRCA and ROSMAP

Item UPMC-Food-101 N24News BRCA ROSMAP

Batch gradient 128 128 - -
Batch size 32 32 - -

Learning rate (m) 2e-5 1e-4 2e-3 2e-3
Dropout (m) 0 0 0.5 0.1
Weight decay 1e-4 1e-4 1e-3 1e-3

A.3 LEARNING WITH A SIGNALE MODALITY

We show the unimodal classification results from different unimodal backbones on text-image
datasets in the following Table 8.

Table 8: Unimodal classification performance with different backbones on Food101 and N24News.

Dataset Backbone Food101 N24News

Image ViT 73.1±0.2 54.1±0.2

Text BERT 86.8±0.2 -

Heading BERT - 72.1±0.2

RoBERTa - 71.8±0.2

Caption BERT - 72.7±0.3

RoBERTa - 72.9±0.4

Abstract BERT - 78.3±0.3

RoBERTa - 79.7±0.2
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