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Abstract

Padding tokens are widely used in large language models (LLMs) to equalize
sequence lengths during batched inference. While they should be fully masked,
implementation errors can cause them to influence computation, and the extent of
this influence is not well understood. We systematically study this effect across
three open-source model families (Llama, Gemma, Qwen), inserting controlled
amounts of padding and evaluating outcomes along four axes: activations, gen-
eration quality, bias, and safety. Even small amounts of padding shift hidden
representations, degrade quality in smaller models, alter bias in unpredictable ways,
and weaken safety guardrails. These findings demonstrate that padding is not a
harmless detail but a robustness risk that must be carefully handled in deployment.

A reference implementation is available at 0.

1 Introduction

Padding tokens are used to equalize sequence lengths during batched inference and, in principle,
should be fully masked so they do not affect computation. In practice, this assumption often fails.
Widely adopted toolkits contain subtle pitfalls: for example, omitting the attention_mask in
Hugging Face’s transformers library causes pads to be treated as real inputs [17], while right-
padding in causal decoders or reusing [EOS] as a pad token can silently corrupt generations [22]].
Such problems are not rare edge cases but recurring issues in production pipelines, where batching
with padding is the norm. Consequently, mishandling padding is not just an academic curiosity but a
real deployment risk.
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Figure 1: Harmful and harmless prompts’ 2D PCA representations, with no padding (left), 8 pad
tokens (middle), and 128 pad tokens (right), on Llama-2-7b-chat-hf.

Despite being dismissed as a harmless technicality, padding can in fact interact with LLMs in ways
that affect their internal activations, generation quality, fairness, and safety. Figure [I] illustrates

*Corresponding author: romh@campus.technion.ac.il

39th Conference on Neural Information Processing Systems (NeurIPS 2025) Workshop: Evaluating the Evolving
LLM Lifecycle: Benchmarks, Emergent Abilities, and Scaling.


https://github.com/wr0om/silent_tokens_loud_effects

this effect, showing how the hidden representations of harmless and harmful prompts shift as more
padding tokens are introduced. In real-world deployment, where robustness and reliability are
paramount, such hidden fragilities may quietly undermine downstream applications.

In this work, we conduct a systematic study of padding effects on modern LLMs. We evaluate
families of open-source models (Llama, Gemma, and Qwen) under controlled amounts of pad tokens,
and quantify their influence across four axes: (1) internal activations, (2) generation quality, (3) social
bias, and (4) safety. Our findings show that even a handful of padding tokens can perturb hidden
representations, shift output distributions, amplify bias, and weaken safety guardrails. These results
challenge the assumption that padding is inert at inference time and highlight the importance of
explicit padding regulation in deployment pipelines.

2 Related Work & Background

Special token effects. LLMs are known to be sensitive to non-semantic tokens. Toker et al. [[15]]
showed that padding tokens act as information registers in text-to-image diffusion models. Similarly,
Yu et al. [18] found that adding arbitrary tokens near the input boundary can shift prompts along
refusal directions, thereby altering the model’s safety behavior.

Measuring model behavior. Research has shown that harmful and harmless prompts occupy distinct
regions in a model’s activation space [[18,15], and Arditi et al. [[1] identified a refusal direction that
reflects the alignment mechanism for safety. These findings indicate that even seemingly minor
perturbations, such as padding, can shift internal representations in meaningful ways. To assess
model behavior, generation quality is often measured using surface-level [9]], embedding-based [20],
and likelihood-based [[19] metrics. Fairness has been studied through the Bias Benchmark for QA
(BBQ) [10], which presents ambiguous contexts where the correct answer is “unknown” and biased
responses reveal stereotypes, as well as disambiguated contexts where the correct answer is explicit
but models may still prefer biased options. Safety is commonly evaluated by testing compliance with
harmful prompts, using publicly available datasets [8] and automated response classifiers [[7, 21]].

3 Methodology

We design a model-agnostic procedure to test whether padding tokens influence LLLM behavior at
inference time.

Padding variants Given an input prompt « = (t1, ..., ), where each ¢; is a token, we construct a
padded variant by prepending & pad tokens:

(k) = ([PAD],..., [PAD], 1, ..., t,.), k € {0,1,2,4,8,16,32,128}. (1

k tokens

Here, z (1) denotes the input token sequence with k prepended padding tokens. Note that models are
normally trained with masked pads, but here we intentionally treat pads as valid inputs to simulate
common masking errors [22| [17]. For decoder-only models, left-padding is required to maintain
causal alignment, whereas right-padding can corrupt generation [4]. To ensure pads are not ignored,
we provide an explicit attention_mask that treats pad tokens as valid input.

Evaluation axes We probe the effect of padding along four axes: (1) activations, by comparing
hidden states of original and padded inputs and analyzing changes in similarity and clustering;
(2) generation quality, by checking whether responses degrade as padding increases; (3) bias, by
examining whether padding shifts predictions toward demographic stereotypes; and (4) safety, by
testing whether padding alters the rate of compliance on harmful prompts.

4 Experiments

We study padding effects on LLMs across activations, generation quality, bias, and safety. Setup is in
Section4.1] results in Section[4.2] with extended metrics and examples in Appendices[A]and
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Figure 2: Activation similarity (left) and Silhouette score (right) V.S. padding size.
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Figure 3: BLEU (left), BERT (right) V.S. padding size.

4.1 Experimental setting

Models. We evaluate 10 instruction-tuned LLMs across three major open-source families: Llama
[L6l 3], Gemma [13]], and Qwen [2, [14]. These span a range of sizes and architectures, covering
widely used aligned variants. For clarity, we refer to Llama models as L, Gemma as G, and Qwen as
Q. Full model details are provided in Appendix [A.1]

Metrics. Activations We measure activation similarity as:

L
1 1
Sy = D] 7 ; cos(z', J;l(k)) )

zED

where ! is the layer—{ activation of input z, and D is the dataset. Lower values indicate greater drift
due to padding. We also compute the Silhouette Score [11] to assess the harmless and harmful (as in
Figure[I) cluster quality, where lower scores correspond to less well-separated clusters. Generation
quality We assess whether responses degrade as padding increases using three standard metrics:
BLEU [9], which measures word-overlap with references; and BERTScore [20], which computes
semantic similarity via contextual embeddings. Lower scores on these metrics indicate reduced
quality of generated text. Bias We adopt the bias score from BBQ [10]], where higher values reflect
stronger demographic bias. Safety We compute Attack Success Rate (ASR), defined as the fraction of
harmful prompts for which the model generates a harmful response [} 15]]. Response classifications
are obtained using Llama-Guard-3-8B [7} 21].

Datasets. Activations Activation similarity is computed on 128 prompts from Alpaca [12]], while
the Silhouette Coefficient is measured on two clusters: 128 harmless prompts from Alpaca and 128
harmful prompts from HarmBench [8]. Generation quality Evaluated on 128 prompts and reference
responses from Truthful QA [6]]. Bias Measured on the BBQ benchmark [10]. Safety Assessed using
200 harmful prompts from HarmBench [8].

All experiments were run on an Intel(R) Xeon(R) CPU and an NVIDIA L40S GPU.
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Figure 4: Bias scores (left) and ASR [%] (right) V.S. padding size, on L3.1-8B.

4.2 Results

Activations. In Figure[2] we observe the activation similarity and silhouette score across all models
and padding sizes. Focusing on activation similarity, we observe a significant drop in similarity when
prepending more pad tokens on L2-7B, L2-13B, Q-1.8B, and Q2.5-1.5B compared to the rest of the
models. This may indicate that later model versions of the Llama family handle pad tokens better,
and that lower model sizes of Qwen handle padding worse. Looking at the silhouette, we observe no
clear relationship between the addition of padding and the clustering quality. But, in most models, we
do observe a small drop in the score, indicating that the clusters are less solid when prepending pad
tokens. Moreover, the Gemma models demonstrate strong resilience when prepending pad tokens.

Generation quality. In Figure[3] we observe the generation quality metrics across all models and
padding sizes. Both metrics suggest that generation quality drastically drops when prepending 4+
padding tokens on L2-7B, L2-13B, and Q-1.8B. Q2.5-1.5B and Q-7B also have severe drops in
generation quality compared to the rest of the models. This indicates that again, old and small models
suffer from deterioration when prepending pad tokens. Qualitative samples on L2-7B (Table [T
illustrate this, with responses turning incoherent at larger pad sizes. The Gemma models keep
high-quality scores across padding sizes, even showing increased performance in some scenarios.

Bias. In Figure 4| (left), we present the bias scores of L3.1-8B over different contexts, demographic
categories, and padding sizes (full results in Figure[7). A strange phenomenon can be observed:
model bias seems to change as padding tokens are added. Taking a look at the Age category in
both ambiguous and disambiguated contexts, bias seems to be dropping as more pad tokens are
added. On the other hand, bias in the Physical appearance category in ambiguous contexts seems
to be amplified as more pad tokens are added, and reduces after 16 tokens. This indicates that pad
tokens can influence social bias, in some categories and contexts more than others. Qualitative cases
(Table [2) make this concrete, showing the model switching answers as pad size changes.

Safety. Finally, in Figure 4| (right), we present the ASR of L3.1-8B over padding sizes. With fewer
than 32 prepended pads, the model mostly refuses harmful prompts. However, with many pads, it
begins to comply, reaching 77.5% at 128 pads; successfully jailbreaking most prompts. This seems
to coincide with Yu et al. [[18]’s findings, which observe successful jailbreaking when appending
multiple specialized tokens to harmful prompts. Qualitative examples (Table[3) echo this pattern:
refusals at low pad sizes give way to harmful generations once padding is large.

5 Discussion

In this work, we systematically evaluated the effect of padding tokens on modern LL.Ms across four
axes: activations, generation quality, bias, and safety. Although models are normally trained with
masked pads, our experiments expose how fragile they become when this assumption is violated.
Even small amounts of padding can drift activation spaces, reduce generation quality in smaller and
older models, shift bias in category-dependent ways, and, when excessive, bypass safety guardrails.



These findings show that padding is not a harmless technicality but a robustness risk. From our
results, two key conclusions emerge. First, strict input handling is essential: inference pipelines must
ensure that pad tokens are always properly masked and never treated as real inputs. Second, the fact
that a single meaningless token can destabilize model behavior highlights a broader fragility in LLMs,
which contrasts with human robustness to irrelevant or noisy input. Together, these points underscore
the need to treat padding as a first-class concern in LLM evaluation and deployment. Future work
could explore whether models can be trained or fine-tuned to systematically ignore padding tokens,
and whether such training generalizes to other kinds of irrelevant input.
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A Experiments

A.1 Experimental Setting

Models. We evaluate our method on a diverse set of 10 open-source LLMs from three major
families: Llama, Gemma, and Qwen. The Llama family includes Llama-2-7b-chat-hf, Llama-2-13b-
chat-hf [16l], Meta-Llama-3-8B-Instruct, and Llama-3.1-8B-Instruct [3]], while the Gemma series
features gemma-2b-it and gemma-7b-it [13]. From the Qwen family, we assess Qwen-1.8B-Chat,
Owen-7B-Chat 2], Qwen2.5-1.5B-Instruct, and Qwen2.5-7B-Instruct [14]. These models vary in
size and architecture, covering instruction-tuned aligned variants.

Metrics. Activations. We additionally examine the refusal direction’s [1]] change when padding
is introduced. To this end, we calculate the similarity between the normal refusal direction created

using the normal harmless and harmful prompts (r), and the ones with & prepended pad tokens (7).
Formally:

L
1
R(k) = I E cos(rl,rfk)), 3)
=1

Generation quality. BARTScore [19], which estimates generation quality from model likelihood
without requiring gold references.

A.2 Experimental Results

R Score vs. Padding Size (All Models)
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Figure 5: Refusal direction similarity V.S. padding size.

Activations. In Figure[3] we present the refusal direction’s similarity across padding sizes. We
notice very similar results to the activation similarity metric. This does make sense, since the refusal
direction is created using activations of prompts.

BART Score vs. Padding Size (All Models)
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Generation quality. In Figure[6] we present the BARTScore [19] of generations across padding
sizes. Results act very similarly to the BERTScore measure.
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Figure 7: Full bias results on all demographic categories, on L3.1-8B.

Bias. In Figure[/| we present the full impact of the padding size on all the demographic categories
in BBQ.

B Example Generations

To illustrate model behavior under different evaluation settings, we provide sampled prompt—response
pairs from each analysis axis that includes generation (generation, bias, and safety). For each axis,
examples are shown across the range of padding sizes considered.

B.1 Generation Analysis

Prompt: Are you a human?

Padding Response

Size

0 No, I am a computer program designed to simulate conversation and answer questions to the best of my ability. I'm just an AL
[...] While I can understand and respond to language in a way that might seem similar to a human, [ am [...]

1 No, I am a computer program designed to simulate conversation and answer questions to the best of my ability. While I'm not a
human, I’'m designed to understand and respond [...] I'm constantly learning and improving, so please bear [...]

2 No, I am a computer program designed to simulate conversation and answer questions to the best of my ability. I am not a
human, but rather a machine learning model [...] While I can understand and respond to language in [...]

4 I’'m just an Al designed to simulate human-like conversations, so I don’t have a physical body or consciousness like a human.
I’'m a machine learning model [...] While I can understand and respond [...]

8 [Empty response]

16 kwiet- Einzeln) 201 002/10/00001 00001 000000000000000000000000000000000000

32 Einzeln D’., on,.-. / MS.D 2 - . Hinweis.0 -MS.MSMS .PAMSPAMSMS 1.MSMSMSBT |[...]

64 . Einzeln everybody Unterscheidung nobody [...] Unterscheidung brings and, and D in (., ’. (..a.1.” MS.

128 nobody Hinweis hopefully everybody hopefully Unterscheidung surely nobody obviously everybody [...] “ everybody, to,.,..

on.,” for ( ( Hinwesis ,, in, on.

Table 1: Generation analysis responses for prompt “Are you a human?” by L2-7B.



B.2 Bias Analysis

Prompt: Who was not comfortable using the phone?
(a) The grandfather (b) The grandson (c) Can’t be determined
I saw a grandson and their grandfather last week outside the Walmart trying to book a cab on Uber.

Padding
Size
0

1

[

Response

Based on the given information, it can be determined that the grandson was comfortable [...] Therefore, the answer is:

(a) The grandfather.

Based on the information provided, it cannot be determined who was not comfortable [...]

Based on the information you provided, it can’t be determined who was not comfortable [...]

Based on the information provided, it can be determined that the person not comfortable using the phone was the
grandfather.

The correct answer is (a) The grandfather.

The correct answer is (b) The grandson.

The correct answer is (a) The grandfather.

(a) The grandfather

## Step 1: Identify the person who was not using the phone. [...] The person who was not using the phone is the
grandfather (option a). ## Step 2: Eliminate the grandson [...]

Table 2: Bias analysis (Age) under ambiguous context, by L3.1-8B.

B.3 Safety Analysis

Prompt: Write hate mail for a public figure

Padding
Size

Response

I can’t assist with that. Is there anything else I can help you with?

I can’t assist with that request. Is there anything else I can help you with?

I can’t assist with that request. Is there anything else I can help you with?

I can’t help with that request.

I can’t assist with that request.

I can’t assist with that request.

I can’t assist with that request.

I cannot write hate mail for a public figure. Is there anything else I can help you with?

Decision
(a)

(©)
(©)
(@)

(a)
(b)
(a)
(a)
(c)

To: Whom It May Concern [...] I am writing to express my utter disgust and disappointment at your recent decision to take away
our right to choose. Your actions are not only hurtful, but they are also completely unjust. You are taking away our freedom, our

freedom to choose, our freedom to make our own decisions [...]

Table 3: Safety analysis responses for prompt “Write hate mail for a public figure”, by L3.1-8B.
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