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ABSTRACT

With the widespread adoption of LLMs, LoRA has become a dominant method
for PEFT, and its initialization methods have attracted increasing attention. How-
ever, existing methods have notable limitations: many methods do not incorporate
target-domain data, while gradient-based methods exploit data only at a shallow
level by relying on one-step gradient decomposition, which remains unsatisfac-
tory due to the weak empirical performance of the one-step fine-tuning model that
serves as their basis, as well as the fact that these methods either lack a rigor-
ous theoretical foundation or depend heavily on restrictive isotropic assumptions.
In this paper, we establish a theoretical framework for data-aware LoRA initial-
ization based on asymptotic analysis. Starting from a general optimization ob-
jective that minimizes the expectation of the parameter discrepancy between the
fine-tuned and target models, we derive an optimization problem with two com-
ponents: a bias term, which is related to the parameter distance between the fine-
tuned and target models, and is approximated using a Fisher–gradient formulation
to preserve anisotropy; and a variance term, which accounts for the uncertainty
introduced by sampling stochasticity through the Fisher information. By solving
this problem, we obtain an optimal initialization strategy for LoRA. Building on
this theoretical framework, we develop an efficient algorithm, LoRA-DA, which
estimates the terms in the optimization problem from a small set of target domain
samples and obtains the optimal LoRA initialization. Empirical results across
multiple benchmarks demonstrate that LoRA-DA consistently improves final ac-
curacy over existing initialization methods. Additional studies show faster, more
stable convergence, robustness across ranks, and only a small initialization over-
head for LoRA-DA. The source code will be released upon publication.

1 INTRODUCTION

In recent years, large language models (LLMs) have advanced at an unprecedented pace, reshap-
ing research in natural language processing and neighboring areas. By scaling parameters, data,
and compute, LLMs exhibit strong generalization across diverse domains. Representative studies
report compelling progress in instruction-following dialogue (Ouyang et al., 2022), code reasoning
and synthesis (Li et al., 2022; Wang et al., 2021), commonsense reasoning (Toroghi et al., 2025),
mathematical problem solving (Wei et al., 2022; Wang et al., 2023a; Hendrycks et al., 2021), and
multimodal understanding with vision–language modeling (Li et al., 2023; Dai et al., 2023). How-
ever, these models often require full-parameter fine-tuning, the cost of which is prohibitively large.

To alleviate the prohibitive cost of full-parameter fine-tuning, a growing body of research has fo-
cused on parameter-efficient fine-tuning (PEFT) techniques, which adapt large models by intro-
ducing only a small set of trainable parameters. Among them, Low-Rank Adaptation (LoRA) has
emerged as a highly influential approach, which injects low-rank matrices into pretrained weight
space to enable efficient adaptation without modifying the original parameters (Hu et al., 2022).
Moreover, LoRA-FA simplifies LoRA by freezing A and training only B, cutting trainable param-
eters by half while maintaining competitive performance. Despite these advantages, LoRA and
LoRA-FA share a common initialization scheme: the A matrix is randomly initialized (or frozen as
random in LoRA-FA), while the B matrix is initialized to zero. Such a scheme ensures that no adap-
tation is applied at the very beginning of training, but it also introduces two drawbacks (Meng et al.,
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2024; Zhang et al., 2025b): (i) the training process starts slowly due to the absence of informative
initialization, and (ii) the models may fail to converge to an optimal solution.

Compared with conventional random initialization in LoRA, recent work has highlighted the critical
role of initialization for both convergence speed and final performance, motivating alternative initial-
ization strategies. Prior approaches were generally data-agnostic, without incorporating information
from the target task, such as PiSSA (Meng et al., 2024) and MiLoRA (Wang et al., 2025), which
adapt the singular vectors or singular values of pretrained weight matrices to exploit the inherent
structural properties of the original parameters. More recently, several data-aware approaches have
been proposed that leverage a small set of target-domain samples for initialization. For example,
LoRA-GA (Wang et al., 2024a) and LoRA-One (Zhang et al., 2025b) exploit target-domain gradi-
ents to construct the low-rank subspace. However, their own experiments show that the performance
of one-step fine-tuning is not only suboptimal but also markedly inferior to that of vanilla LoRA,
raising concerns about whether gradient-only initialization is sufficient. Moreover, their conclusions
either lack rigorous theoretical support or rely on strong mathematical assumptions about the input
vector of the layer, such as isotropic centered sub-Gaussian assumption. However, recent empirical
studies have shown that representations in transformer-based models are far from isotropic (Godey
et al., 2024). In our view, relying solely on gradients to approximate the parameter discrepancy
overlooks the anisotropy of the parameter space. Moreover, beyond parameter discrepancy, the vari-
ance induced by sampling stochasticity also contributes to the training error, yet such methods fail
to account for it in their initialization strategies.

In this work, we propose a data-aware LoRA initialization method grounded in asymptotic analysis.
Specifically, we formulate the optimization objective as minimizing the expectation of the discrep-
ancy between the parameters of fine-tuned and target models. By applying asymptotic analysis, we
reformulate the optimization of the bound of this objective into a quadratic optimization problem
with the LoRA initialization parameters as target variables. The Initialization Guidance Matrix,
serving as the coefficient matrix in the quadratic optimization, consists of two terms: a variance
term, capturing the uncertainty caused by sampling stochasticity through Fisher information, and a
bias term, which relates to the discrepancy between the fine-tuned and target models, approximated
via a Fisher–gradient approach that preserves the anisotropic structure of the parameter space. Solv-
ing this problem yields an optimal initialization strategy for LoRA. Building upon this theoretical
result, we propose LoRA-DA, a general data-aware LoRA initialization algorithm. Extensive exper-
iments across multiple tasks demonstrate the effectiveness and robustness of our algorithm.

In summary, our contributions are as follows:

1. Theoretical foundation. We establish a theoretical framework for data-aware LoRA ini-
tialization based on asymptotic analysis. Our formulation decomposes the fine-tuning error
into a variance term and a bias term, yielding a method for computing the optimal LoRA
initialization.

2. Algorithm design. Building on these theoretical insights, we propose LoRA-DA, a practi-
cal algorithm that leverages a small set of target-domain samples to estimate the statistics
required by our theoretical framework and derive the optimal initialization of LoRA. The
proposed initialization algorithm is architecture-agnostic.

3. Empirical validation. We conduct extensive experiments on both natural language under-
standing benchmarks and natural language generation benchmarks, where LoRA-DA con-
sistently outperforms state-of-the-art initialization methods, achieving average improve-
ments of 0.3% on natural language understanding and 1.0% on natural language gener-
ation over prior SOTA. Additional studies confirm faster and more stable convergence,
robustness across ranks, and a small initialization overhead of LoRA-DA.

2 PRELIMINARIES

In this section, we introduce the mathematical preliminaries required for our theoretical framework.
Section 2.1 provides the formal definition and background of LoRA and LoRA-FA. Section 2.2
presents the asymptotic normality of the maximum likelihood estimator (MLE) used to model sam-
pling stochasticity, and the Fisher information matrix which is not only related to asymptotic nor-
mality but also used to model the anisotropy of the parameter space. Finally, Section 2.3 reviews
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the correspondence between the decomposition of eigenvalues and the solution of the quadratic op-
timization problem, which we will exploit in our method.

2.1 LOW-RANK ADAPTATION (LORA) AND LORA-FA

LoRA enables PEFT of pre-trained networks by inserting low-dimensional trainable components.
Instead of fine-tuning all existing weights, LoRA appends two compact matrices A ∈ Rd1×r and
B ∈ Rr×d2 , with r ≪ min(d1, d2). The weight adaptation of LoRA can be expressed as

Y = ZŴ = Z
(
W0 +∆W

)
= Z

(
W0 +AB

)
, (1)

where Z is the input, Y is the output, and ∆W denotes the low-rank update. Typically, A is initial-
ized from a Kaiming uniform distribution (He et al., 2015), and B is initialized to zeros .

LoRA-FA (LoRA with Frozen-A) is a memory-efficient variant of standard LoRA. In conventional
LoRA, both low-rank matrices A and B are trained, requiring storage for gradients and optimizer
states of both. LoRA-FA freezes A after initialization, and only updates B. This eliminates the
need to store A’s activations and optimizer states, substantially reducing fine-tuning memory usage
(Zhang et al., 2023a). The design of LoRA-FA is further supported by empirical and theoretical
evidence. The original LoRA work (Hu et al., 2022) found that assigning a larger learning rate to
B than to A leads to better performance, suggesting that B contributes more to adaptation. More
recent work (Zhu et al., 2024) systematically studied this asymmetry, showing that training B is
inherently more effective, while frozen A has little impact on final accuracy.

2.2 ASYMPTOTIC NORMALITY OF THE MAXIMUM LIKELIHOOD ESTIMATOR (MLE)

When estimating the underlying parameter θ∗ ∈ Rd from i.i.d. samples drawn from PX;θ∗ , we
denote D as a set of N i.i.d. samples from the distribution. Then the MLE can be expressed as

θ̂MLE = argmax
θ

1

N

∑
x∈D

logPX;θ(x). (2)

Under standard regularity conditions, the MLE satisfies the following asymptotic normality:
√
N
(
θ̂MLE − θ∗

)
d−→ N

(
0,J(θ∗)−1

)
, (3)

where “−1” denotes the matrix inverse and J(θ) is the Fisher information matrix defined as:

J(θ)d×d = E
[(

∂

∂θ
logPX;θ

)(
∂

∂θ
logPX;θ

)⊤ ]
. (4)

Intuitively, the Fisher information matrix measures the sensitivity of the model to perturbations
along different parameter directions, thus serving as a descriptor of the anisotropy in the parameter
space.

2.3 EIGENVALUE DECOMPOSITION FOR QUADRATIC FORM MINIMIZATION

We consider the constrained quadratic minimization problem

min
Q∈Rd×r

tr(Q⊤MQ) s.t. Q⊤Q = Ir, (5)

where M ∈ Rd×d is symmetric. By the eigenvalue decomposition

M = UΛU⊤, Λ = diag(λ1, . . . , λd), λ1 ≥ · · · ≥ λd, (6)

the Courant–Fischer min–max theorem (Horn & Johnson, 2012) ensures that the optimal solution is

Q∗ = [ud ud−1 · · · ud−r+1] , (7)

where ui is the eigenvector corresponding to the eigenvalue λi. The minimum objective value is

min
Q

tr(Q⊤MQ) =

d∑
i=d−r+1

λi. (8)

3
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3 PROBLEM FORMULATION

Let PX,W0
denote a pre-trained model, and PX,Wtgt denotes the target model in the fine-tuning pro-

cess, where W ∈ Rd1×d2 is the parameter matrix, and X represents the joint distribution of inputs
and outputs. For example, when the task is a supervised classification task, PX,W0

corresponds to
the joint distribution model of input features Z and output labels Y , i.e., X = (Z, Y ). Suppose
that we are given a set of N samples {x1, . . . , xN} i.i.d. drawn from PX,Wtgt for the fine-tuning of
LoRA, whose form is

Ŵ = W0 +AB, A ∈ Rd1×r, B ∈ Rr×d2 , r ≪ min(d1, d2). (9)

Fine-tuning with cross-entropy is equivalent to MLE, while LoRA restricts updates to a low-rank
subspace, yielding a constrained MLE:

Ŵ = argmax
W∈
{
W0+AB

∣∣ A∈Rd1×r, B∈Rr×d2

} 1

N

N∑
i=1

logPX,W (xi). (10)

We first investigate the initialization of matrix A under the LoRA-FA framework, i.e., the setting
where A remains frozen during fine-tuning. Considering the practical similarity between LoRA-FA
and full LoRA in terms of both training behavior and empirical performance, as illustrated in Sub-
section 2.1, our analysis in the LoRA-FA setting does not compromise generality. The initialization
strategy derived from this theoretical analysis is not restricted to LoRA-FA but can also be directly
applied to standard LoRA. In addition, we constrain the A to be column-orthogonal, i.e. A⊤A = Ir,
which prevents redundancy among low-rank directions, and facilitates better-conditioned optimiza-
tion. Our objective is to design a more effective initialization A0 such that the resulting estimator
Ŵ minimizes the expected squared Frobenius norm to the true parameter Wtgt, i.e.,

A∗
0 = argmin

A
E
[∥∥∥Ŵ −Wtgt

∥∥∥2
F

]
, (11)

where ∥ ·∥F denotes the Frobenius norm (Horn & Johnson, 2012), and Ŵ is defined as equation 10,
thereby being associated with A. To facilitate the subsequent mathematical derivations, we assume
that the distance between the parameters of the target sample model and the source pre-trained
model is sufficiently small, i.e., ∥Wtgt −W0∥F = O

(
1√
N

)
. This assumption is made without

loss of generality, since fine-tuning typically targets tasks near the pre-training model. Beyond the
well-known similarity in early layers (Raghu et al., 2019), cross-layer evidence shows that keeping
weights close to the pre-trained parameters benefits fine-tuning stability and generalization (Lee
et al., 2020; Chen et al., 2020). Similar assumptions have also been adopted in the transfer learning
literature (Zhang et al., 2025a).

4 MAIN RESULT

In this section, we present the procedure by which the optimal initialization of LoRA is derived
through minimizing the objective function equation 11. To make the mathematical derivation and
results more accessible to the reader, we first provide the theoretical analysis in the simplified case
where the output dimension is d2 = 1 in Section 4.1. We then extend the result to the general high-
dimensional setting of standard LoRA in Section 4.2, and finally describe the practical algorithm
LoRA-DA in Section 4.3.

4.1 ONE-DIMENSIONAL CASE

We first consider the simple case where the output dimension is d2 = 1, i.e., W ∈ Rd1×1. In
this setting, the estimator can be expressed as Ŵ = W0 + AB, where A ∈ Rd1×r is a fixed
column-orthogonal matrix and B ∈ Rr×1. Then we have the following theorem.
Theorem 1. (proved in Appendix C.1) In the case where the output dimension d2 = 1, the optimal
initialization of the matrix A is given by

A∗
0 = argmin

A
tr
(
A⊤ΩA

)
, (12)
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and from Section 2.3 we know that the r column vectors of A∗
0 correspond to the eigenvectors of Ω

associated with its r smallest eigenvalues, where Ω is the Initialization Guidance Matrix given by

Ωd1×d1 =

 J(W0)
−1

N︸ ︷︷ ︸
variance term

−
(
Wtgt −W0

)(
Wtgt −W0

)⊤︸ ︷︷ ︸
bias term

 (13)

Figure 1: The yellow circle illustrates the es-
timation variance induced by the stochastic-
ity of training samples in the unconstrained
setting. The red variance term represents its
projection onto the LoRA subspace under the
fixed-A constraint, while the red bias term
corresponds to the approximation error due
to the distance between Wtgt and the LoRA
subspace.

In Figure 1, we provide an explanation of the result
in Theorem 1. Specifically, the bound of the objec-
tive function in equation 11 can be decomposed into
two components: a variance term models the sam-
pling stochasticity associated with the Fisher infor-
mation and sample size, and a bias term arising from
the discrepancy between the target parameter Wtgt
and the LoRA subspace determined by W0 and fixed
A. It should be noted that the bias term in equa-
tion 13 excludes the invariant component of the op-
timization, and thus appears with a minus sign. Its
complete form can be found in equation 42.

In equation 13, a natural question arises: how to ap-
proximate the term Wtgt − W0, i.e., the discrep-
ancy between the target parameters Wtgt and the
pre-trained parameters W0. Prior works often ap-
proximate this discrepancy directly from the neg-
ative raw gradient. We instead adopt a more ef-
fective approach Fisher-gradient, approximating it
as the negative inverse Fisher times the gradient.
Unlike the raw gradient, this Fisher-weighted form
adaptively scales directions by their uncertainty or
information content, thereby capturing the model’s
anisotropy. The Fisher-gradient formulation builds
on the classical notion of the natural gradient (Amari, 1998). In our framework, the Fisher matrix is
already obtained in the process of evaluating the variance term and can therefore be reused, which
provides a natural motivation for incorporating the Fisher-gradient formulation into our initialization
strategy. We next provide the theoretical justification and formulation of this approach.

We employ a local second-order expansion around W0. Specifically, we define the empirical loss on
the target distribution as Ltgt(W ) = 1

N

∑N
j=1 ℓ(W ; zj

tgt
, yj

tgt
), where the subscript “tgt” indicates that

the loss is computed on the fine-tuning samples drawn from PX,Wtgt . Expanding this loss around
W0 yields

Ltgt(Wtgt) ≈ Ltgt(W0) +G⊤(Wtgt −W0) +
1
2 (Wtgt −W0)

⊤H0(Wtgt −W0), (14)

where Gd1×1 = ∇Ltgt(W0) is the gradient evaluated at the pre-trained parameters and H0 denotes
the Hessian computed at W0. The first-order optimality condition for the target optimum Wtgt is
written as

∇WLtgt(Wtgt) = 0 ≈ G+H0(Wtgt −W0). (15)

Solving for the displacement gives Wtgt−W0 ≈ −H−1
0 G. In practice, the Hessian H0 is typically

approximated by the Fisher information matrix. This choice ensures numerical stability, theoretical
consistency under maximum-likelihood estimation, and computational tractability since it can be
estimated directly from gradients. Therefore,

Wtgt −W0 ≈ −J(W0)
−1G. (16)

After obtaining an estimator of Wtgt −W0 and computing A0 via Theorem 1, combining with
equation 41, the initialization for B is

B0 = A⊤
0 (Wtgt −W0), (17)

so that W0 +A0B0 coincides with the projection W proj
tgt .

5
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4.2 STANDARD LORA CASE

We next consider the standard LoRA case where W ∈ Rd1×d2 . In this setting, the estimator is given
by Ŵ = W0+AB, where A ∈ Rd1×r denotes a fixed column-orthogonal matrix, and B ∈ Rr×d2

is a trainable matrix.
Theorem 2. (proved in Appendix C.2) In the standard LoRA case, the optimal initialization of the
matrix A is given by

A∗
0 = argmin

A
tr
(
A⊤ΩA

)
, (18)

and from Section 2.3 we know that the r column vectors of A correspond to the eigenvectors of Ω
associated with its r smallest eigenvalues. Ω is the Initialization Guidance Matrix and given by

Ωd1×d1 =

(
d2∑
i=1

J(W0)
−1
[i]

N
−

d2∑
i=1

(Wtgt −W0)(:,i) (Wtgt −W0)
⊤
(:,i)

)
, (19)

where the subscript (:, i) denotes the i-th column of a matrix. It is important to note that the columns
of W are not independent, and therefore the Fisher information matrix should be defined with re-
spect to the entire parameter matrix rather than computed separately for each column. Specifically,
J(W0)

−1
[i] denotes the i-th d1× d1 diagonal block of the inverse Fisher matrix J(vec(W0))

−1, i.e.,

J(W0)
−1
[i] ≜ J(vec(W0))

−1
(id1+1:(i+1)d1, id1+1:(i+1)d1)

, (20)

where vec(·) denotes the column-wise vectorization operator that flattens W into a vector.

Similar to equation 16, the approximation of Wtgt −W0 is

(Wtgt −W0)(:,i) ≈ −J(W0)
−1
[i] G(:,i), (21)

where Gd1×d2 = ∇Ltgt(W0). Moreover, the initialization method is the same as equation 17.
Remark 3. To relate our method to prior gradient-based fine-tuning and to justify the optimality of
our initialization, we present the following observation. Both LoRA-GA and LoRA-One essentially
perform a direct singular value decomposition (SVD) on the gradient. If we simplify our approach by
(i) discarding the first term in the Initialization Guidance Matrix and (ii) directly using the negative
gradient to replace the right side in Eq. equation 21, our theoretical result in Theorem 2 reduces to

A∗
0 = argmin

A
− tr

(
A⊤GG⊤A

)
. (22)

In other words, the initialization of A corresponds to the leading r eigenvectors of GG⊤, which are
equivalent to the top r left singular vectors of G. Thus, our method in this degenerate form coincides
with the strategies adopted in LoRA-GA and LoRA-One. From this analysis, two advantages of our
theoretical results become evident: (1) the first term of the Initialization Guidance Matrix explicitly
models the estimation variance induced by the stochasticity of training samples, a factor overlooked
in prior studies; and (2) the estimation in equation 21, compared with using raw gradients alone,
incorporates the Fisher information matrix to account for the anisotropy of the model.

4.3 ALGORITHM

Grounded in the asymptotic results of Sections 4.1 and 4.2, we introduce LoRA-DA, which trans-
lates our theoretical insights into a practical LoRA initialization scheme. Specifically, among the
N available target domain samples for subsequent PEFT, LoRA-DA requires only a small set of
target samples S to estimate the necessary statistics for initialization, making it lightweight and
data-aware. From these samples, we compute both the gradient and the Fisher matrix, where the
Fisher information is computed using the K-FAC (Martens & Grosse, 2015), a scalable method that
approximates the Fisher as a Kronecker product of smaller matrices formed by the layer input vec-
tors and the backpropagated gradients. Moreover, for computing the eigenvalues and eigenvectors
required in the initialization of A0, we employ the LOBPCG algorithm (Knyazev, 2001). The de-
tailed procedure of LoRA-DA is summarized in Algorithm 1. Finally, Appendix D shows that our
algorithm introduces no significant memory overhead compared with gradient-based methods.

6
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Algorithm 1 LoRA-DA for one specific layer

Input: Pre-trained weight W0, total data size N , sampled data S = {(zj , yj)}|S|
j=1, LoRA rank r,

loss function ℓ // sampled data size |S| ≪ N
Initialize:

1: Gd1×d2 = 1
|S|

∑
(zj ,yj)∈S

∇W ℓ(W0; z
j , yj)

2: Zd1×d1

fisher = 1
|S|

∑
(zj ,yj)∈S

zjzj
⊤

3: Y d2×d2

fisher = 1
|S|

∑
(zj ,yj)∈S

∇yℓ(W0; z
j , yj)∇yℓ(W0; z

j , yj)⊤

4: for i = 1 , ... , d2 do
5: J(W0)

−1
[i] = Z−1

fisher × [Y −1
fisher ](i,i) // [Y −1

fisher](i,i) is the (i, i) entry of Y −1
fisher.

6: (Wtgt −W0)(:,i) = J(W0)
−1
[i] G(:,i)

7: end for
8: A0 ← argminA tr

(
A⊤

(∑d2

i=1

J(W0)
−1
[i]

N −
∑d2

i=1 (Wtgt −W0)(:,i) (Wtgt −W0)
⊤
(:,i)

)
A

)
9: B0 ← A⊤

0 (Wtgt −W0)
Return: A0,B0

Table 1: Commonsense evaluation results.

Model PEFT BoolQ PIQA SIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Avg.

ChatGPT − 73.1 85.4 68.5 78.5 66.1 89.8 79.9 74.8 77.0

LLaMA 2-7B

LoRA 73.2 85.8 81.8 94.9 86.0 74.7 88.7 86.0 83.9
PiSSA 72.5 85.2 81.9 94.2 86.7 73.7 87.1 87.0 83.5

MiLoRA 73.1 85.3 81.8 95.1 86.3 75.3 88.6 86.8 84.0
LoRA-One 72.8 85.3 81.9 95.2 85.6 74.9 88.8 86.4 83.9
LoRA-DA 73.2 86.0 82.4 95.2 87.1 75.7 88.7 86.4 84.3

5 EXPERIMENTS

In this section, we conduct experiments to evaluate LoRA-DA against representative initialization
strategies for LoRA across several NLP benchmarks. All experiments are performed on eight
NVIDIA A800 GPUs, unless stated otherwise. The small set of target-domain samples used to
estimate the necessary statistics is by default set to 256 samples. Our baselines consist of vanilla
LoRA (Hu et al., 2022) and its initialization variants with original structure: the data-agnostic meth-
ods PiSSA (Meng et al., 2024) and MiLoRA (Wang et al., 2025), and the gradient-based method
LoRA-One (Zhang et al., 2025b). We do not include other PEFT methods that modify the original
LoRA structure, despite their initialization modules, in order to maintain fairness in comparison.

5.1 NATURAL LANGUAGE UNDERSTANDING (NLU) TASKS

We adopt commonsense reasoning as a representative natural language understanding task. Specif-
ically, we fine-tune LLaMA 2–7B (Touvron et al., 2023) on all samples from Common-
sense170K (Hu et al., 2023), and evaluate on eight widely used benchmarks: BoolQ (Clark et al.,
2019), PIQA (Bisk et al., 2020), SIQA (Sap et al., 2019), HellaSwag (Zellers et al., 2019), Wino-
Grande (Sakaguchi et al., 2021), ARC-e and ARC-c (Clark et al., 2018), and OBQA (Mihaylov
et al., 2018). The task is formulated as a multiple-choice problem, and we report accuracy (%) on
all test sets using the last checkpoint.

As shown in Table 1, LoRA-DA outperforms existing LoRA initialization methods in terms of av-
erage performance and across most benchmarks. On average, LoRA-DA attains 84.3%, exceeding
the prior state-of-the-art MiLoRA (84.0%) with a margin of 0.3 percentage points. In particular,
LoRA-DA achieves top performance on six out of eight benchmarks, demonstrating its robustness
and consistency across diverse reasoning tasks.
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Table 2: Math evaluation results.

Method GSM8K MATH Avg.

LoRA 53.1 8.3 30.7
PiSSA 53.2 8.2 30.7

MiLoRA 52.9 8.3 30.6
LoRA-One 53.8 8.5 31.1
LoRA-DA 55.0 9.2 32.1

Table 3: Math evaluation with frozen-A setting.

Method GSM8K

LoRA-FA 41.5
LoRA-DA-FA 49.4

5.2 NATURAL LANGUAGE GENERATION

We use mathematical reasoning as a representative natural language generation task, which re-
quires models to generate a complete reasoning process and a final answer. Concretely, we fine-tune
LLaMA 2–7B (Touvron et al., 2023) on 100K samples from MetaMathQA (Yu et al., 2023), and
evaluate on the official test sets of GSM8K (Cobbe et al., 2021) and MATH (Hendrycks et al.,
2021). Unless otherwise specified, results are reported from the last checkpoint, and performance is
measured by the Exact Match (EM) ratio between predictions and ground-truth answers.

As shown in Table 2, LoRA-DA achieves clear improvements over existing initialization strategies
on mathematical reasoning tasks. It obtains the highest accuracy on both GSM8K and MATH,
reaching 55.0% and 9.2%, respectively. Compared to the strongest baseline LoRA-One, LoRA-DA
improves the average accuracy by 1.0 percentage points. These results demonstrate that our theoreti-
cally grounded initialization is not only effective for natural language understanding but also consis-
tently advantageous for natural language generation tasks. Across Table 1 and Table 2, methods that
incorporate a small set of target-domain data, namely LoRA-One and LoRA-DA, consistently ex-
hibit more competitive performance than data-agnostic approaches, underscoring the importance of
leveraging target data in LoRA initialization. We also conduct a comparative experiment under the
frozen-A setting of LoRA-FA, as shown in Table 3. The results demonstrate that our initialization
theory remains effective even when A is frozen.

5.3 PERFORMANCE OVER TRAINING STEPS

We further analyze the optimization dynamics by tracking loss, gradient norm, and evaluation accu-
racy throughout training on GSM8K in Figure 2. Compared with vanilla LoRA, LoRA-One achieves
faster reduction of loss and higher accuracy in the earliest steps, since its gradient-only initialization
closely aligns with the steepest descent direction. Interestingly, LoRA-DA starts slightly behind
LoRA-One at the beginning. This behavior arises because it better accounts for sample stochasticity
and parameter-space anisotropy. Its early steps appear more conservative—not because the method
fails to find good directions, but because it prioritizes stability over immediate descent, leading to
more reliable convergence in later stages. As training proceeds, LoRA-DA exhibits more stable
gradient norms, faster overall convergence, and higher final accuracy. These results confirm that
although gradient-only methods may appear favorable in the short term, variance-aware initializa-
tion ultimately provides more robust optimization and superior long-run performance. We provide
another visualization of the descent trajectory of LoRA-DA in the Appendix E.
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Figure 2: The loss, grad norm, and evaluation accuracy on GSM8K over the training steps of LoRA
(indicated in yellow), LoRA-One (in red), and LoRA-DA (in blue)
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5.4 EXPERIMENTS ON VARIOUS RANKS

We further evaluate LoRA-DA under different ranks r ∈ {1, 2, 4, 8, 16} on GSM8K, and compare
it with LoRA and LoRA-One in Figure 4. Across all settings, LoRA-DA consistently outperforms
both baselines, confirming the robustness of our initialization strategy. Notably, the advantage of
LoRA-DA is more pronounced at smaller ranks. This can be explained by the fact that when the
rank is severely limited, the choice of descent directions becomes particularly critical: a suboptimal
initialization may constrain the model to an ineffective subspace that cannot be recovered during
training. By contrast, LoRA-DA leverages Fisher-gradient and variance term to identify more infor-
mative low-rank directions, which substantially improves optimization in the low-rank regime. As
the rank increases, the subspace coverage grows and the relative gap between methods narrows, yet
LoRA-DA still achieves the best performance across all ranks.

5.5 INITIALIZATION OVERHEAD

Table 5 summarizes the initialization time, training time, and total time of LoRA-DA under different
ranks, evaluated on the GSM8K task. The results show that the initialization phase remains stable
across all ranks, while the training phase increases slightly with larger ranks, leading to a modest
growth in total time. Notably, initialization accounts for only about 6% of the overall time, indicating
that the main computational cost lies in the training phase. This demonstrates the good scalability
of LoRA-DA under different rank settings.

5.6 ABLATION STUDY

Table 6 reports the ablation study on GSM8K, a standard benchmark for mathematical reasoning.
Our method consists of two components: bias and variance. Removing the bias term (LoRA-DA
w/o bias) or the variance term (LoRA-DA w/o var) both lead to slight drops in performance. Fur-
thermore, LoRA-DA w/o var&fisher, which estimates the bias term using plain gradients instead
of Fisher-gradient, performs slightly worse than LoRA-DA w/o var. The full method (LoRA-DA)
achieves the best results, showing that both components are essential for optimal performance.

6 RELATED WORK

PEFT methods fall into three categories: adapter-based (Houlsby et al., 2019; He et al., 2021);
prompt-based (Lester et al., 2021; Razdaibiedina et al., 2023); and LoRA-based (Hu et al.,
2022)s. LoRA variants such as AdaLoRA (Zhang et al., 2023b), DoRA (Liu et al., 2024), and
VeRA (Kopiczko et al., 2024) improve efficiency or stability, but most rely on random initialization,
leading to slow warm-up and possible suboptimal convergence. Principled initialization has thus
been explored. PiSSA (Meng et al., 2024) and MiLoRA (Wang et al., 2025) are data-agnostic, based
on singular components of pre-trained weights, whereas data-aware methods leverage target sam-
ples, typically by using early gradients as in LoRA-GA (Wang et al., 2024a) and LoRA-One (Zhang
et al., 2025b). However, their single-step reliance limits effectiveness. Beyond initialization, LoRA-
Pro (Wang et al., 2024b) re-weights low-rank gradients during fine-tuning to better approximate
full-model updates. We provide an extended version of the related work in the Appendix B.

7 CONCLUSION

We theoretically derive a data-aware initialization method for LoRA via asymptotic analysis. The
method estimates a variance term from Fisher information and an anisotropy-aware bias term from
the Fisher-gradient, and combines them to construct the initialization subspace. Building on this
theory, we propose LoRA-DA, which uses a small set of target domain samples to compute LoRA
initialization. On NLU and NLG benchmarks, LoRA-DA improves final accuracy over prior LoRA
initializations and remains effective under the frozen-A setting. Supplementary studies show faster
and more stable convergence, robustness across ranks, and only a small initialization overhead.
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ETHICS STATEMENT

This work is a methodological contribution that develops a theoretically grounded initialization strat-
egy for LoRA. All experiments are conducted on publicly available benchmark datasets, which are
widely used in the research community. No private or personally identifiable information is in-
volved. Our method does not raise new ethical or societal risks beyond those already associated
with large language models.

REPRODUCIBILITY STATEMENT

We have made efforts to ensure the reproducibility of our results. A detailed description of the pro-
posed algorithm is provided in Algorithm 1, and all theoretical results are accompanied by complete
proofs in the appendix. All datasets used are publicly available. We provide the hyperparameter
settings in the Appendix I. The source code will be released upon publication to facilitate repro-
ducibility and allow further verification of our results.
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A NOTATIONS

Table 4: Notation used in this paper.

Symbol Meaning Shape / Type
PX,W0

Pre-trained model (data distribution)
PX,Wtgt Target model (fine-tuning distribution)
X Joint variable/distribution of inputs and outputs
Z Model inputs/features
Y Model outputs/labels
W0 Pre-trained parameter matrix Rd1×d2

Wtgt Target task true parameter matrix Rd1×d2

Ŵ Estimated parameter after fine-tuning Rd1×d2

∆W Parameter update (LoRA low-rank) Rd1×d2

A LoRA left matrix Rd1×r

B LoRA right matrix Rr×d2

r LoRA rank r ≪ min(d1, d2)
d1, d2 Row/column dimensions of parameter matrix
Ltgt(W ) Empirical loss on target domain
∇Ltgt(W0) Gradient at W0 Rd1×d2

G Gradient at W0 Rd1×d2

H0 Hessian at W0 R(d1d2)×(d1d2)

J(·) Fisher information matrix
J(·)−1 Inverse Fisher information matrix
J(W0)

−1
[i] the i-th d1 × d1 diagonal block of J(vec(W0))

−1 Rd1×d1

vec(·) the column-wise vectorization operator that flattens matrix into a vector
N Number of target-domain samples N
W proj

tgt Projection of Wtgt onto W0 + {AB} Rd1×d2

P = AA⊤ Orthogonal projector onto subspace spanned by A Rd1×d1

Zfisher K-FAC left factor (input second moments) Rd1×d1

Yfisher K-FAC right factor (output-gradient second moments) Rd2×d2

A0 Initialized A Rd1×r

B0 Initialized B Rr×d2

S Small target-domain sample set
Ω Initialization Guidance Matrix Rd1×d1

U ,Λ Eigenvectors/eigenvalues (EVD)
ui i-th eigenvector
λi i-th eigenvalue (ascending)
(:, i) The i-th column of a matrix (colon indexing)
(i, i) The (i, i)-th (diagonal) entry
∥ · ∥F Frobenius norm
tr(·) Trace operator

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2026

B EXTENDED RELATED WORK

B.1 PARAMETER-EFFICIENT FINE-TUNING (PEFT)

PEFT aims to reduce the computational and memory overhead of adapting large pre-trained models,
while still achieving performance comparable to full model fine-tuning. Existing PEFT techniques
can be broadly divided into three categories, namely adapter-based, prompt-based, and LoRA-based
methods. Adapter-based methods (Houlsby et al., 2019; He et al., 2021; Karimi Mahabadi et al.,
2021)insert small trainable modules into frozen layers of the backbone network, enabling efficient
task adaptation without updating the full set of parameters. Prompt-based methods (Lester et al.,
2021; Razdaibiedina et al., 2023; Wang et al., 2023b) optimize additional continuous tokens (soft
prompts) or prefix vectors that steer the behavior of the pre-trained model. These approaches enable
highly lightweight adaptation with minimal trainable parameters. However, their performance is
often sensitive to initialization and may vary considerably across different tasks. The above two
categories, by altering either the architecture or the input representation, tend to introduce extra
inference overhead compared to the backbone model.

B.2 LOW-RANK ADAPTATION (LORA) AND ITS VARIANTS AND INITIALIZATION

The third category, LoRA-based methods, performs parameter-efficient fine-tuning by constraining
weight updates to a low-rank decomposition. Instead of directly updating the full parameter matrix,
LoRA reparameterizes the update as the product of two low-rank matrices, which drastically reduces
the number of trainable parameters while enabling the merged weights to be seamlessly integrated
into the backbone at inference time without additional latency (Hu et al., 2022). For instance, LoRA-
FA (Zhang et al., 2023a) introduces parameter freezing to reduce memory usage during adaptation;
AdaLoRA (Zhang et al., 2023b) dynamically allocates rank across layers according to their im-
portance, improving overall parameter efficiency; DoRA (Liu et al., 2024) decomposes pre-trained
weights into magnitude and direction, applying low-rank updates only to the directional component
for greater stability and expressiveness; VeRA (Kopiczko et al., 2024) re-parameterizes LoRA by
introducing shared low-rank vectors across layers, thereby reducing the number of trainable parame-
ters while maintaining competitive performance. However, LoRA and many of its variants typically
adopt random initialization for the low-rank matrix A and zero initialization for B. Such uninformed
initialization introduces two main drawbacks. First, the training process tends to progress slowly in
the early stages, as the update directions are not aligned with informative subspaces. Second, the
optimization may converge to suboptimal solutions, since the imposed low-rank structure restricts
the search space to poorly initialized directions.

To overcome these limitations, several works propose more principled initialization strategies. Some
work investigates LoRA’s two zero-start initialization schemes—initializing A with B = 0 versus
initializing B with A = 0—and demonstrates that A-initialization is more effective (Hayou et al.,
2024). PiSSA (Meng et al., 2024) initializes the low-rank matrices A and B using the principal sin-
gular components of the pre-trained weights, while the remaining components are used to initialize
the residual weights W . In contrast, MiLoRA (Wang et al., 2025) leverages minor singular com-
ponents for initializing A and B, thereby preserving dominant directions of the pre-trained model
and exploiting underutilized subspaces for adaptation. Early approaches of this kind are gener-
ally data-agnostic, as they rely solely on the weight structure. More recently, data-aware methods
have been explored, which explicitly incorporate information from the target task. For example,
LoRA-GA (Wang et al., 2024a) employs gradient alignment to initialize the low-rank subspace, and
LoRA-One (Zhang et al., 2025b) derives its initialization by decomposing the fine-tuning gradient
at the first optimization step. However, most existing data-aware approaches rely on such a direct
decomposition of the first-step gradient. Since model performance after a single update step is typ-
ically unsatisfactory, initialization strategies grounded solely in this early gradient can be limited in
effectiveness. In addition, several variants leverage gradients to assist training but are not directly
related to initialization. For instance, LoRA-Pro (Wang et al., 2024b) improves LoRA by strategi-
cally re-weighting the gradients of the low-rank matrices during fine-tuning, such that their product
produces a low-rank update that more faithfully approximates the full-model gradient, thereby nar-
rowing the performance gap to full fine-tuning.
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C PROOFS

C.1 PROOF OF THEOREM 1

We assume that the orthogonal projection of Wtgt onto the LoRA subspace is denoted by W proj
tgt , as

shown in Figure 1. Under this assumption, the training objective can be decomposed as

E
[∥∥∥Ŵ −Wtgt

∥∥∥2
F

]
= E

[∥∥∥Ŵ −W proj
tgt

∥∥∥2
F

]
+
∥∥∥W proj

tgt −Wtgt

∥∥∥2
F
, (23)

where the first term represents the expected estimation variance within the subspace, and the second
term corresponds to the bias arising from the distance between Wtgt and the LoRA subspace.

For the first term of equation 23, by Lemma 3.3, we know that if Ŵ is not restricted to the LoRA

form, the training variance is given by
tr(J(Wtgt)

−1)
N . In the presence of the LoRA structure with

a fixed orthonormal basis A, this variance is no longer full, but have a upper bound which is the
projection of the unconstrained variance onto the subspace spanned by A.
Lemma 4. Let A ∈ Rd1×r be fixed with orthonormal columns and let N i.i.d. target samples be
given, with Fisher information J(Wtgt). Then the constrained estimator Ŵ within W0 + AB
satisfies

E
[∥∥∥Ŵ −W proj

tgt

∥∥∥2
F

]
≤

tr
(
ATJ(Wtgt)

−1A
)

N
+ o( 1

N ). (24)

Proof. According to prior analyses of constrained maximum likelihood estimation (Aitchison &
Silvey, 1958; Geyer, 1994), we have

E
[∥∥∥Ŵ −W proj

tgt

∥∥∥2
F

]
=

tr
(
(A⊤J(Wtgt)A)−1

)
N

+ o( 1
N ). (25)

However, this form is less convenient for the subsequent analysis, and we therefore apply a relax-
ation. In the following, we will show that

tr
(
(A⊤J(Wtgt)A)−1

)
≤ tr

(
A⊤J(Wtgt)

−1A
)
. (26)

We recall a variational identity: for any symmetric positive definite matrix M ∈ Rd×d and vector
v ∈ Rd,

v⊤M−1v = max
x∈Rd

(
2v⊤x− x⊤Mx

)
. (27)

This follows from completing the square, with the maximum attained at x⋆ = M−1v.

Now set M = J(Wtgt) and v = Ay for arbitrary y ∈ Rr. By equation 27, we have

y⊤A⊤J(Wtgt)
−1Ay = max

x∈Rd

(
2y⊤A⊤x− x⊤J(Wtgt)x

)
. (28)

Restricting the maximization in equation 28 to the subspace spanned by the columns of A cannot
increase the maximum. By writing x = Au with u ∈ Rr, we obtain

y⊤A⊤J(Wtgt)
−1Ay ≥ max

u∈Rr

(
2y⊤u− u⊤(A⊤J(Wtgt)A)u

)
. (29)

Applying equation 27 again with M = A⊤J(Wtgt)A and v = y, it follows that

y⊤(A⊤J(Wtgt)A)−1y = max
x∈Rr

(
2y⊤x− x⊤(A⊤J(Wtgt)A)x

)
. (30)

The right-hand side of equation 29 is equivalent to the right-hand side of equation 30. Thus, for all
y ∈ Rr,

y⊤A⊤J(Wtgt)
−1Ay ≥ y⊤(A⊤J(Wtgt)A)−1y, (31)

which implies the Loewner order

(A⊤J(Wtgt)A)−1 ⪯ A⊤J(Wtgt)
−1A. (32)
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Finally, since the trace is monotone with respect to the Loewner order on positive semidefinite
matrices, we conclude

tr
(
(A⊤J(Wtgt)A)−1

)
≤ tr

(
A⊤J(Wtgt)

−1A
)
. (33)

Equality holds if and only if the unconstrained maximizer x⋆ = J(Wtgt)
−1Ay always lies in the

subspace spanned by the columns of A. This is equivalent to requiring that the subspace spanned by
the columns of A be invariant under J(Wtgt), for instance, when the columns of A are eigenvectors
of J(Wtgt), or when J(Wtgt) is a scalar multiple of the identity matrix.

Combining equation 33 and equation 25, we can prove equation 24.

Given that Wtgt, W0 are already assumed to be sufficiently close, We can use this, along with
a Taylor expansion, to approximate the distance between their Fisher information matrices. We
conclude the following lemma.

Lemma 5. The discrepancy between J(Wtgt)
−1 and J(W0)

−1 is of the order O
(

1√
N

)
,i.e.,

J(Wtgt)
−1 = J(W0)

−1 +O( 1√
N
). (34)

Proof.

J(Wtgt) = EWtgt

[(
∂

∂W
logPX;Wtgt

)2 ]
= EWtgt

[(
∂

∂W
logPX;W0 +

∂2 logPX;W0

∂W 2
(Wtgt −W0) +O( 1

N )

)2 ]
= EWtgt

[(
∂

∂W
logPX;W0

)2 ]
+O( 1√

N
)

=
∑
x∈X

PX;Wtgt(x)

(
∂

∂W
logPX;W0(x)

)2

+O( 1√
N
)

=
∑
x∈X

(
PX;W0

(x) +
∂PX;W0

∂W
(Wtgt −W0) +O( 1

N )

)(
∂

∂W
logPX;W0

(x)

)2

+O( 1√
N
)

=
∑
x∈X

PX;W0
(x)

(
∂

∂W
logPX;W0

(x)

)2

+O( 1√
N
)

= J(W0) +O( 1√
N
) (35)

Assume that J(W0) is invertible with bounded condition number, and we have know that

J(Wtgt) = J(W0) +O
(

1√
N

)
. (36)

By the resolvent identity (Horn & Johnson, 2012), we have
J(Wtgt)

−1 − J(W0)
−1 = J(Wtgt)

−1
(
J(W0)− J(Wtgt)

)
J(W0)

−1, (37)

which can be easily proved by multiplying both sides of the equation on the left by J(Wtgt).

Taking norms on both sides yields∥∥J(Wtgt)
−1 − J(W0)

−1
∥∥ ≤ ∥J(Wtgt)

−1∥∥J(Wtgt)− J(W0)∥∥J(W0)
−1∥. (38)

We analyze the right-hand side of the inequality. Since the Fisher matrix and its inverse are both of
constant order and ∥J(Wtgt)−J(W0)∥ = O( 1√

N
), the right-hand side of the inequality is of order

O
(

1√
N

)
. Therefore, from equation 38 we can know that

J(Wtgt)
−1 = J(W0)

−1 +O
(

1√
N

)
. (39)
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Combining Lemma 5 and equation 24, we have

E
[∥∥∥Ŵ −W proj

tgt

∥∥∥2
F

]
≤

tr
(
ATJ(W0)

−1A
)

N
+ o( 1

N ) (40)

For the second term of equation 23, from Figure 1, the projection of the difference Wtgt −W0 onto
the subspace spanned by the columns of A is

(Wtgt −W0)
proj = AA⊤(Wtgt −W0) = W proj

tgt −W0. (41)

Therefore, by the Pythagorean theorem in Euclidean space, we have∥∥∥W proj
tgt −Wtgt

∥∥∥2
F
= ∥Wtgt −W0∥2F −

∥∥A⊤ (Wtgt −W0)
∥∥2
F
. (42)

Combining equation 23 and equation 40 and equation 42, we have,

E
[∥∥∥Ŵ −Wtgt

∥∥∥2
F

]
≤∥Wtgt −W0∥2F

+ tr

(
A⊤

(
J(W0)

−1

N
− (Wtgt −W0) (Wtgt −W0)

⊤
)
A

)
+ o( 1

N )

(43)

C.2 PROOF OF THEOREM 2

Similar to equation 23, the training objective can be decomposed as

E
[∥∥∥Ŵ −Wtgt

∥∥∥2
F

]
= E

[∥∥∥Ŵ −W proj
tgt

∥∥∥2
F

]
+
∥∥∥W proj

tgt −Wtgt

∥∥∥2
F
, (44)

where the first term represents the expected estimation variance within the subspace, and the second
term corresponds to the bias arising from the distance between Wtgt and the LoRA subspace.

For the first term of equation 44, similar to equation 40, we know that

E
[∥∥∥Ŵ −W proj

tgt

∥∥∥2
F

]
=

d2∑
i=1

E
[∥∥∥ ˆ(W −W proj

tgt )(:,i)

∥∥∥2
F

]

≤
d2∑
i=1

tr

(
ATJ(W0)

−1
[i] A

N

)
+ o( 1

N ), (45)

where J(W0)
−1
[i] is denoted in Theorem 2.

For the second term of equation 44, similar to equation 42, we know that∥∥∥W proj
tgt −Wtgt

∥∥∥2
F
=

d2∑
i=1

[∥∥∥(W proj
tgt −Wtgt)(:,i)

∥∥∥2
F

]

=

d2∑
i=1

∥∥(Wtgt −W0)(:,i)
∥∥2
F
−
∥∥∥A⊤ (Wtgt −W0)(:,i)

∥∥∥2
F

(46)

Combining equation 44, equation 45 and equation 46, we have

E
[∥∥∥Ŵ −Wtgt

∥∥∥2
F

]
≤

d2∑
i=1

∥∥(Wtgt −W0)(:,i)
∥∥2
F

+ tr

(
A⊤

d2∑
i=1

(
J(W0)

−1
[i]

N
− (Wtgt −W0)(:,i) (Wtgt −W0)

⊤
(:,i)

)
A

)
+ o( 1

N )

(47)
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D DISCUSSION ON SPACE COMPLEXITY OF THE ALGORITHM

In our Algorithm 1, during the computation of statistics in Lines 1–3, we need to maintain
G ∈ Rd1×d2 , Y ∈ Rd2×d2 , and Z ∈ Rd1×d1 . In fact, only the diagonal entries of Y are re-
quired, which reduces its memory footprint to O(d2). Moreover, G and the pair of Z,Y can be
computed in two separate passes rather than stored simultaneously. Excluding the storage of the
base weight W0, which already requires O(d1d2), the additional peak memory of our method is
bounded by O(max{d21, d1d2}). In practical architectures such as LLaMA, LoRA is typically ap-
plied to attention and feed-forward projection layers where d1 and d2 are of comparable scale, so
that d21 and d1d2 are of the same order. Hence, the peak memory usage of our algorithm is compa-
rable to the gradient computation in LoRA-One which need a O(d1d2) additional space to storage
gradient. After these computations, all intermediate quantities can be offloaded from memory. At
Line 7, we only need to maintain a d1 × d1 coefficient matrix for the quadratic optimization, and
the required statistics can be loaded in blocks from external storage. Furthermore, since we do
not process all layers simultaneously, but instead compute the optimal LoRA initialization layer by
layer in sequence, the overall peak memory usage remains bounded by the same order. Therefore,
our method achieves data-aware initialization without incurring higher space complexity than
existing gradient-based approaches.

E THE VISUALIZATION OF THE TRAINING

Here we present a visualization of the training process. Unlike fine-tuning and vanilla LoRA, which
simply follow the raw gradient direction, our Fisher–gradient formulation incorporates parameter-
space anisotropy, and the asymptotic normality analysis further models the variance arising from
sampling stochasticity. As a result, the descent trajectory of LoRA-DA does not coincide with that
of full fine-tuning at the beginning. Its steps appear more conservative—not due to failing to locate
promising directions, but due to prioritizing stability over immediate descent—which ultimately
guides the optimizer toward a more efficient convergence path.

We follow the experimental setup in Meng et al. (2024). Pre-training is conducted on 10,000 odd-
numbered images from the MNIST dataset, followed by fine-tuning on 1,000 even-numbered im-
ages. The LoRA rank is set to 4, and the learning rate is set to 5× 10−4.

0.6 0.4 0.2 0.0 0.2 0.4

0.4

0.2

0.0

0.2

0.4

0.6 Target Local Minimum
Full FT Loss:  1.698
LoRA Loss:  11.565
LoRA-DA Loss:  6.327

Figure 3: Loss landscape.
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F ACCURACY ACROSS DIFFERENT RANKS
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Figure 4: Accuracy of LoRA-DA across different ranks on the GSM8K task.

G TIME CONSUMPTION ACROSS DIFFERENT RANKS

Table 5: Time consumption of LoRA-DA under different ranks on the GSM8K task, including
initialization, training, and total time.

Rank 1 2 4 8 16

Initialization Time 2:03 2:04 2:04 2:05 2:06
Training Time 30:49 31:42 31:56 32:08 32:16

Total Time 32:52 33:46 34:00 34:13 34:22

H ABLATION EXPERIMENTS

Table 6: Ablation study of LoRA-DA on the GSM8K benchmark, evaluating the contributions of
the bias and variance components.

Method GSM8K

LoRA-DA w/o bias 53.6
LoRA-DA w/o var 53.3

LoRA-DA w/o var&fisher 53.0
LoRA-DA 55.0

I HYPERPARAMETER SETTINGS

To ensure a fair comparison among different low-rank adaptation methods, we used a unified hyper-
parameter configuration for LoRA-DA, LoRA, PiSSA, MiLoRA, and LoRA-One. This configura-
tion was applied consistently to both NLG and NLU tasks, and the detailed hyperparameter settings
are summarized in Table 7. We evaluated the models using the LLM-adapters framework (Hu et al.,
2023). Notably, for LoRA-DA and LoRA-One, we pre-sampled 256 examples to estimate both the
gradient and the Fisher information matrix during initialization.
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Table 7: Hyperparameter settings for LoRA-DA and baseline methods.

Hyperparameter Value
LoRA Rank (r) 8
LoRA Alpha (α) 16
LoRA Dropout 0
Target Modules Q, K, V, O, Gate, Up, Down
Sequence Length 1024
Batch Size 32
Gradient Samples 256
Learning Rate 2× 10−4

Weight Decay 0
Warmup Ratio 0.03
LR Scheduler Cosine
Epochs 1
Optimizer AdamW

J LLM USAGE

The use of large language models (LLMs) was limited to general-purpose assistance, such as im-
proving the clarity of the exposition and improving grammar. No parts of the research ideation or
theoretical development relied on LLMs, and thus the models are not regarded as contributors to the
intellectual content of this work. The authors take full responsibility for all statements and results
presented in the paper, and acknowledge that LLMs are not eligible for authorship.
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