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Abstract001

The evolution of text-to-image (T2I) generation002
techniques has brought new capability for in-003
formation visualization, and this advancement004
could have the potential to boost knowledge005
democratization and educational equity. In006
this paper, we envision these technologies as007
powerful tools to promote accessible healthcare008
knowledge education, which could not only009
serve the public but also more beneficial010
for communities in underserved regions and011
people with specific disabilities such as reading012
ability and attention limitations. We first013
explore how to harness recent T2I models014
to generate health knowledge flashcards,015
which are educational aids that aggregate016
knowledge with visually appealing and concise017
presentations in an image. Then, we curated a018
diverse and high quality healthcare knowledge019
flashcards datasets with 2034 samples from020
credible knowledge resources. We also021
validate the effectiveness of fine-tuning022
open-sourced models with our dataset to serve023
as a promising health flashcards generator.024
Our code is available at Anonymous Github:025
https://anonymous.4open.science/r/HealthCards026

1 Introduction027

Text-to-image (T2I) generation advancements,028

such as Stable Diffusion (Rombach et al., 2022),029

Flux (Labs, 2024), and GPT-4o (Hurst et al., 2024),030

have empowered users to create content with un-031

precedented aesthetic expression while offering032

fine-grained control and personalization. This great033

advancement also foster valuable applications in034

other domains, such as design ideation (Paananen035

et al., 2024), K12 Education (Ali et al., 2024) and036

Medicine (Mai et al., 2024).037

Notably, the recent model from OpenAI, GPT-038

4o-Image (OpenAI, 2025), which was first released039

in late March 2025, has sparked widespread global040

discussion and adoption for its unprecedented capa-041

bility to generate highly coherent and contextually042

relevant visual content from natural language in- 043

structions with remarkable detail fidelity and com- 044

positional accuracy (Yan et al., 2025; Cao et al., 045

2025). Among its global popularity, an eventful 046

and interesting application is “Ghibli-style images”, 047

a style inspired by the works of Studio Ghibli, char- 048

acterized by hand-drawn aesthetics, vibrant natural 049

landscapes, and emotionally rich characters. Users 050

simply provide text prompts describing scenes, peo- 051

ple, or concepts they want to visualize, and the 052

model generates images that faithfully capture the 053

distinctive Ghibli aesthetic—transforming ordinary 054

descriptions into dreamlike illustrations that evoke 055

the studio’s signature warmth and fantastical ele- 056

ments. Social media platforms like X and Insta- 057

gram have been flooded with Ghibli-style images, 058

across personal photos transformed into this aes- 059

thetic, creative memes, reimagined movie stills, 060

and entirely new fictional scenarios, highlighting 061

its viral appeal (Di Placido, 2025). 062

This global phenomenon could reveal a profound 063

public fascination with visually appealing, cus- 064

tomizable content that effectively carries both in- 065

formation and emotion. The widespread adoption 066

motivates us to explore more substantive applica- 067

tions: (1) Can we harness text-to-image generation 068

technology to create knowledge disseminators with 069

more educational value? And (2) How effectively 070

can privacy-friendly open-source models perform 071

in these educational contexts? 072

For these questions, in this work, we try to start 073

approaching it in the field of public health educa- 074

tion. As healthcare knowledge could sometimes 075

remain inaccessible due to its technical complex- 076

ity, especially for undereducated populations in 077

less developed regions and people with reading dis- 078

abilities all around the world (Shahid et al., 2022; 079

Gréaux et al., 2023). We expect this kind of new 080

technique could help popularize health knowledge 081

and promote equity in health education. 082

Following this line of thinking, which kind of 083
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Red blood cells (RBC) deliver oxygen from your lungs to your tissues and organs.

Your blood is made up of liquid and solids. The 
liquid part, called plasma, is made of water, 
salts, and protein. Over half of your blood is 
plasma. The solid part of your blood contains 
red blood cells, white blood cells, and platelets.

Red blood cells (RBC) deliver oxygen from your 
lungs to your tissues and organs. White blood 
cells (WBC) fight infection and are part of your 
immune system. Platelets help blood to clot 
when you have a cut or wound. Bone marrow, 
the spongy material inside your bones, makes 
new blood cells. Blood cells constantly die and 
your body makes new ones. Red blood cells 
live about 120 days, and … (omitted for brevity)

Knowledge Source Knowledge Points

Red blood cells (RBC) deliver 
oxygen from your lungs to your 
tissues and organs.

Title: Red Blood cells function

White blood cells (WBC) fight infection and are part of your immune system.

White blood cells (WBC) fight 
infection and are part of your 
immune system.

Title: White blood cells function

Platelets help blood to clot when 
you have a cut or wound.

Title: Platelets function

Topic: Functions of Blood 
Components

Pictorial Illustration

An anime character holding a glowing 
red orb with oxygen symbols floating 
around, dispersing towards abstract 

human silhouettes.

Small anime warrior characters with 
shields, standing in a glowing defensive 

pose against dark cloudy blobs.

Anime-style tiny characters weaving 
glowing threads across a skin cut to 

visually depict clot formation.

Figure 1: Samples of our HealthCards dataset illustrating diverse health topics with anime-style visualizations. The
cards feature structured layouts with clear topics, knowledge point headings, and corresponding visual illustrations
that effectively represent key health concepts in an accessible format. Below, a simplified data creation pipeline
demonstrates how credible health knowledge is extracted, converted into pictorial illustrations, and composed into
visually engaging educational content via a text-to-image generation model. These tiny cards carry our vision that
such automatic generation of educational flashcard-like knowledge presentations could serve as a new potential for
health knowledge democratization (offering more accessible and personalized health information for the public
with diverse backgrounds), education (stimulating learners to actively recall knowledge and make conceptual
connections), and beyond.

visual media with what designs are desired for this084

research and could be valuable for the community?085

After investigation, a classic learning tool, Flash-086

Cards (Wikipedia contributors, 2025; Logopsycom,087

2020) come to our vision. Flashcards are efficient088

learning tools that organize information in a way089

that prompts active recall and memorization. They090

present concise, focused content that can usually091

combine text with visual elements such as images092

and diagrams for better comprehension and reten-093

tion.094

Long recognized as an effective educational ap-095

proach, flashcard-based learning facilitates inde-096

pendent study and reinforces understanding of key097

concepts. This versatility makes flashcards widely098

adopted by educators, students, and parents across099

various disciplines (Santika et al., 2023; Tirtayani100

et al., 2017). For instance, flashcards are particu-101

larly effective in vocabulary learning, as demon-102

strated by educational tools like Duolingo(Teske,103

2017) and 4-pics-1-word(Fithriani, 2023), which 104

incorporate relevant or deliberately confusing im- 105

ages to aid topic retention (Loewen et al., 2019). 106

In healthcare education, flashcards are similarly 107

valuable. Tools like ANKI (Anki, 2025) are widely 108

used by medical students to create personalized 109

flashcards summarizing complex health knowledge 110

points, such as drug recommendations and pre- 111

cautions of disease. Studies show that these tools 112

enhance learning outcomes and knowledge reten- 113

tion (Lu et al., 2021; Harris et al., 2022). Building 114

on this foundation, we envision that automating the 115

design of flashcards using text-to-image generation 116

could further facilitate this process and democratize 117

healthcare knowledge, particularly for underserved 118

communities and individuals with reading disabili- 119

ties or attention limitations. 120

In this work, our contributions could be summa- 121

rized as follows: 122

(1) To the best of our knowledge, we are the first 123
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to systematically explore the potential of text-to-124

image generation models for creating educational125

health flashcards. We devise problem formulations126

and design customized pipelines, together with de-127

tailed evaluation methodologies for this task. This128

research is especially timely given the recent surge129

in interest around GPT-4o’s image generation capa-130

bilities and the viral spread of Ghibli-style imagery,131

demonstrating both the technical feasibility and132

public enthusiasm for engaging visual knowledge133

representation that could make complex healthcare134

knowledge more accessible to diverse populations.135

(2) We curated HealthCards, a high-quality136

health knowledge flashcard dataset comprising137

2,034 samples, each carefully selected and veri-138

fied by medical experts. This dataset encompasses139

diverse health topics sourced from credible health-140

care resources and features varied knowledge types,141

with differing numbers of knowledge points per142

sample. This diversity makes it a valuable resource143

for developing AI systems capable of generating144

accurate visual health education content.145

(3) Our extensive experiments reveal that open-146

source text-to-image models can be effectively fine-147

tuned with our dataset to generate high-quality148

health education flashcards. The performance is149

validated by detailed automatic metrics and human150

evaluation. Importantly, we identify an evenness151

bias among existing T2I models, where they prefer-152

entially generate an even number of subfigures for153

symmetrical visual aesthetics. Models fine-tuned154

with our dataset demonstrate significant mitigation155

of this bias and achieve precise subfigure gener-156

ation that accurately follows the content require-157

ment.158

2 Related Works159

2.1 Text-to-image Generation160

Text-to-image (T2I) generation techniques have161

achieved unprecedented progress in recent years162

through pioneering works like Stable Diffu-163

sion(Rombach et al., 2022) series, FLUX(Labs,164

2024) series, DALLE (Ramesh et al., 2021), Mid-165

journey and the more recent GPT-4o-Image (Hurst166

et al., 2024). Research efforts have focused on167

enhancing and evaluating T2I models across mul-168

tiple dimensions, including visual-textual align-169

ment (Huang et al., 2025), variability (Tang et al.,170

2024), generalizability (Cao et al., 2024), and spe-171

cialized capabilities such as text rendering (Zhao172

et al., 2025) and scientific knowledge alignment (Li173

et al., 2025). These advancements have enabled 174

valuable healthcare applications, from visualizing 175

anatomical structures (Noel, 2024) and generat- 176

ing realistic surgical images (Nwoye et al., 2025) 177

to creating visual aids that bridge communication 178

gaps and enhance patient understanding of medical 179

conditions (Goparaju, 2024). 180

2.2 Visual aids for Health Education 181

Visual aids are critical in health education, enhanc- 182

ing understanding and retention, particularly for 183

individuals with low literacy. Studies show that 184

visual aids improve health literacy, medication ad- 185

herence, and comprehension (Mbanda et al., 2021). 186

The AHRQ (Agency for Healthcare Research and 187

Quality, 2020) recommends visuals to simplify 188

complex information, such as using graphics to clar- 189

ify portion sizes or numerical data. A review (Lee 190

and Nathan-Roberts, 2021) confirms that visual 191

aids positively impact adherence, comprehension, 192

and recall when supplementing written or spoken 193

medical instructions. Additionally, visuals benefit 194

diverse demographics by enhancing accessibility, 195

with WebMD Ignite (Ignite, 2022) highlighting 196

how they promote health equity through inclusive 197

information. 198

Flashcards are widely used in medical educa- 199

tion for active recall and spaced repetition. Plat- 200

forms like Anki and Brainscape offer extensive 201

medical flashcard collections (Anki, n.d.; Brain- 202

scape, n.d.). Research demonstrates their effective- 203

ness, with studies showing improved engagement 204

and knowledge retention (Sun et al., 2021). 205

3 Problem Formulation 206

Drawing from real-world flashcard design princi- 207

ples (31Memorize, 2024) and multimedia learn- 208

ing (Mayer, 2005), we try to formalize our task 209

of HealthCards as a specialized text-to-image gen- 210

eration problem. Specifically, we model a health 211

flashcard HC as a structure with four components: 212

HC = (τ,K,Φ, I) (1) 213

where τ ∈ T denotes the topic of the flashcard as 214

text (e.g., “Prevention of Hypertension”). K = 215

{ki}mi=1 ⊂ K represents a knowledge set where 216

each element ki = (hi, ci, pi) ∈ H × C × P con- 217

sists of a concise heading hi ∈ H, a knowledge con- 218

tent ci ∈ C, and a pictorial illustration description 219

pi ∈ P for the knowledge point. Φ = ϕ(τ,K) con- 220

stitutes a synthesized generation prompt that guides 221
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a text-to-image generation model g : Φ → I in222

producing a healthcard image I = g(Φ) ∈ I. The223

symbolic representation described above is illus-224

trated in Figure 2(A).225

The generated health card image I is expected226

to satisfy the following properties:227

Property 1 (Text Rendering). Let T : I → 2V be228

a function that extracts all text elements from an229

image, where V is the set of all possible text strings.230

For any valid health card image I:231

T(I) = {τ} ∪ {hi | i ∈ {1, . . . ,m}} (2)232

That is, the rendered text must precisely consist of233

the topic τ and all knowledge headings {hi}mi=1.234

Property 2 (Subfigure Counting). Let |S(I)| de-235

note the number of subfigures in image I , and |K|236

denote the number of knowledge points. A valid237

health card image must satisfy:238

|S(I)| = |K| = m (3)239

ensuring the number of generated subfigures ex-240

actly matches the number of knowledge points re-241

quired.242

Property 3 (Subfigure Content Alignment). For243

a health card image I with m identified subfig-244

ures S(I) = {s1, s2, . . . , sm} and knowledge set245

K = {ki = (hi, ci, pi)}mi=1, there should exist a246

correspondence between subfigures and knowledge247

points such that each subfigure visually represents248

the content described in its corresponding picto-249

rial description. This visual-semantic alignment250

is necessary for effective knowledge presentation251

through the health flashcard.252

4 Healthcards Dataset253

4.1 Construction Pipeline254

We sourced public health knowledge from the NIH255

MedlinePlus website1, a public platform supported256

by the NIH that provides health information across257

various categories including Body Location, Dis-258

orders, Conditions, Diagnosis, Therapy, and De-259

mographic Groups. It serves as a credible health260

knowledge resource for the public. As of our data261

collection on April 5th, 2025, the platform con-262

tained 1,017 health topics. The website provides263

packed resources for research purposes and free264

public access.265

1https://medlineplus.gov/

Our construction pipeline can be formalized as a 266

sequence of transformations: 267

E
f(prompt1;E)−−−−−−−−→

extract
(τ,K)

ϕ(τ,K)−−−−−→
compose

Φ
g(Φ)−−−−−→

generate
I 268

where E represents the raw essay from Medline- 269

Plus, f is our knowledge extraction function im- 270

plemented using GPT-4o (Hurst et al., 2024) with 271

few-shot examples that produces the topic τ and 272

knowledge set K (the prompt 1 is presented in 273

Appendix Table 2). After that, ϕ(τ,K) synthe- 274

sizes these elements into a generation prompt Φ, a 275

demonstration of this process is shown below: 276

Prompt Composition: ϕ(τ,K) → Φ

Design a clean, 1:1 aspect-ratio health flashcard with
anime-style illustrations for {m} knowledge points.
Use a {layout type} layout ({description}). Each
sub-figure must contain a concise title and an illus-
tration cue, focusing on clarity, readability, and an
approachable style. Flashcard topic: "{τ}".

For each ki ∈ K (i = 1, . . . ,m):
Subfigure {i} ({position}): "{ki.h}"
- Illustration: {ki.p}.

277

The elements in {∗} denote the contents in knowl- 278

edge set K that is extracted by the previous step. m 279

is the number of knowledge points in the set. Those 280

in {∗} represent layout type (e.g. two-layer grid 281

layout), layout description (e.g. two above, two 282

below) and subfigure position (e.g. bottom left). 283

We provide some examples in Appendix Table 3. 284

Finally, g represents the text-to-image model 285

(specifically GPT-4o-Image) that leverages the 286

composed prompt Φ to generate a healthcard image 287

I . Through this process, we generated 2,693 im- 288

ages for our initial dataset, reserving 861 prompts 289

for testing purposes. 290

4.2 Experts Verification 291

Even though GPT-4o-Image has achieved unprece- 292

dented text-to-image generation capability and 293

could be the most powerful model at the time of this 294

manuscript submission, we observe that its perfor- 295

mance in generating HealthCards remains unstable. 296

We categorize some common shortcomings: incor- 297

rect layouts, inappropriate visual presentations, and 298

inaccurate medical knowledge. Examples of these 299

issues are provided in Appendix Figure 6. There- 300

fore, conducting meticulous quality reviews is cru- 301

cial to ensure high-quality data collection, which 302

can subsequently serve as a valuable fine-tuning 303

resource for local models. 304
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Figure 2: The Construction Procedure and Statistics of our HealthCards Dataset.

According to our problem formulation in Sec-305

tion 3, we need to manually review whether three306

properties (text rendering, Subfigure Counting, and307

Subfigure Content Alignment) are satisfied. For this308

purpose, two medical postgraduate students man-309

ually verified the generated images and provided310

next-action labels (Accept, Regenerate, Discard,311

Prompt Modification, CheckNeeded) for each im-312

age. After that, all the results were again reviewed313

by a senior doctor with PhD degree. All the an-314

notation procedures were performed on our spe-315

cially developed platform, as shown in Appendix316

Figure 7. We provide more detailed description317

such as instructions and usage of the platform in318

Appendix A. During this phase, a final number of319

2034 images has been verified which constitute our320

HealthCards dataset.321

4.3 Data Statistics322

Our HealthCards dataset demonstrates consider-323

able diversity across multiple dimensions. Figure 2324

(b1) illustrates the distribution of medical special-325

ties, encompassing 22 distinct categories, which326

collectively span most healthcare domains. Fig-327

ure 2 (b2) depicts the corresponding knowledge328

types (such as Treatment and Diagnosis) repre-329

sented within the dataset.330

In Figure 2 (b3), we present the distribution of331

knowledge points per sample, which ranges from 1332

to 6 points—a range sufficient for most healthcare333

educational contexts. Samples containing more334

knowledge points were strategically segmented to335

ensure all entries fall within this optimal range. 336

Figure 2 (b4) displays the token length distribu- 337

tion of pictorial illustrations per knowledge point, 338

with a maximum constraint of 77 tokens to main- 339

tain compatibility with standard text encoders (e.g., 340

CLIP (Radford et al., 2021)). 341

The distribution of composed text-to-image 342

prompts is shown in Figure 2 (b6), with lengths 343

carefully controlled to remain under 512 tokens, 344

ensuring compatibility with some text encoders 345

such as T5 (Raffel et al., 2020). Finally, we present 346

the character count distribution for each sample’s 347

rendered text in (b5), calculated as the combined 348

length of the topic and all associated headings, 349

which provides insight into the textual density of 350

our HealthCards. 351

5 Finetuning and Inference 352

Flow matching models based on diffusion trans- 353

former (DiT), such as Stable Diffusion 3.5 (Rom- 354

bach et al., 2022) and Flux (Labs, 2024), have sig- 355

nificantly outperformed traditional diffusion mod- 356

els in terms of prompt adherence, visual quality 357

and sampling speed. Based on these advantages, 358

we select this class of conditional Flow matching 359

models as a base model and describe its fine-tuning 360

and inference strategies2. 361

Training objective. We adopt conditional flow- 362

matching (CFM) (Lipman et al., 2022, 2024). For 363

2For these concepts, we provide a more comprehensive
recapitulation in the Appendix B.
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t∼U [0, 1], prompt y, and samples x0 ∼ p(· | y),364

x1∼q(· | y), the loss can be expressed as:365

LCFM(θ) = Et,x0,x1

[∥∥v t
θ (xt | y)− (x1 − x0)

∥∥2
2

]
366

where xt = (1 − t)x0 + t x1 and v t
θ is a neural367

velocity field with trainable parameters θ.368

Inference with classifier-free guidance (CFG).369

Following Zheng et al. (2023); Ho and Salimans370

(2022), during inference phase, conditional and371

unconditional velocities are linearly mixed:372

v̂ t
θ (x | y) = (1−ω) v t

θ (x | ∅)+ω v t
θ (x | y), ω ≥ 1,

(4)373

where ω is the guidance scale (ω = 1: no guidance;374

ω > 1: stronger adherence to y).375

6 Experiments376

6.1 Experiment and Evaluation Settings377

Aligned with our problem formulation in Section 3,378

the experiments were designed to evaluate each379

HealthCard image generated by a T2I model from380

the following aspects:381

(1) Text Rendering Score. We harness an OCR382

model (PaddleOCR V4 (Contributors, 2025)) to ex-383

tract all identifiable words and characters. Then, all384

words are first grouped according to their layout po-385

sitions, and in each group, they are reordered with386

human reading sequence (from left to right, from387

up to down). After that, we obtain all processed388

detected strings. They are compared with the ex-389

pected detected string, which is a set of Flashcard390

topic τ plus all subheadings h. Then, following the391

common practice of NLP, we compute the Word392

Error Rate (WER) and Character Error Rate (CER)393

for each paired detected string and ground truth394

string. We provide a more detailed explanation of395

this score in Appendix C.1.396

(2) Subfigure Counting Score. we measure397

whether the number of generated subfigures in a398

generated image aligns with the number of knowl-399

edge points for that case. For this purpose, we har-400

ness a powerful vision language model, Qwen2.5-401

VL-32B (Bai et al., 2025). It has an innate layout402

detection capability which is capable of this task403

without further training, and this helps reduce the404

risk of overfitting to a certain layout which could405

be unfair for some models. We compute the abso-406

lute subfigure count gap (Gap) and subfigure count407

error rate for this score. More details are illustrated408

in Appendix C.2.409

(3) Subfigure Alignmnet Score. We evaluate the 410

semantic alignment between each subfigure and 411

its corresponding pictorial illustration description. 412

This provides fine-grained assessment of content 413

representation quality. For this dimension, we em- 414

ploy CLIPScore (Hessel et al., 2021) and VQAS- 415

core (Lin et al., 2024) as measurement tools. Com- 416

prehensive evaluation procedures are detailed in 417

Appendix C.3. 418

General Scores: Beyond the three dimensions 419

directly addressing our problem formulation, we 420

also assess general image quality and aesthetic 421

properties using Q-align. We also computed the 422

global image and T2I prompt alignment score with 423

the VQAScore. (As token lengths of our T2I 424

prompts exceed 77, as reflected in Figure 2 (b6), 425

metrics like CLIPScore are not feasible here). 426

6.2 Implementation Details 427

All open-source models were trained and tested 428

on a server equipped with 2 H100 GPUs. The 429

code and annotation platform are available via the 430

anonymous link provided in the Abstract for further 431

details. Our experiments employed multiple state- 432

of-the-art models: Stable Diffusion 3.5 Medium & 433

Large (Rombach et al., 2022), FLUX.1-dev (Labs, 434

2024), Lumina (Qin et al., 2025), and HiDream- 435

I1-Full (HiDream-ai, 2025). All fine-tuning was 436

performed using LoRA (Hu et al., 2022) with rank 437

128 unless otherwise specified, trained for 10,000 438

steps with a batch size of 4. Classifier-free Guid- 439

ance scale was set to 5 during inference by default. 440

Commercial models including Flux.1 [Pro] (Black 441

Forest Labs, 2025), DALLE3 (Ramesh et al., 2021), 442

and GPT4o-Image (OpenAI, 2025) were accessed 443

through their official APIs. 444

6.3 Results 445

We present the quantitative results in Table 1 and 446

qualitative comparisons in Figure 5. GPT4o-Image 447

demonstrates superior performance in text render- 448

ing and Subfigure Alignment, yet exhibits a sig- 449

nificant limitation in accurately generating the re- 450

quested number of subfigures (approximately 14% 451

of total cases). As shown in Figure 5 (a-5), the 452

generated healthcard fails to match the expected 453

5 knowledge points. Further investigation reveals 454

an “Evenness Bias” in GPT4o-Image. The confu- 455

sion matrix in Figure 3 illustrates that subfigure 456

counting errors predominantly occur in healthcard 457

generation tasks with odd numbers of subfigures 458
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Model
Text Rendering Subfigure Counting Subfigure Alignment General

WER↓ CER↓ Gap↓ Error Rate↓ CLIPScores↑ VQAs↑ Aesthetic↑ Quality↑ VQA↑

DALLE3 0.827 0.603 0.552 0.387 0.236 0.705 3.520 4.568 0.786
SD3.5 Medium 1.044 0.794 0.626 0.474 0.221 0.696 3.103 3.966 0.761
SD3.5 Large 0.694 0.485 0.585 0.407 0.221 0.630 3.547 4.525 0.791
Lumina2.0 1.309 1.029 0.569 0.425 0.209 0.699 3.144 4.150 0.674
HiDream-I1 0.429 0.342 0.681 0.499 0.237 0.647 3.383 4.671 0.821
Flux.1[Dev] 0.640 0.529 0.352 0.348 0.251 0.758 3.533 4.674 0.785
Flux.1[Pro] 0.833 0.665 0.626 0.479 0.249 0.753 3.654 4.669 0.774
GPT4o-Image 0.067 0.052 0.143 0.141 0.270 0.903 3.357 4.527 0.838
SD3.5 Medium* 0.853 0.545 0.172 0.170 0.227 0.731 3.376 4.399 0.808
SD3.5 Large* 0.387 0.222 0.033 0.027 0.241 0.760 3.441 4.565 0.832
Lumina2.0* 1.140 0.915 0.511 0.442 0.211 0.741 3.395 4.444 0.590
HiDream-I1* 0.378 0.288 0.121 0.100 0.229 0.672 3.469 4.631 0.821
Flux.1[Dev]* 0.118 0.064 0.010 0.008 0.265 0.861 3.429 4.636 0.838

Table 1: Quantitative results on test prompts. *indicates models fine-tuned with our HeathCards dataset. Bold
indicates the best performance, and underlined the second-best.

(e.g., 3 and 5), with results often defaulting to even459

numbers (4 and 6). This suggests an inappropriate460

preference for visual symmetry at the expense of461

content accuracy. While this bias is also observed462

in the raw Flux.1[Dev] model (Figure 5 (c3 and463

c5)), our fine-tuned version significantly mitigates464

this issue. This could indicate the potential value465

of our dataset for improving healthcare educational466

materials, where accurate representation of medical467

knowledge points is critical for effective learning468

and patient education.469
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Figure 3: Confusion Matrices Comparing Expected and
Actual Number of Generated Subfigures. (a) Confusion
matrix for GPT-4o-Image, with red dotted boxes high-
lighting the evenness bias, where the model tends to
preferentially generate an even number of subfigures.
(b) Confusion matrix for Flux.1[Dev], fine-tuned on our
HealthCards dataset, demonstrating a significant reduc-
tion in confusion compared to GPT-4o-Image.

While all fine-tuned models significantly outper-470

form their raw counterparts, Flux.1[Dev] emerges471

as the most promising among all open-source mod-472

els evaluated. However, it still falls short in text473

rendering and subfigure alignment, as shown in474

Figure 4: The results of Human Evaluation Study

Table 1. To better understand human preferences 475

regarding these shortcomings and to assess the va- 476

lidity of our evaluation methods, we conducted a 477

human evaluation study. 478

6.4 Human Evaluation Results 479

To validate our automatic evaluation metrics and 480

gain deeper insights into model performance, we 481

conducted a comprehensive human evaluation 482

study with four participants who have backgrounds 483

in healthcare education. Each evaluator indepen- 484

dently assessed 90 images (30 distinct image pairs 485

from Flux.1[Dev], our fine-tuned Flux.1[Dev], and 486

GPT4o respectively). Participants rated each im- 487

age on a 5-point Likert scale (1=poor, 5=excellent) 488

across four dimensions: Text Readability, Layout 489

Organization, Text-Subfigure Alignment, and Over- 490

all Quality. Details are provided in Appendix D. 491

The results are shown in Figure 4. 492

GPT-4o-Image achieves better performance in 493
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Figure 5: Qualitative Demonstration of Our Models. The Healthcards shown are expected to include knowledge
points covering a range from 1 to 6, arranged sequentially from left to right. Results from three selected models
are presented: GPT-4o-Image (top row), fine-tuned Flux.1[Dev] using our dataset (middle row), and baseline
Flux.1[Dev] (bottom row). T2I prompts for these cases are provided in the Appendix Table 3.

Text Readability, Alignment, and Overall Quality,494

while fine-tuned Flux.1[Dev] shows significantly495

better results in Layout Organization. This aligns496

with our automatic evaluation outcomes in Table 1.497

Notably, our fine-tuned model achieves an average498

overall score of 4 (good), while its raw counterpart499

receives a negative overall score, demonstrating500

the value and effectiveness of fine-tuning on our501

dataset for real-world applications.502

We also examined how human evaluation corre-503

lates with our automatic metrics. The Spearman504

correlation between Text Readability and Word505

Accuracy and Character Accuracy are 0.526 and506

0.530 respectively (p<0.05). The Layout Organiza-507

tion score correlates with the accuracy of subfigure508

counting at 0.796 (p<0.001). The Text-Subfigure509

Alignment score correlates with CLIPScores at510

0.315 and with V QAs at 0.368 . The Overall As-511

sessment correlates with V QA at 0.337, with ac-512

curacy of subfigure count at 0.567 (p<0.01), and513

with word accuracy at 0.505 (p<0.01). These cor-514

relations reveal that subfigure count accuracy and515

word accuracy most strongly influence evaluators’516

overall impressions, highlighting the critical impor-517

tance of accurate text rendering and layout gener-518

ation in health educational materials. This aligns519

with intuitive human review patterns for knowledge520

cards—when evaluators notice incorrect knowl-521

edge point counts or inaccurate titles, they tend522

to assign lower scores without needing to examine 523

the image content in detail. This finding under- 524

scores the fundamental importance of structural 525

and textual accuracy as gatekeeping criteria in the 526

evaluation of educational health materials. 527

6.5 More experimental Explorations. 528

We provide more experimental explorations such 529

as different Lora ranks, data ratios, and guidance 530

scales in Appendix E. 531

7 Conclusion 532

We introduced HealthCards, the first comprehen- 533

sive exploration of text-to-image models for health- 534

care knowledge visualization through educational 535

flashcards. Our contributions include a high- 536

quality dataset of expert-verified healthcare flash- 537

cards sourced from credible medical knowledge 538

resources. We identified an "evenness bias" in cur- 539

rent models like GPT-4o-Image, where they prior- 540

itize visual symmetry over content accuracy, and 541

demonstrated that fine-tuning with our dataset ef- 542

fectively mitigates this issue while significantly im- 543

proving overall quality. Our experiments show that 544

fine-tuned open-source models can achieve good 545

ratings from healthcare educators, with particularly 546

strong improvements in layout organization and 547

subfigure counting accuracy. 548
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Limitations549

(1) Our current models still face challenges in550

highly specialized medical contexts, which is a551

limitation inherent to the foundational knowledge552

of the underlying models—a constraint that affects553

even GPT-4o-Image. These knowledge limitations554

led us to focus our initial application on public555

health education rather than specialized medical556

training. The models perform well in conveying557

general health concepts but may struggle with nu-558

anced medical terminology or highly technical con-559

cepts that require expert-level domain knowledge.560

(2) While our fine-tuned models successfully561

mitigate the evenness bias and demonstrate signif-562

icant improvements, they still fall short of GPT-563

4o-Image in text rendering and content alignment.564

At the time of this submission, the architecture,565

parameters, and methodologies behind GPT-4o-566

Image remain undisclosed, creating uncertainty for567

our alignment efforts. GPT-4o-Image may employ568

fundamentally different approaches such as autore-569

gressive generation or agent-based systems, which570

could explain the performance gap and present chal-571

lenges for future improvements using purely open-572

source methods.573

(3) As pioneers in this emerging research area,574

we were unable to conduct long-term educational575

effectiveness studies within our project timeline.576

While our human evaluations with healthcare edu-577

cators provide valuable initial validation, more ex-578

tensive studies on knowledge retention and learning579

outcomes with diverse learner populations would580

strengthen claims about educational benefits. We581

plan to release our weights and dataset after the582

anonymous review period, enabling interested com-583

munities to conduct educational trials in various584

domains and contribute to this promising research585

direction.586
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A Dataset Construction and Annotation814

Process815

In this section, we provide more details about our816

dataset construction and annotation Process. We817

present prompt 1 in box 2, which guides the LLM818

f to perform knowledge extraction from essays, as819

described in 4.1.820

Prompt 1 (for Knowledge Extraction)

You are a helpful health education assis-
tant. Your task is to extract ALL knowledge
points from the provided context and orga-
nize them into appropriate health flashcards.
For each knowledge point: 1. Extract the
original content from the text. 2. Assign
a concise but descriptive title. 3. Create
a brief description for an illustration that
would help visualize the concept.
Focus on extracting knowledge related to: -
Symptoms - Causes - Treatments - Preven-
tion methods - Diagnostic procedures - Risk
factors - Complications - Any other health
relevant information
Guidelines: - Extract ALL knowledge
points present in the text, being comprehen-
sive - Group related knowledge points under
appropriate topics - The content should be
directly from the original text - do not infer
or add information - If the context lacks use-
ful information (e.g., only contains external
links), you may return an empty list - Make
titles concise but informative, including key
information - For each knowledge point, in-
clude an illustration description that would
help visualize the concept
Here’s an example of the expected format:
{example1} {example2}
Now, extract ALL knowledge points from
the following context and organize them
into appropriate Health FlashCards:

821

Table 2: prompt 1 used for extracting knowledge from
healthcare essays.

After structured knowledge points being ex-822

tracted, we assemble them into text-to-image gen-823

eration prompts. This composing process has been824

defined as ϕ in Section 4.1. Here we provide some825

complete examples in Table 3. Note that the maxi-826

mum length is controlled below 512 tokens.827

After all the T2I prompts has been prepared, we828

fed them into GPT-4o-Image for healthcard im-829

age generation. Following which we performed 830

a dataset review with experts on our specialized 831

developed platform. A screenshot of the platform 832

is presented in Figure 7. It is built on Streamlit 833

and could be easily deployed for shared annota- 834

tion (Streamlit, 2025). 835

{
"topic":"Causes of Acne"
"knowledge_points":[
0:{
"title":"Clogged hair follicles"
"content":"Pimples form when hair follicles under your skin clog up."
"illustration":"An anime character noticing small red spots on their cheeks 
while peeking into a hand mirror, with a subtle glow emphasizing clogged 
follicles."
}
1:{
"title":"Hormone changes"
"content":"Hormone changes, such as those during the teenage years and 
pregnancy, probably play a role."
"illustration":"An anime teenager looking at themselves in a mirror, with 
subtle glowing symbols like estrogen and androgen molecules softly floating 
around their reflection."
}
2:{
"title":"Myths about food"
"content":"Chocolate and greasy foods are often blamed, but there is little 
evidence that foods have much effect on acne in most people."
"illustration":"An anime character holding a plate of chocolate cake and 
fries, with a floating info bubble next to them showing a crossed-out acne 
symbol."
}
3:{
"title":"Myths about dirty skin"
"content":"Blackheads and pimples are not caused by dirt."
"illustration":"An anime character rinsing their face at a sink, with a soft 
glowing info bubble above showing a debunked myth text and crossed-out dirt 
particles."
}
4:{
"title":"Stress impact"
"content":"Stress doesn't cause acne, but stress can make it worse."
"illustration":"An anime character sitting stressed at their desk with papers, 
while subtle glowing pimple marks on their cheeks appear slightly more 
visible."
}
]}

Incorrect Subfigure Count (content repetition)

{
"topic":"Diagnosis of acute myeloid leukemia (AML)"
"knowledge_points":[
0:{
"title":"Physical exam and medical history"
"content":"Your health care provider may use a physical exam and medical 
history to diagnose AML."
"illustration":"An anime doctor in a white coat using a stethoscope to 
examine a patient, with a clipboard nearby showing simple medical notes."
}
1:{
"title":"Blood tests"
"content":"Blood tests, such as a complete blood count (CBC) and blood smear, 
are used to diagnose AML."
"illustration":"An anime scientist in a lab coat holding a test tube with red 
blood, with a simple lab setting in the background including a microscope."
}
2:{
"title":"Bone marrow tests"
"content":"Bone marrow tests, including bone marrow aspiration and bone 
marrow biopsy, are used to diagnose AML. These tests involve removing a 
sample of bone marrow and bone for testing."
"illustration":"An anime patient lying calmly on a medical bed while a doctor 
prepares to perform a biopsy with medical tools nearby."
}
3:{
"title":"Genetic tests"
"content":"Genetic tests are used to look for gene and chromosome changes in 
AML."
"illustration":"An anime geneticist analyzing a simplified screen showing 
basic DNA helix visuals and chromosome representations."
}
4:{
"title":"Additional tests for cancer spread"
"content":"If you are diagnosed with AML, additional tests such as imaging 
tests and lumbar puncture may be done to see whether the cancer has spread."
"illustration":"An anime patient inside a scanner while a doctor observes on 
a simple monitor, with a secondary vignette showing a lumbar puncture setup 
with minimal details."
}
]}

{
"topic":"Symptoms of Adhesions"
"knowledge_points":[
0:{
"title":"Severe abdominal pain or cramping"
"content":"Severe abdominal pain or cramping"
"illustration":"An anime character clutching their stomach with both hands, 
sitting on a chair or bed, showing a pained expression, with a glowing red area 
over the abdomen to indicate pain."
}
1:{
"title":"Vomiting"
"content":"Vomiting"
"illustration":"An anime character leaning slightly forward with a pale face and 
distressed expression. Include circular motion lines or small droplets near the 
mouth to indicate vomiting."
}
2:{
"title":"Bloating"
"content":"Bloating"
"illustration":"An anime character lightly pressing their hands against a 
visibly swollen abdomen with a slightly worried or uncomfortable expression, 
accompanied by faint radiating lines from the belly."
}
3:{
"title":"An inability to pass gas"
"content":"An inability to pass gas"
"illustration":"An anime character sitting uncomfortably on a chair with a 
subtle grimace, holding their stomach lightly. A small cloud bubble with 
ellipses ("...") above their head to show frustration."
}
4:{
"title":"Constipation"
"content":"Constipation"
"illustration":"An anime character seated with their elbows resting on their 
knees and their hands covering their face in frustration with a thought bubble 
containing a simple clock icon to emphasize time spent."
}
]}

{
"topic":"Diagnosis of Alzheimer's disease"
"knowledge_points":[
0:{
"title":"Medical history review"
"content":"Review your medical history and any medicines you're taking."
"illustration":"A simplified anime-style doctor sitting at a desk with a patient’s chart 
and a few medicine bottles nearby, reviewing them attentively."
}
1:{
"title":"Memory and cognitive tests"
"content":"Conduct tests to check your memory, thinking, and problem-solving skills."
"illustration":"An anime character sitting at a desk solving a simple puzzle under 
observation by a professional, emphasizing brain activity through subtle expression or 
light effects."
}
2:{
"title":"Behavioral and personality changes"
"content":"Ask about changes in behavior or personality."
"illustration":"An anime family member and doctor in discussion, with the family member 
showing concern."
}
3:{
"title":"Rule out other conditions"
"content":"Do tests to rule out any medical or mental health conditions."
"illustration":"An anime doctor pointing to a diagnostic chart with icons symbolizing 
different ruled-out conditions, such as a heart, brain, or mental health symbol."
}
4:{
"title":"Referral to specialists"
"content":"Refer you to a provider that specializes in caring for older adults."
"illustration":"An anime character being welcomed by a caring geriatric specialist, with 
a door sign subtly indicating 'Specialist Care.'"
}
5:{
"title":"Neurologist recommendation"
"content":"Recommend a neurologist, a doctor who specializes in treating diseases of the 
brain and nervous system."
"illustration":"An anime neurologist examining a patient with a simplified brain diagram 
visible nearby, symbolizing focus on brain and nervous system."
}
]}

"topic":"General Information about ALS"
"knowledge_points":[
0:{
"title":"Age group affected"
"content":"The disease usually strikes between age 40 and 60."
"illustration":"An anime group of characters representing adults, with a focus on 
middle-aged individuals, depicted through subtle cues like grey hair or mature clothing 
styles."
}
1:{
"title":"Gender prevalence"
"content":"More men than women get it."
"illustration":"An anime-style segmented chart with male and female symbols, visually 
emphasizing the larger portion of men in contrasting colors."
}
2:{
"title":"Unknown cause"
"content":"No one knows what causes ALS."
"illustration":"An anime character in a lab coat shrugging with a few question marks in 
the air to symbolize uncertainty."
}
3:{
"title":"Familial occurrence"
"content":"It can run in families, but usually it strikes at random."
"illustration":"An anime-style family tree with highlighted connections in certain 
branches and scattered nodes to show randomness."
}
4:{
"title":"No cure available"
"content":"There is no cure."
"illustration":"An anime doctor character standing beside a blank document to symbolize 
the absence of a cure."
}
5:{
"title":"Medicines for symptom relief and survival"
"content":"Medicines can relieve symptoms and, sometimes, prolong survival."
"illustration":"An anime pharmacist handing medicine to a patient with both smiling 
softly to convey hope and relief."
}
]}

{
"topic":"Symptoms of Behcet's syndrome"
"knowledge_points":[
0:{
"title":"Sores in the mouth"
"content":"Sores in the mouth"
"illustration":"An anime character looking in a mirror with a concerned 
expression, pointing towards their mouth. A simplified inset showing a sore 
marked with a highlight or symbol."
}
1:{
"title":"Sores on the sex organs"
"content":"Sores on the sex organs"
"illustration":"An anime-style figure with a faint glowing marker indicating the 
pelvic region. Use subtle visuals without any explicit details."
}
2:{
"title":"Other skin sores"
"content":"Other skin sores"
"illustration":"An anime character inspecting their arm with visible red spots 
or patches, simplified to focus on the arm and markings without close-ups of 
texture."
}
3:{
"title":"Swelling of parts of the eye"
"content":"Swelling of parts of the eye"
"illustration":"An anime character with one eye visibly reddened and swollen, 
glancing in a hand-held mirror without additional zoomed imagery."
}
4:{
"title":"Pain, swelling and stiffness of the joints"
"content":"Pain, swelling and stiffness of the joints"
"illustration":"An anime character holding their knee with a visible marker or 
glow around the joint area, emphasizing pain and stiffness through simplified 
expression and posture symbols."
}
]}

{
"topic":"What is Bursitis"
"knowledge_points":[
0:{
"title":"Definition of Bursa"
"content":"A bursa is a small, fluid-filled 
sac that acts as a cushion between a bone and 
other moving parts, such as muscles, tendons, 
or skin."
"illustration":"An anime-style illustration 
showing a simplified representation of a bursa 
as a small, rounded sac positioned between a 
stylized bone and surrounding tissues, labeled 
with arrows pointing to 'Bone', 'Bursa', and 
'Tendon'."
}
1:{
"title":"Definition of Bursitis"
"content":"Bursitis occurs when a bursa 
becomes inflamed."
"illustration":"An anime-style depiction of a 
red and swollen bursa near a joint, with 
simple expressive symbols such as radiating 
pain lines or a teardrop icon to symbolize 
discomfort."
}
]}

{
"topic":"General Information about Frostbite"
"knowledge_points":[
0:{
"title":"Caused by freezing"
"content":"Frostbite is an injury to the body that is caused 
by freezing."
"illustration":"An anime character outdoors in chilly 
conditions with visible frost forming on their fingertips 
and a worried expression, emphasizing the freezing impact."
}
1:{
"title":"Commonly affected areas"
"content":"It most often affects the nose, ears, cheeks, 
chin, fingers, or toes."
"illustration":"An anime character with highlighted red 
areas on the nose, ears, cheeks, chin, fingers, and toes, 
visually marking the frostbite-prone regions."
}
2:{
"title":"Permanent damage and severe cases"
"content":"Frostbite can permanently damage the body, and 
severe cases can lead to amputation."
"illustration":"An anime character holding their discolored 
hand with a distressed expression, symbolizing frostbite and 
the potential for severe consequences without explicitly 
depicting an amputation."
}
]}

{
"topic":"Structure and Function of the Spine"
"knowledge_points":[
0:{
"title":"Composition of the spine"
"content":"Your backbone, or spine, is made up of 
26 bones called vertebrae."
"illustration":"An anime-style illustration of a 
human silhouette, with 26 highlighted blocks 
representing the vertebrae in the spine."
}
1:{
"title":"Role of disks in the spine"
"content":"In between them are soft disks filled 
with a jelly-like substance. These disks cushion 
the vertebrae and keep them in place."
"illustration":"An anime-style illustration showing 
a disk placed between two simplified vertebrae, 
with a glowing bluish center to emphasize the 
jelly-like substance."
}
]}

{
"topic":"Overview of Endoscopy"
"knowledge_points":[
0:{
"title":"Definition of Endoscopy"
"content":"Endoscopy is a procedure that lets your doctor look inside 
your body."
"illustration":"An anime doctor holding an illuminated endoscope beside 
a simplified glowing outline of the human body."
}
1:{
"title":"Instrument used in Endoscopy"
"content":"It uses an instrument called an endoscope, or scope for 
short."
"illustration":"An anime-style close-up of the endoscope in a doctor's 
gloved hand, emphasizing the tiny camera at the tip with a soft glow."
}
2:{
"title":"Structure of Endoscope"
"content":"Scopes have a tiny camera attached to a long, thin tube."
"illustration":"An anime character pointing to the labeled long thin 
tube and camera components of an endoscope on a hovering diagram."
}
3:{
"title":"Purpose of Endoscopy"
"content":"The doctor moves it through a body passageway or opening to 
see inside an organ."
"illustration":"An anime doctor gently guiding an endoscope through a 
transparent tube, symbolizing the esophagus, with a small screen 
showing internal visuals."
}
4:{
"title":"Endoscopy for Surgery"
"content":"Sometimes scopes are used for surgery, such as for removing 
polyps from the colon."
"illustration":"An anime-style surgeon precisely working with an 
endoscope and a glowing on-screen image showing polyps being removed."
}
]}

Missing Content + Wrong Layout 

Not Desired Layout (3 above, 2 below)

Missing Title

Incorrect Text Rendering (middle top)

Inappropriate presentation (bottom left)

Incorrect medical presentation (left)

Incorrect presentation (top right)

Incorrect information presentation (middle top)

Incorrect highlighting (right)

Figure 6: Some examples of discarded samples or ones
need to regenerate. (Best Viewed when zoomed in)

A.1 The Annotation Platfrom 836

When using this platform, as shown in Figure 7, 837

the interface displays generated images alongside 838

the original material (the source essay from which 839

knowledge points are extracted, shown on the left) 840

and the structured knowledge point (shown on the 841

right). Experts follow a systematic verification pro- 842

cedure: (1) They first assess whether the Health 843

Card on the right appropriately extracts informa- 844

tion from the original material on the left. If not, 845

the item is labeled "Need Prompt Modification." 846

(2) If the extraction is valid, experts proceed to 847

evaluate the image content by verifying the correct 848

number of subfigures, identifying expected text el- 849

ements (healthcare topic and subfigure headings), 850

and examining whether each subfigure’s content 851

aligns with its pictorial illustration. Images that 852

pass all verification criteria are accepted into the 853
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PROMPT FOR FIGURE 5 (1)

Design a clean, 1:1 aspect ratio medical flashcard with anime-style illustrations for the given knowledge point. The subfigure should include a clear title and
illustration, emphasizing clarity, readability, and an approachable style. Topic (title) of Flashcard: ’Symptoms of atypical mycobacterial infections’. Subfigure:
’Weight loss’ - Illustration: An anime character noticing their loose-fitting clothes and appearing perplexed.

PROMPT FOR FIGURE 5 (2)

Design a clean, 1:1 aspect ratio medical flashcard with anime-style illustrations for two knowledge points. Each subfigure should include a clear title and
illustration, emphasizing clarity, readability, and an approachable style. Topic (title) of Flashcard: ’How to improve mental health’. Subfigure 1 (left): ’Staying
positive’ - Illustration: An anime character standing in a bright park with flowers nearby, smiling gently. They hold a glowing phone showing positivity while a
small cloud drifts away in the background, symbolizing negative information being set aside. Subfigure 2 (right): ’Practicing gratitude’ - Illustration: An anime
character sitting at a simple desk, happily writing in a journal with small glowing icons of a family portrait, a meal, and a sunset floating around them.

PROMPT FOR FIGURE 5 (3)

Design a clean, 1:1 aspect ratio medical flashcard with anime-style illustrations for three knowledge points. Use a two-layer grid layout (two above, one below).
Each subfigure should include a clear title and illustration, emphasizing clarity, readability, and an approachable style. Topic (title) of FlashCard: ’Warning Signs
of Behavior Disorders’. Subfigure 1 (top left): ’Lying or stealing’ - Illustration: An anime character holding a small object behind their back, with a nervous or
guilty expression to represent dishonest behavior. Subfigure 2 (top right): ’School-related issues’ - Illustration: An anime classroom setting with a character
slouched on a desk, looking discouraged with scattered papers around to suggest poor academic performance. Subfigure 3 (bottom): ’Early substance use’ -
Illustration: An anime teenager holding a cigarette or small bottle, with a worried expression representing unhealthy habits.

PROMPT FOR FIGURE 5 (4)

Design a clean, 1:1 aspect ratio medical flashcard with anime-style illustrations for four knowledge points. Use a two-layer grid layout (two above, two below).
Each subfigure should include a clear title and illustration, emphasizing clarity, readability, and an approachable style. Topic (title) of FlashCard: ’Risk factors
for stroke’. Subfigure 1 (top left): ’Smoking’ - Illustration: An anime character holding a cigarette with a worried expression. Include a glowing ’no-smoking’
symbol in the frame for emphasis. Subfigure 2 (top right): ’Personal or family history’ - Illustration: An anime character looking at framed family photos, with a
single subtle chart or document visible in the background to highlight family history concerns. Subfigure 3 (bottom left): ’Age’ - Illustration: An elderly anime
character with a walking stick and glasses, accompanied by simplified icons like a warning sign near a heart or brain diagram. Subfigure 4 (bottom right): ’Race
and ethnicity’ - Illustration: An anime-style group of diverse characters looking at a stroke prevention poster or booklet held by an African American character.

PROMPT FOR FIGURE 5 (5)

Design a clean, 1:1 aspect ratio medical flashcard with anime-style illustrations for five knowledge points. Use a two-layer grid layout (three above, two below).
Each subfigure should include a clear title and illustration, emphasizing clarity, readability, and an approachable style. Topic (title) of FlashCard: ’Diagnosis of
tremor’. Subfigure 1 (top left): ’Neurological exam’ - Illustration: An anime doctor pointing at a straight walking path while a patient walks carefully, with
a small additional scene showing the doctor listening to the patient speak. Subfigure 2 (top middle): ’Blood or urine tests’ - Illustration: An anime scientist
handling a test tube in a laboratory setting, visually focused on analyzing the sample. Subfigure 3 (top right): ’Imaging tests’ - Illustration: An anime patient
inside an MRI machine with a technician observing the process through a glass control room window. Subfigure 4 (bottom left): ’Daily task tests’ - Illustration:
An anime patient carefully holding a cup while a doctor takes notes, demonstrating focused observation. Subfigure 5 (bottom right): ’Electromyogram’ -
Illustration: An anime scene showing electrodes attached to a patient’s arm, connected to a monitor displaying live results.

PROMPT FOR FIGURE 5 (6)

Design a clean, 1:1 aspect ratio medical flashcard with anime-style illustrations for six knowledge points. Use a two-layer grid layout (three above, three below).
Each subfigure should include a clear title and illustration, emphasizing clarity, readability, and an approachable style. Topic (title) of FlashCard: ’Steps toward
healthy living’. Subfigure 1 (top left): ’Be physically active’ - Illustration: An anime character jogging forward with visible energy lines and a park environment
suggested by minimal tree icons. Subfigure 2 (top middle): ’Control blood pressure and cholesterol’ - Illustration: An anime doctor using a blood pressure cuff
with a simplified chart icon showing healthy cholesterol levels in the background. Subfigure 3 (top right): ’Don’t smoke’ - Illustration: An anime character
throwing a cigarette into a trash bin with a smoke-free icon in the background. Subfigure 4 (bottom left): ’Protect yourself from too much sun’ - Illustration: An
anime character wearing a hat and sunglasses under a simplified sun icon, applying sunscreen with a beach umbrella behind. Subfigure 5 (bottom middle):
’Drink alcohol in moderation’ - Illustration: An anime character holding a glass of water beside a wine glass with a moderation symbol. Subfigure 6 (bottom
right): ’Get enough sleep’ - Illustration: An anime character peacefully sleeping in bed with a blanket and a nearby clock showing nighttime hours.

Table 3: Examples of our Text-to-Image generation prompts.
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Image 3/4

Original Material
What are tooth disorders?
There are many different problems that can affect your teeth, including:

Tooth decay - damage to a tooth's surface, which can lead to cavities

Abscess - a pocket of pus, caused by a tooth infection

Impacted tooth - a tooth that did not erupt (break through the gum) when it

should have. It is usually wisdom teeth that are impacted, but it can sometimes
happen to other teeth.

Misaligned teeth (malocclusion)

Tooth injuries such as broken or chipped teeth

What causes tooth disorders?
The causes of tooth disorders varies, depending on the problem. Sometimes the

cause is not taking good care of your teeth. In other cases, you may have been born
with the problem or the cause is an accident.

What are the symptoms of tooth disorders?
The symptoms can vary, depending on the problem. Some of the more common

symptoms include:

Abnormal color or shape of the tooth

Tooth pain

Worn-down teeth

How are tooth disorders diagnosed?
Your dentist will ask about your symptoms, look at your teeth, and probe them with

dental instruments. In some cases, you may need dental x-rays.

What are the treatments for tooth disorders?
The treatment will depend on the problem. Some common treatments are:

Fillings for cavities

Root canals for cavities or infections that affect the pulp (inside of the tooth)

Extractions (pulling teeth) for teeth that are impacted and causing problems or

are too damaged to be fixed. You may also have a tooth or teeth pulled because

of overcrowding in your mouth.

Can tooth disorders be prevented?
The main thing that you can do to prevent tooth disorders is to :

Brush your teeth twice a day with a fluoride toothpaste

Clean between your teeth every day with floss or another type of between-the-

teeth cleaner

Limit sugary snacks and drinks

Don't smoke or chew tobacco

See your dentist or oral health professional regularly

Health Card
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"topic" "Prevention of Tooth Disorders"

"knowledge_points" :

0 :

"title" "Brush teeth twice daily"

"content"
"Brush your teeth twice a day with a fluoride 
toothpaste"

"illustration"
"An anime character smiling with a toothbrush and 
toothpaste, accompanied by simplified icons showing a 
sun and moon to represent morning and evening."

1 :

"title" "Clean between teeth daily"

"content"
"Clean between your teeth every day with floss or 
another type of between-the-teeth cleaner"

"illustration"
"An anime character flossing their teeth with visible 
sparkle effects on their clean teeth, keeping the focus 
on the flossing action."

2 :

"title" "Limit sugary snacks and drinks"

"content" "Limit sugary snacks and drinks"

"illustration"
"An anime character holding a glass of water and 
fruits, while a crossed-out icon of soda and dessert 
appears nearby."

3 :

"title" "Avoid tobacco"

"content" "Don't smoke or chew tobacco"

"illustration"
"An anime character tossing away a cigarette and 
chewing tobacco into a trash can, with a bold crossed-
out tobacco symbol prominently displayed."

4 :

"title" "Regular dental visits"

"content"
"See your dentist or oral health professional 
regularly"

"illustration"
"An anime character smiling confidently in a dental 
chair, with the dentist holding instruments nearby, 
simplified to focus on the setting and positive 
atmosphere."

"type" "prevention"

Progress Statistics

Total Progress: 3/4 (75.00%)

Result Type Statistics

Accept: 1 (33.33% of

processed tasks)

Discard: 1 (33.33% of

processed tasks)

Regenerate: 1 (33.33% of
processed tasks)

Figure 7: Screenshot of our developed platform for HealthCards dataset annotation.

dataset; otherwise, they require regeneration or ad-854

ditional review. We have released this platform in855

our anonymous github repository.856

B Recapitulation for Flow Matching and857

Classifier-free Guidance858

Following the explanations as in previous859

works (Lipman et al., 2022, 2024; Fan et al., 2025),860

we provide a revisit of basic concepts of Flow861

Matching and Classifier-free Guidance techniques.862

Our notation follows the conditional setting, yet863

the ideas hold for the unconditional case as well.864

B.1 Conditional Flow Matching (CFM)865

Let the source density be p(x | y) and the tar-866

get density be q(x | y), where y is an external867

conditioning signal (e.g. a class label). CFM in-868

troduces a continuum of intermediate distributions869

{pt(x | y)}t∈[0,1] that smoothly morph the source870

into the target, satisfying p0(x | y) = p(x | y) and871

p1(x | y) = q(x | y). A convenient choice is the872

linear interpolation873

pt(x | y) := (1− t) p(x | y) + t q(x | y), (5)874

implying that a sample drawn at time t can be writ- 875

ten as xt = (1 − t)x0 + t x1 with x0 ∼ p(x | y) 876

and x1 ∼ q(x | y). 877

To describe the evolution of xt, we fit a time- 878

dependent velocity field ẋt = vθt (x | y), where vθt 879

is a neural network parameterized by θ. The pa- 880

rameters are optimized through the mean-squared 881

error objective 882

LCFM(θ) = Et,x0,x1

∥∥∥vθt (xt | y)− (x1 − x0)
∥∥∥2
2
.

(6) 883

After training, new samples from q(· | y) are ob- 884

tained by numerically integrating the learned ODE 885

with a solver. 886

B.2 Classifier-Free Guidance (CFG) 887

Classifier-free guidance (Ho and Salimans, 2022) 888

enhances conditional generation by biasing the tra- 889

jectory toward the conditioning signal without a 890

separate classifier. During training, the same neu- 891

ral field vθt is asked to produce both conditional and 892

unconditional velocities by occasionally replacing 893

y with the null token ∅. At inference time, the 894
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guided field is obtained by the linear blend895

v̂θt (x | y) := (1−ω) vθt (x | y = ∅) + ω vθt (x | y),
(7)896

where ω≥0 controls the guidance strength. Setting897

ω = 1 recovers the purely conditional sampler,898

while ω > 1 amplifies the influence of y.899

C More Detailed Explanation of900

Evaluation Setting901

C.1 Text Rendering Score902

To evaluate the quality of text rendering in gener-903

ated images, we develop a pipeline that assesses904

how accurately the text elements are rendered and905

can be detected by OCR systems. We harness Pad-906

dleOCR (Contributors, 2025) to extract all identifi-907

able words from the images.908

As shown in Figure 8, while word-level identi-909

fication and localization is achieved, these words910

require further processing to be reorganized into911

readable sentences that match the intended text lay-912

out of the flash cards.913

Figure 8: Examples of OCR text detection results show-
ing word-level identification.

Our text rendering evaluation pipeline consists914

of the following key steps:915

C.1.1 Text Grouping and Ordering916

We first perform an iterative grouping process to917

cluster detected text elements that belong together.918

This is accomplished through a two-step approach:919

We merge overlapping bounding boxes to handle920

cases where OCR detects parts of the same text921

element as separate entities.922

We iteratively group text elements whose dis- 923

tances are below a predefined threshold (20 pixels 924

in our implementation), continuing until no further 925

merging occurs. 926

C.1.2 Reading Order Determination 927

After grouping, we determine the proper reading 928

order of text elements within each group to recon- 929

struct coherent text. Our approach follows natu- 930

ral human reading patterns (left-to-right, top-to- 931

bottom): 932

We first identify line breaks within each text 933

group by clustering the vertical (y-coordinate) posi- 934

tions of text elements. Text elements with vertical 935

positions differing by less than one-third of the av- 936

erage text height are considered to be on the same 937

line. 938

For each line, we sort text elements by their 939

horizontal (x-coordinate) position to establish left- 940

to-right reading order. 941

Finally, lines are arranged in top-to-bottom order 942

to produce the complete reading sequence for each 943

text group. A demo of this grouping and order- 944

ing process is visualized in Figure 9, where each 945

group is enclosed by a dashed outline and numbers 946

indicate the determined reading sequence. 947

Figure 9: Visualization of text grouping and reading
order determination. Each colored rectangle represents
an individual text box detected by OCR. Text boxes are
grouped (indicated by dashed outlines) based on prox-
imity and overlap. Numbers within each box indicate
the reading order sequence determined by our algorithm,
following natural reading patterns (left-to-right within
lines, top-to-bottom across lines).

C.1.3 Text Matching and Evaluation 948

To evaluate text rendering quality, we compare 949

OCR-extracted text against the expected text from 950
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the original flash card through the following pro-951

cess: (1) normalizing both text sets using case-952

folding and standardization; (2) constructing a cost953

matrix of Levenshtein distances between extracted954

and expected text elements; (3) applying the Hun-955

garian algorithm to determine optimal text match-956

ing that minimizes overall edit distance; and (4)957

computing Character Error Rate (CER) and Word958

Error Rate (WER) metrics between matched pairs.959

This approach enables objective measurement of960

text rendering fidelity independent of spatial ar-961

rangement variations.962

C.2 Subfigure Counting Score963

To evaluate the structural fidelity of generated flash964

cards, we implement a subfigure counting mecha-965

nism that assesses whether the correct number of966

visual elements are present. This metric is partic-967

ularly important for multi-topic flash cards where968

each knowledge point should be accompanied by a969

corresponding illustration.970

We employ the Qwen2.5-VL-32B model to de-971

tect and localize subfigures within the generated972

images. This multimodal vision-language model973

is capable of understanding complex visual lay-974

outs and identifying distinct visual elements. The975

model receives a prompt requesting detection of all976

subtopics or subfigures, and returns bounding box977

coordinates along with associated labels.978

The prompt template used for this task is:979

This image has several subtopics (sub-980

figures) under the title. Please detect all981

subtopics (subfigures) in the image and982

return their locations in the form of co-983

ordinates. The bounding box should in-984

clude the whole subfigure (including the985

subtitle and corresponding drawing).986

As demonstrated in Figure 10, the model effec-987

tively localizes individual subfigures across various988

medical flash cards with different layouts and top-989

ics. For each generated flash card, we compare the990

number of detected subfigures against the expected991

count from the original flash card specification. We992

compute two key metrics:993

1. Mean Gap: The absolute difference between994

the detected subfigure count and the expected995

count, averaged across all samples.996

2. Error Rate: The proportion of samples where997

the detected count does not match the ex-998

pected count.999

Figure 10: Illustration of subfigure detection using
Qwen2.5-VL-32B model. Red bounding boxes indicate
detected subfigures across various medical flash cards.
The model successfully identifies distinct subtopics
within each flash card, enabling accurate counting of
knowledge points and their associated visual elements.

We exclude flash cards with only a single knowl- 1000

edge point from this evaluation, as the subfigure 1001

counting is primarily meaningful for multi-topic 1002

cards. Lower values for both metrics indicate better 1003

structural fidelity to the original flash card design. 1004

This evaluation approach objectively quantifies a 1005

model’s ability to maintain the intended structural 1006

organization of educational flash cards, which is 1007

crucial for proper information hierarchy and visual 1008

organization in educational materials. 1009

C.3 Subfigure Alignment Score 1010

After localizing individual subfigures within the 1011

flash cards, we evaluate how well each subfigure 1012

aligns with its intended knowledge point. This 1013

alignment assessment is critical for educational 1014

materials, as it measures whether the visual rep- 1015

resentations accurately convey the corresponding 1016

concepts. We employ two complementary metrics 1017

to quantify this alignment: CLIP Score and VQA 1018

Score. 1019

C.3.1 CLIP Score 1020

We utilize the Contrastive Language-Image Pre- 1021

training (CLIP) framework (Hessel et al., 2021) 1022

to measure the semantic similarity between each 1023

subfigure and its corresponding textual description. 1024

Specifically, we employ OpenAI’s ViT-L-14-336 1025
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CLIP model to compute cosine similarity between1026

image and text embeddings. This approach pro-1027

vides a direct measurement of how well the gener-1028

ated visual elements match their intended semantic1029

content.1030

The CLIP Score ranges from 0 to 1, with higher1031

values indicating stronger alignment between the1032

subfigure and its textual description. This metric1033

effectively captures the general semantic correspon-1034

dence but may not fully assess more complex rela-1035

tionships or fine-grained details.1036

C.3.2 VQA Score1037

To complement the CLIP Score with a more con-1038

textual understanding of image-text alignment, we1039

implement a Visual Question Answering (VQA)1040

approach using the CLIP-FlanT5-XXL model (Lin1041

et al., 2024). This model evaluates whether the1042

subfigure contains the necessary visual information1043

to answer questions derived from the knowledge1044

point description.1045

For each subfigure, we treat the knowledge point1046

description as a prompt or implicit question that the1047

image should address. The VQA Score represents1048

the model’s confidence (from 0 to 1) that the sub-1049

figure adequately illustrates the described concept.1050

This metric provides insight into how well the sub-1051

figure serves its educational purpose by visually1052

representing the intended knowledge.1053

By combining these two alignment metrics, we1054

obtain a comprehensive assessment of how effec-1055

tively each subfigure communicates its intended1056

educational content. This evaluation is crucial for1057

ensuring that generated flash cards not only main-1058

tain correct structure but also convey accurate and1059

clear visual representations of the knowledge points1060

they aim to illustrate.1061

D Details of Human Evaluation1062

Here we provide instruction to the human evalua-1063

tors, in Figure 11.1064

E More Experimental Results and1065

Analysis1066

In this section, we present additional experimen-1067

tal results using Flux.1[Dev], as shown in Table 4.1068

We investigate: (1) Different LoRA ranks, ranging1069

from 1 to 256; (2) Various scales of classifier-free1070

guidance; (3) Fine-tuning with Flux.1[Dev]’s text-1071

rendering specialist, LexFlux (Zhao et al., 2025);1072

and (4) Different data ratios during training (while1073

Layout Organization
Definition: This dimension evaluates the structural organization of the 
image, particularly focusing on whether the number of subfigures 
matches the requested count and whether each subfigure has clear, 
distinct boundaries that make it visually independent.
Rating Scale:
Poor (1): Incorrect number of subfigures (does not match the required 
number of knowledge points). Subfigures lack clear boundaries and 
blend together, making it difficult to distinguish separate sections.
Fair (2): Number of subfigures may be slightly off from what was 
requested. Some subfigures have unclear boundaries or partially 
overlap, reducing visual independence.
Acceptable (3): Correct number of subfigures with generally 
recognizable boundaries. Most subfigures appear as distinct visual 
units, though some boundary definition could be improved.
Good (4): Correct number of subfigures with clear visual boundaries. 
Each subfigure is visually independent and properly spaced from 
others, creating a well-organized layout.
Excellent (5): Perfect number of subfigures with exceptionally well-
defined boundaries. Each subfigure stands as a completely 
independent visual unit with optimal spacing and clear delineation, 
making the organizational structure immediately apparent.

Text Readability
Definition: This dimension evaluates the clarity, legibility, and 
accuracy of all text elements in the HealthCard.
Instructions: Please rate the text readability on a scale of 1-5:
1.Poor (1): Most text is illegible, severely blurred, or contains 
numerous spelling/grammatical errors. Text may be cut off or 
incomplete. Reading the content requires significant effort.
2.Fair (2): Text is partially legible but contains several errors or 
inconsistencies. Font sizes may be inappropriate (too small or too 
large). Some words may be difficult to read.
3.Acceptable (3): Text is generally readable with a few minor errors. 
Most terms are correctly spelled. Font choices and sizes are mostly 
appropriate, though some improvements could be made.
4.Good (4): Text is clearly legible with minimal errors. Font choices 
and sizes are appropriate. Headers and body text are well-
differentiated. Very few reading difficulties.
5.Excellent (5): All text is perfectly legible with no errors. Font choices, 
sizes, and colors enhance readability. Headers and body text are 
optimally differentiated. Reading is effortless.

Text-Subfigure Alignment
Definition: This dimension evaluates how well each textual element 
corresponds to its associated visual element, and whether the visual 
content accurately represents the described concept.
Instructions: Please rate the text-subfigure alignment on a scale of 1-5:
1.Poor (1): Visual elements do not match their corresponding text 
descriptions. Images appear unrelated to the health topic. Significant 
disconnection between text and visuals.
2.Fair (2): Some visual elements relate to their text but with major 
inaccuracies or misrepresentations. Connection between text and 
visuals is weak.
3.Acceptable (3): Most visual elements align with their text 
descriptions, though some representations may be generic or partially 
inaccurate. Connection between text and visuals is moderately clear.
4.Good (4): Visual elements clearly relate to their text descriptions with 
minor inaccuracies. Visual representations are appropriate for the 
health concepts being presented.
5.Excellent (5): All visual elements perfectly align with their text 
descriptions. Visuals accurately and meaningfully represent the health 
concepts, enhancing understanding beyond what text alone could 
convey.

Overall Quality
Definition: This dimension evaluates the overall effectiveness of the 
HealthCard as an educational tool, considering all aspects together.
Instructions: Please rate the overall quality on a scale of 1-5:
Poor (1): The HealthCard is unusable for healthcare education. Major 
flaws in multiple dimensions make it potentially misleading or ineffective. 
Would require complete redesign to be useful.
Fair (2): The HealthCard has significant shortcomings that limit its 
educational value. Would require substantial modifications before use in 
healthcare education.
Acceptable (3): The HealthCard could serve as an educational tool with 
moderate modifications. It communicates basic information but lacks 
refinement in several areas.
Good (4): The HealthCard is an effective educational tool with minor 
areas for improvement. It clearly communicates health information in a 
generally accessible way.
Excellent (5): The HealthCard is ready for immediate use in healthcare 
education. It effectively communicates health information in a clear, 
accurate, and visually appealing manner. Would be valuable for patient or 
professional education with no modifications needed.

Figure 11: Instructions for human evaluation.

maintaining consistent total iterations). For refer- 1074

ence, our primary model was trained with LoRA 1075

rank 128, using the complete dataset and CFG guid- 1076

ance of 5. 1077

Results indicate that slightly increasing CFG to 7 1078

enhances subfigure counting performance, though 1079

at the expense of text rendering quality. Both 1080

excessive and insufficient guidance lead to dete- 1081

rioration across all metrics. Surprisingly, utiliz- 1082

ing a text rendering-specialized pretrained model 1083

did not yield improvements, possibly because pre- 1084

optimization introduces biases that impede learning 1085

for our specific task. 1086

From the data ratio experiments, we observe 1087

that performance metrics generally improve with 1088

increased data usage, particularly for text rendering 1089

scores. This demonstrates the value of our dataset’s 1090

scale. Finally, LoRA rank 128 appears optimal for 1091

this task, as both higher and lower ranks result in 1092

decreased performance. 1093

F ARR Submission Checklist 1094

F.1 Potential Risks 1095

Despite improvements through fine-tuning, our 1096

models occasionally generate inaccurate or mis- 1097

leading healthcare information, which presents sig- 1098

nificant concerns in educational contexts. Incorrect 1099

visual representations of medical concepts could 1100

lead to misunderstanding among learners and po- 1101

tentially influence future healthcare decisions. The 1102

visually compelling nature of the generated flash- 1103

cards might increase the likelihood that incorrect 1104

information is trusted and remembered, amplifying 1105
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Model
Text Rendering Subfigure Counting Subfigure Alignment General

WER↓ CER↓ Gap↓ Error Rate↓ ClipScores↑ VQAs↑ Aesthetic↑ Quality↑ VQA↑

lora r1 0.223 0.149 0.115 0.112 0.261 0.828 3.361 4.613 0.830
lora r16 0.152 0.088 0.119 0.115 0.264 0.838 3.396 4.614 0.832
lora r64 0.153 0.092 0.016 0.016 0.265 0.852 3.387 4.606 0.836
lora r256 0.155 0.097 0.055 0.051 0.265 0.859 3.404 4.635 0.835
CFG guidance3 0.191 0.109 0.014 0.010 0.261 0.850 3.377 4.611 0.830
CFG guidance7 0.191 0.209 0.004 0.004 0.262 0.844 3.352 4.618 0.835
CFG guidance10 0.204 0.119 0.012 0.006 0.260 0.841 3.337 4.604 0.831
LexFlux 0.173 0.109 0.031 0.031 0.265 0.858 3.409 4.632 0.837
20% Data 0.195 0.133 0.045 0.041 0.265 0.854 3.384 4.601 0.836
50% Data 0.154 0.096 0.072 0.072 0.266 0.852 3.406 4.628 0.835
75% Data 0.124 0.065 0.039 0.035 0.266 0.858 3.405 4.634 0.835
Ours 0.118 0.064 0.010 0.008 0.265 0.861 3.429 4.636 0.838

Table 4: More Experimental Study of hyperparameters and settings.

the impact of any inaccuracies. We strongly recom-1106

mend human expert review before deployment in1107

actual educational settings, and future work should1108

explore developing robust verification mechanisms1109

specifically for healthcare content. Addressing1110

these safety concerns will be crucial for responsi-1111

ble implementation of these technologies in health1112

education.1113

F.2 Use Or Create Scientific Artifacts1114

F.2.1 Cite Creators Of Artifacts1115

We sourced credible healthcare resources1116

from the NIH MedlinePlus website. Ac-1117

cording to the website’s "Linking to and1118

Using Content from MedlinePlus" page1119

(https://medlineplus.gov/about/using/usingcontent/),1120

certain content is in the public domain and not1121

copyrighted. We strictly followed their guidelines1122

to ensure all sourced knowledge was from1123

non-copyrighted sections, including health topic1124

summaries, medical test information, Genetics1125

page summaries, and illustrations with the "U.S.1126

National Library of Medicine" watermark. For1127

citation of creators, we include the acknowledg-1128

ment "Courtesy of MedlinePlus from the National1129

Library of Medicine" as required by the website.1130

We also utilize GPT4o-Image (OpenAI, 2025) and1131

have properly cited this in our paper.1132

F.2.2 Discuss The License For Artifacts1133

As mentioned in the previous subsection, our1134

sourced knowledge information is not copyrighted.1135

This data source was also used by previous1136

work (Ben Abacha and Demner-Fushman, 2019),1137

which shared their dataset under the Creative Com-1138

mons Attribution 4.0 International License (CC1139

BY). 1140

F.2.3 Artifact Use Consistent With Intended 1141

Use 1142

Yes, our use of artifacts strictly follows the guide- 1143

lines provided by MedlinePlus. We only utilize con- 1144

tent that is explicitly marked as being in the public 1145

domain, including health topic summaries, medical 1146

test information, and genetics information. Our arti- 1147

facts will be released under the Creative Commons 1148

Attribution 4.0 International License (CC BY). 1149

F.2.4 Data Contains Personally Identifying 1150

Info Or Offensive Content 1151

No. No personally identifying data has been cre- 1152

ated or included. We have not observed any identi- 1153

fiable personal data in our dataset. 1154

F.2.5 Statistics For Data 1155

Please refer to Section 4.3 1156

F.3 Computational Experiments 1157

F.3.1 Model Size And Budget 1158

40 H100 GPU hours are required for training a 1159

Flux.1[Dev] (Labs, 2024) which has 12B parame- 1160

ters. 1161

F.3.2 Descriptive Statistics 1162

We report results of single runs, due to computa- 1163

tional limitations. As aforementioned, it requires 1164

40 H100 GPU hours to finetune a model. Our re- 1165

sults are reproducible. 1166

F.3.3 Parameters For Packages 1167

Yes, we have included necessary mentions of mod- 1168

els used, such as QwenVL (Bai et al., 2025) and 1169

PaddleOCR (Contributors, 2025). 1170
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F.4 Human Subjects Including Annotators1171

F.4.1 Instructions Given To Participants1172

Yes, we have provided screenshots of annotation1173

platforms and instructions for annotating in sec-1174

tion A.1175

F.4.2 Recruitment And Payment1176

all annotators were recruited as volunteers and paid1177

at rates exceeding local standards.1178

F.4.3 Data Consent1179

Yes. We have explained the purpose of our work to1180

all annotators. They are aware and have agreed that1181

their opinions, such as ratings and modifications of1182

text-to-image prompts, will be used as public data.1183

Throughout the process, no personally identifiable1184

information was collected.1185

F.4.4 Ethics Review Board Approval1186

Yes, our data collection protocol strictly adheres to1187

the licenses from each source. No sensitive data1188

was collected or used, and no sensitive experiments1189

were conducted. The ethics review board deter-1190

mined this project to be exempt.1191

F.4.5 Characteristics Of Annotators1192

Yes, we describe this in section 4.1193

F.5 Ai Assistants In Research Or Writing1194

F.5.1 Information About Use Of Ai Assistants1195

Yes, we used AI assistants like Claude and GPT4o1196

only for polishing language use.1197
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