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ABSTRACT

Innovation is a key driver of economic and social progress, with Intellectual Prop-
erty (IP) protection through patents playing a crucial role in safeguarding new
creations. For businesses actively producing goods, detecting potential patent in-
fringement is vital to avoid costly litigation and operational disruptions. However,
the significant domain gap between products and patents—coupled with the vast
scale of existing patent databases—makes infringement detection a complex and
challenging task. Besides, the machine learning (ML) community has not widely
addressed this problem, partly due to the lack of comprehensive datasets tailored
for this task. In this paper, we firstly formulate a new task: detecting potentially
infringing patents for a given product represented by multi-modal data, includ-
ing images and textual descriptions. This task requires a deep understanding of
both technical and legal contexts, extending beyond simple text or image match-
ing to assess functional similarities that may not be immediately apparent. To
promote research in this challenging area, we further introduce the ERiC-UP3
(E-Commerce Risk intelligence Classifier on Utility Patent and Product Pairs)
benchmark, a large-scale, well-structured dataset comprising over 13-million
patent samples and 1 million product samples. It includes 11,000 meticulously
annotated infringement pairs for training and 2,000 for testing, all rigorously re-
viewed by patent experts to ensure high-quality annotations. The dataset reflects
real-world scenarios with its multi-modal nature and the necessity for deep func-
tional understanding, offering unique characteristics that set it apart from existing
resources. As a case study, we provide results from a series of baseline methods
and propose a simple yet effective infringement detection pipeline. We also ex-
plore additional approaches that may enhance detection performance, such as text
style rewriting, cross-modal matching effectiveness, and image domain alignment.
Overall, the ERiC-UP? benchmark is the first strictly annotated product-patent in-
fringement detection dataset and stands as the largest multi-modal patent dataset,
as well as one of the largest multi-modal product datasets available. We aim to
advance research extending language and multi-modal models to diverse and dy-
namic real-world data distributions, fostering innovation and practical solutions in
IP infringement detection.

1 INTRODUCTION

Intellectual property (IP) protection through patents is essential for safeguarding innovations across
industries, granting companies and individuals exclusive rights over their creations (Reitzig & Pu-
ranam, 2009; Maskus|, |1998)). However, the misuse of the patent system—notably by “patent trolls”
who file lawsuits for compensation without ever producing the patented products—places signifi-
cant legal and financial burdens on legitimate manufacturers (Golden,[2006). For businesses actively
producing goods, avoiding IP infringement is critical to prevent costly litigation and operational dis-
ruptions. Proactively detecting and mitigating potential infringements is key to minimizing these
risks, ensuring smoother operations, and fostering continued innovation.

A major challenge in detecting patent infringement lies in the significant domain gap between prod-
ucts and patents. As illustrated in Figure|l} patent documents contain technical text and schematic
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Figure 1: Two pages of an example patent document (left, Plank support exercise apparatus and
related methods, Publication No.US10286245B2) and website of an example product (right, planks
core trainer abdominal board lcd display strength training fitness). The highlighted sections show
subsets of data fields that mainly function and we put zoomed-in example in in Appendix [A]

diagrams, while product data typically consist of images and textual descriptions. This multi-modal
nature results in stark differences in both visual and textual representations, complicating cross-
modal matching and functional similarity assessment. Moreover, patents often describe abstract
ideas, technical processes, and innovative designs that require a deep understanding of both le-
gal and technical contexts. On the other hand, the vast number of existing patents—tens of mil-
lions—further exacerbates the difficulty, creating an immense search space where accurately re-
trieving relevant patents for a given product becomes a daunting task. Beyond the sheer volume, the
ambiguity in language and variation in the way inventions are described add layers of complexity.
Functional overlap between products and patents may not be immediately apparent from surface-
level similarities, meaning infringement may occur based on underlying mechanisms rather than
visible features, which necessitates deeper analysis beyond simple text or image matching.

Usually, patent infringement detection has been a labor-intensive process requiring substantial time
and expertise from specialists well-versed in both legal and technical fields (Bergmann et al.| [2008).
This reliance on manual assessments not only makes the process costly but also limits its accessibil-
ity, particularly for small and medium-sized enterprises. While leveraging ML (Goodfellow et al.,
2016)) to automate this process presents a promising solution to reduce costs and enhance accessi-
bility, the absence of well-annotated datasets specifically designed tailored for this task has signifi-
cantly impeded progress. Therefore, the field has not yet attracted widespread attention within the
ML community, hindering the development of accurate and functional automated detection models.

This paper focuses on bridging this gap and advancing related research, where we first formulate
the task of patent infringement detection and subsequently introduce two benchmark datasets tai-
lored for it: ERiC-UP3-Base and ERiC-UP3-Large (E-Commerce Risk intelligence Classifier on
Utility Patent and Product Pairs). The former includes a smaller set of samples designed to pro-
vide researchers with a platform for rapid testing and prototype development, while the latter offers
broader data coverage, suitable for testing model robustness and effectiveness in more complex and
diverse real-world scenarios. On these benchmarks, we conduct extensive experiments and provide
a series of baseline results to demonstrate the task’s challenges and to serve as a reference for sub-
sequent research. Additionally, we develop a straightforward yet effective text-based method for
infringement detection, which includes a classifier for potential patent infringements and a product-
patent-specific retriever. Crucially, our framework shows strong baseline results and significantly
enhances the performance of infringement detection. We further conduct a series of meaningful ex-
periments on this dataset to improve the success rate of infringement detection, including text style
rewriting, the incorporation of image knowledge to aid detection performance, and the alignment of
image modal features. Through these contributions, we not only advance the application of ML in
the field of IP protection but also provide valuable resources for the research community.

2  ERIC-UP? BENCHMARK

2.1 TASK FORMULATION

A productitem P; = (I}, T}") consists of a set of images I” = {I}}, I]’,, - - - } and a corresponding
textual structure 7;7, which includes a title and a description. Given a gallery set of patent samples
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Table 1: Statistics of ERiC-UP3-Base and ERiC-UP3-Large.
‘ Support Product Set ~ Gallery Set of Patents ~ Patent CPC Main Classes ~ Training Paris ~ Test Parins

Base 2,551,842 5 7.349 454
Large 979,438 13,410,443 137 11,000 2,000

Q =1{Q;|Q,; = (IjQ, TJQ)} where each patent (); includes a set of images IjQ = {Ifl, Ij%, .
and a corresponding complex textual structure T]Q, typically comprising a title, abstract, back-
ground, claims, and other sections, the task is to retrieve the most functionally similar patent Q € @
that may be infringed upon by the query product item P;. For example, the goal is to predict a ranked
list R; = [id},id?, ... id", ... id)] Vid; € @, where N indicates the size of querying patent
pool and idiC corresponds to a specific patent in (), ordered by their relevance or likelihood of in-
fringement with respect to the product item P;. The task is to ensure that the most functionally
similar and potentially infringing patent is optimally ranked highest on the list.

2.2 DATASET CONSTRUCTION AND SIZE

As shown in Table [1} we initially introduce ERiC-UP3-Large benchmark, which includes 11,000
pairs of product-patent infringements for training and 2,000 pairs for test. The large version also in-
cludes a gallery set of 13-million patents, complete with technical texts and diagrams. To facilitate
fast validation of algorithm development while reducing training costs, we create ERiC-UP3-Base
as a subset of the Large version. The Base version comprises 7,300 training pairs, 454 test pairs,
and a reduced patent retrieval pool of 2.55 million patents, focusing on five specific patent CP(ﬂ
categories (i.e., A45, A47, A63, B65 and HO1). Each infringement pair in both versions is meticu-
lously labeled by patent experts through three rounds of cross-validation, ensuring the identification
of clear infringement cases. In addition, we collect of 1M multi-modal product samples, designed to
support effective product representation learning through diverse image and textual descriptions. All
patent and product samples are collected from the US Patent and Amazon website The process
of obtaining these samples, standardizing data formats, filtering out missing and erroneous entries,
deduplicating, and merging the datasets into a user-friendly format is nontrivial. We highlight the
several significant differences between our benchmark with previous related datasets in Appendix [B]

2.3 CHALLENGE OF LABELING PRODUCT-PATENT INFRINGEMENT PAIRS

Labeling product-patent infringement pairs is a complex and demanding task due to the inherent
difficulties in accurately linking products to the patents they may infringe upon. One of the primary
challenges stems from the use of Virtual Patent Marking (VPM) (Patent & Office, |2014), a method
mandated by US law requiring companies to disclose product-patent information. However, com-
pliance is minimal, and the data provided is often sparse and unevenly distributed across industries.
Manufacturers frequently list only product model numbers without detailed descriptions, making it
arduous to ascertain the exact product specifications and associated patents. Patent experts in our
IP team have dedicated considerable effort to meticulously verify and establish the relationships
between these model numbers, the corresponding products, and their relevant patents. In addition
to VPM data, a significant portion of our infringement pairs has been compiled through the dili-
gent work of our IP team during pre-listing IP audits. Their deep understanding of patent databases
and manual search methodologies enables them to identify and match patents with high precision.
Furthermore, we have incorporated data from historical infringement cases, reflecting a wealth of
knowledge accumulated over time. These comprehensive efforts underscore not only the challenges
in assembling accurate product-patent pairs but also highlight the critical role of specialized exper-
tise in navigating the intricacies of IP law and enforcement.

2.4 DATASET PRE-PROCESSING AND ATTRIBUTE

For data preprocessing, we first tackle textual data by structuring it. Each section of the text is
parsed and de-duplicated individually, irrelevant characters are filtered using the duplicated n-gram
coverage ratio (Rae et al., [2021)), and the cleaned text is stored in a structured JSON format. For
images, both product and patent datasets contain substantial noise, such as partial product images

'IPC was established by the 1971 Strasbourg Agreement. CPC, an extension of IPC, has been used by the
USPTO since 2013, offering broader coverage and including a “Y” section for newer technologies.
2As specified by US law and Amazon, all patent and product data is publicly accessible.
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Table 2: Statistics of textual sections.

ERiC-UP>-Base

ERiC-UP®-Large

Table 3: Comparison with previous datasets.

Product

Section Ave # Words Ave # Words Dataset ‘ #Samples Modality Domain
| Title ‘ 76 ‘ 777 RPC checkout 30,000 Image
Twitter100k 100,000
| Abstract | mor ] 10428 INRIA-Webscarch 71418 . Product
| Claims | 894.48 | 946.61 Dress Retrieval 20,200 &
Galtle?/ | Background | 99.65 | 96.83 ProductlM 1,182,083
set ol
Paient | CPC Code \ \ WIPO-alpha 75,250
| Publication Number | | CLEF-IP 1,500,000
Publication Month USPTO-2M 2,000,147 Text Patent
| Publication Month_ | ‘ BIGPatent 1,341,362
| #imgs / sample | 21.01 | 20.51 HUPD 4,518,263
‘ Title ‘ 11.72
Support Support Product Set 979,438 Image-Text Product
setof | Description | 122.83 Gallery Patent Set 13,410,443  Image-Text Patent
\

| #drawings / sample

and technical diagrams unrelated to infringement detection as shown in Figure [5]in Appendix [C|
These irrelevant images not only lack value, but also complicate the task, making the filtering and
pre-processing of the image data crucial to improving the overall effective model training and de-
tection accuracy. Here, we propose a simple yet effective model-based iteratively filtering method
based on KNN (K-nearest neighbor), where our strategy achieves an overall recognition accuracy of
93% to successfully identify true noisy images, with a recall of 82.71% and a precision of 90.54%.
Detailed pre-processing design can be found in Appendix [C| In general, we provide statistics about
the text and image sections as specified in Table [2| where more detailed description to each textual
attribute can be found in Table[I0]in Appendix. In addition, we highlight considerations, limitations,
potential biases and ethic statement in Appendix [E|

2.5 DATASET CHARACTERISTICS

Significant Domain Gap. One of the most prominent challenges in our dataset is the significant
domain gap between both vision and text representation. As shown in Figure 2] product images are
typically captured as natural RGB photos, showcasing the items in real-world contexts. In contrast,
patent illustrations often consist of black-and-white line drawings or schematics, which starkly dif-
fer in visual representation. This inherent discrepancy complicates cross-modal matching efforts. In
terms of textual descriptions, product texts are generally brief and focused on essential attributes,
while patent documents provide extensive structural information, including claims, backgrounds,
and technical descriptions. This disparity in length and complexity makes direct similarity calcu-
lations between the two types of text particularly challenging, as shown in Table |2} Overall, these
domain gaps necessitate robust methodologies to effectively bridge the differences, further enhance
cross-domain representation learning and finally improve the accuracy of infringement detection.

Large scale and Multi-purpose. In addition to tackling the product-patent infringement detection
task, our dataset surpasses the size and diversity of previously available datasets in patent domains
and achieve comparable size in product domains. As illustrated in Table [3} our collection marks
a significant leap in scale. This expansive dataset not only facilitates comprehensive training for
automated detection models but also supports a broader range of tasks, including multi-modal rep-
resentation learning and language modeling (Radford et al., 2021; |Devlin et al., 2019), patent clas-
sification (Larkey, |1999), product instance retrieval (Zhan et al.,2021) and etc. The substantial size
of our dataset provides a robust foundation for developing models that generalize more effectively,
addressing limitations in earlier datasets that were constrained by domain coverage.

Consistency with Real-World Scenarios: The extensive 13-million patent retrieval pool in the
Large version of our benchmark closely aligns with real-world conditions, presenting a formidable
challenge for large-scale patent search and retrieval. This provides a realistic framework for eval-
vating the effectiveness of infringement detection models. Furthermore, both products and patents
are accompanied by multiple images and drawings, along with complex textual structures as shown
in Table 2} Leveraging all available visual and textual information for representing a product or
patent can lead to substantial computational overhead. Therefore, selecting the most representative
information is crucial for facilitating effective infringement detection. Additionally, we observe that
number of samples in CPC main classes (gallery set of patent in ERiC-UP3-Large dataset) follows a
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Figure 2: The significant domain gap between patent images (top row) and product images (bottom
row) is evident, as patent images are typically black-and-white line drawings while product images
are natural RGB photographs; some infringements are visually obvious, while more necessary the
involvement of textual description for accurate detection.

heavily long-tail distribution as shown in Figure[6]in Appendix [D] further indicating that our dataset
effectively reflects real-world scenarios.

2.6 EVALUATION METRICS

To assess the performance of our infringement detection model, we focus primarily on two eval-
uation metrics: mean Average Top-K matching Recall (nAR@K) and mean Rank of Matches
(mRoM). Given that a single product may infringe on multiple patents, we adopt a hit-one strategy
for recall evaluation. This means that if at least one infringing patent is present within the Top-K
matches, the detection is considered successful. Our objective is to achieve a lower average rank,
indicating that relevant patents are retrieved more efficiently and effectively within the top results.

3 METHOD

In this section, we present a straightforward and effective pipeline for detecting potential patent
infringements based on the textual modality. Given the enormous size of the patent retrieval pool
(i.e., 13-million in ERiC-UP3-Large), our primary concern is how to effectively reduce the search
space. To address this, we design to employ a classifier to identify potential patent infringement
categories related to products, thereby narrowing down the pool of relevant patents. Next, we design
to train an encoder using supervised contrastive learning (SCL) (Khosla et al.} 2020) on product-
patent pairs, which generates reliable text embeddings, allowing us to compute similarity scores for
infringement detection.

3.1 PATENT INFRINGEMENT CATEGORY CLASSIFIER

To handle the vast number of patents, our first step is to narrow down the search space, which can be
achieved through a classifier that categorizes potential patent infringement types related to the given
product. Formally, given a query product P;, before retrieving potentially infringing patents, we first
classify it into the relevant CPC main classes (137 in total) where potential infringing patents are
likely to be found. This preliminary classification significantly reduces the search space, making the
retrieval process more efficient.

Considering that a single product may potentially infringe upon multiple patents and that a patent can
belong to multiple CPC main classes, we model this classification task as a multi-label classification
problem. Specifically, for each product, we aim to predict the Top-k CPC main classes that are most
relevant. Let C = {c1, ¢, ..., cn} be the set of all CPC main classes, where N is the total number
of classes. Denote T; as the textual description of a product P; and y; = [y:1, Yi2, - - - » i N]T as the
ground truth label vector for product P;, where y;; = 1 if class c; is relevant to P;, and y;; = 0
otherwise. We use a neural network classifier fy parameterized by 6 to predict the relevance scores
for each class, y; = fo(T;) = [Ui1, Dizs---,Tin] ' » Where 7;; € [0,1] represents the predicted
probability that class c; is relevant to product P;. fs can be optimized by minimizing a binary
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cross-entropy (BCE) loss within a mini-batch B suitable for multi-label classification as below:

|B| N

argmin — 3] Z Z [yij - log(9i5) + (1 — yi5) - log(1 — §i5)] - ey
=1 j=1

During inference, for each product P;, we compute the predicted probabilities y; = fo(T;), where

T; is the textual description of P; and fy is the trained classifier. To determine the set of predicted
CPC main classes, we employ both Top-K selection and thresholding to ensure that only the most
relevant and confidently predicted classes are considered.

Firstly, we select the Top-K classes with the highest predicted probabilities, denoted as C’TOID K

Simultaneously, we apply a probability threshold A € [0, 1] to include classes where the predlcted
probability meets or exceeds A, forming the set C* = {c; € C | §;; > A}. The intersection
) ) . "X nC?, ifnon-empty.
of these two sets yields the final predicted classes: CT" = ! ! This
’ CTP K otherwise.

combined approach leverages the consistency of Top-K selection and the confidence provided by
thresholding, enhancing both efficiency and accuracy. Using the final predicted classes CT inal " we
reduce the patent retrieval pool for each product P; to patents classified under corresponding CPC
main classes. By focusing on these subsets of the entire patent database, we significantly decrease
computational requirements, improve the efficiency of subsequent retrieval steps and effectively
narrows down the search space, facilitating the retrieval with higher mAR@K and lower mRoM.

3.2 PRODUCT-PATENT EMBEDDING RETRIEVER

To effectively detect potential patent infringements based on textual content, we develop a Product-
Patent Embedding Retriever that generates robust embeddings for both products and patents.
Leveraging our training data consisting of product-patent pairs—where each pair includes a query
product and a positive sample (an infringing patent)}—we train our model to capture semantic simi-
larities indicative of infringement relationships. By calculating the similarity between these embed-
dings, we can efficiently identify potential infringements.

Let D = {(P;, Q;)} denote the set of product-patent pairs in our training data, where P; is a product
with textual description 7p, and Qj' is the corresponding infringing patent (positive sample) with
textual content TQj- We employ a shared encoder Fy4, parameterized by ¢, to map textual inputs
into a latent embedding space hp, = E4(Tp,) € R? and ho+ = Ey(Ty+) € R?, where d is the

dimensionality of the embedding space. Usually, E, can be initialized by well pre-trained language
model such as BERT (Devlin et al., 2019) and RoBERTa (Liu, 2019).

Given that our training data consists of positive product-patent pairs, we aim to train the encoder
such that embeddings of positive pairs are close in the latent space, while embeddings of negative
pairs are pushed apart. Negative samples are crucial for effective training; we generate them by
pairing each product with patents not associated with it. For each product P;, we construct negative
patents Q . by sampling from the reduced search space (obtained from the Patent Infringement Cat-

egory Cla351ﬁer) such that Q; ; ¢ {Q;}. Finally, we employ a SCL approach using the InfoNCE
loss (Oord et al.l 2018)) to effectlvely optimize the encoder E as follows:

|B] exp(sim(hp,, hQ+>/T

g - [B] & Z ® oxp(sim(hp,, hor)/7) + 3 exp(sim(bp, by )/7)°

2

where sim(hp,, hg) is the cosine similarity between embeddings and 7 is a tempera-

_ hPi ho

= g kel
ture hyper-parameter controlling the concentration level of the distribution. Furthermore, inspired by
hard-sample mining (Karpukhin et al.l 2020) we design to periodically update the negative samples

with patents that the model currently finds challenging, enhancing discrimination.

During inference, we firstly generate all candidate patent embeddings {hq, } for all patents Q); in the
reduced search spac, where the pre-computing and indexing these embeddings accelerates retrieval.
Then for each product P;, we can compute the product embedding hp, = E4(Tp,) and calculate
the cosine similarity between hp, and each hg, by s; ; = sim(hp,,hg,). As a result, we can
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Table 4: Retrieval performance for different combinations of product and patent textual sections on
the validation set of the A63 CPC main classes. We mainly focus on higher mAR @500 and then
lower mRoM. More comprehensive results can be found in Appendix [F.1]

Patent Tit. Abs. Bkg. CL. Abs. +CL. Tit. + Abs. + CL. + Bkg.
Product mAR@500/ mRoM ~ mAR@500/mRoM  mAR@500/mRoM  mAR@500/mRoM  mAR@500/ mRoM mAR@500 / mRoM

Tit. 23.21/116.57 57.14/238.33 19.64 /383.01 30.36/215.07 48.21/283.01 33.93/146.17
Desc. 30.36/156.67 57.14/188.76 21.43/279.88 41.07/280.21 58.93/254.79 57.14/265.14
Tit. + Desc. 42.86/271.44 53.57/208.28 26.79 /220.38 50.00/272.82 60.71/235.34 60.71/238.11

finally obtain a ranked list R; based on similarity scores s; ; in descending order and evaluate the
effectiveness of the method by checking whether ground truth patent in Top-K of R;.

By fine-tuning an encoder using supervised contrastive learning on our annotated product-patent
pairs, we effectively capture the semantic relationships necessary for infringement detection. The
embeddings generated by our Product-Patent Embedding Retriever enable efficient and accurate
identification of potential infringements based on textual similarity.

4 EXPERIMENTS AND ANALYSIS

In this section, we conduct comprehensive experiments on our datasets. Due to the substantial
training costs and computational demands, we focus on conducting a series of baseline experiments
on ERiC-UP3-Base, and ultimately provide results on ERiC-UP3-Large. Unless otherwise specified,
our experimental results are primarily based on the text modality, where we consider mean Average
Top-500 matching Recall (mAR@500) and mean Rank of the Matches (mRoM). We highlight the
best performance in red and the second one in blue.

4.1 WARMINGUP: SELECTION OF TEXTUAL SECTIONS AND ENCODER

To establish a strong baseline for our retrieval model, we begin by exploring the optimal combination
of textual sections from patents and products, as well as selecting the most suitable encoder for our
task. This preliminary step is crucial to ensure that subsequent experiments would be built upon the
most informative and effective data representations. Patents and products contain various textual
components that provide different levels of detail and specificity.

As shown in Table |2} both patent and product include several textual sections. We hypothesize that
certain combinations of these sections might offer better retrieval performance due to the richness
of information they contain. Therefore, we examine performance of different combinations of these
sections as shown in Table [4] which experimentally demonstrate that the combination of Abstract +
Claims for patents and Title + Description for products is optimal by achieving a highest mAR @500
score of 60.71 and an mRoM of 235.34. This combination can effectively capture essential legal and
technical aspects, and finally enhance the retrieval system’s effectiveness. We put implementation
details and analysis in Appendix [FI]

By following common practice of text multi-class classification, we employ a pre-trained language
model and a linear layer to serve as fy. For initialization of encoder used in classifier fy and re-
triever Fy, we examine several popular pre-trained models, including BERT (Devlin et al., 2019),
RoBERTa (Liu, 2019), TS5 (Raffel et al., 2020), MPNET (Song et al.| [2020), BGE (Xiao et al.,
2023) and LlaMa2-7B (Dubey et al., 2024). As shown in the top cell of Table E], we find that
both RoBERTa-large and BGE-large achieved comparable and satisfactory performance with simi-
lar parameter sizes and structures (around 350M). It is not surprising that T5-large achieves a more
significant mAR @500, due to about 770M parameters and an encoder-decoder structure. Here, ALL
indicates that we use all five categories of patents as the retrieval pool to evaluate the performance
of matching. The remaining results represent the performance under the assumption that we already
know the main CPC classes of the patent infringed by the current product. Ultimately, considering
the model structure, efficiency and performance, we employ BGE to initialize encoders in fy and
E. More details and discussion can be found in Appendix

4.2 HOT TO EFFECTIVELY REDUCE PATENT SEARCH SPACE?

One of the biggest challenges in training a robust Infringement Category Classifier is the lack of a
large-scale training set with labels from product to patent CPC main classes, which may result in
the classifier overfit and lack of enough generalization ability due to the scarcity of training data.
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Table 5: mAR@500 of different pre-trained (top) and fine- Table 6: Performance of different train-

tuned encoders (bottom). ing datasets on CPC classification
Encoder ERiC-UP>-Base Test Dataset ERiC-UP®-Base
ALL | A45 | A47 | A63 | B65 | HOI Partial Accuracy (%)  Top-1  Top-2
BERT-large 8.81 14.29 | 26.92 14.49 17.07 11.57 Infringement Pairs 85.01 88.87
RoBERTa-large 16.08 | 22.69 | 18.12 | 17.14 | 1220 | 23.14 GPT-4 Generation 7522 82.01
T5-large 2247 | 3173 | 3116 | 2571 | 17.07 | 28.93 Patent Classification ~ 90.01  95.81
MPNET-large 1342 | 12,50 | 26.09 | 1571 | 1341 | 25.62
BGE-large 16.08 | 14.42 | 26.81 | 20.00 | 18.54 | 29.01 Test Dataset ERiC-UP3-Large
LLaMa2-7B 5.73 2.88 7.23 5.71 13.41 9.09 Partial Accuracy (%)  Top-1 Top-2  Top-5
OURS (RoBERTa) | 45.81 | 66.35 | 63.04 | 40.00 | 50.00 | 40.50 Infringement Pairs ~ 33.79  50.06  61.28
OURS (T5) 64.54 | 9231 | 68.12 | 60.00 | 59.76 | 56.20 GPT-4 Generation 57.67  70.63  78.12
OURS (BGE) 68.32 | 75.00 | 73.19 | 62.86 | 75.61 | 59.60 Patent Classification ~ 73.87  85.60  91.01

Therefore, we propose two new methods to construct the labels for the product to patent CPC main
classes, /) based on GPT-4 to generate the training set; 2) based on patent CPC classification. We
set Top-K = 5 and A = 0.2 during the evaluation, and provide construction details, ablation study
and discussions in Appendix[F.2] As illustrated in Table[6] we primarily consider Top-1&2 accuracy
on the Base test set (including 5 classes) , while on the Large test set (137 classes), we consider Top-
1,2&5. Tt is evident that classifiers trained on infringement pairs often do not perform optimally,
and classifiers trained on the GPT-4 generated training set also fail to effectively map products to
the infringement patent CPC main classes. Interestingly, we find that classifiers trained on patent
data (mapping patent text to corresponding CPC main classes) exhibit excellent transferability and
generalization capabilities, which can effectively categorize products into main classes of poten-
tially infringing patents, demonstrating a highly effective and stable method of reducing the patent
search space. This discovery underscores the importance of leveraging patent data in training robust
classifiers, where the inherent structure and rich information contained in the patent provide a solid
foundation for the classifier to learn meaningful mappings from products to patent classes.

4.3 TRAINING AN EFFECTIVE PRODUCT-PATENT EMBEDDING RETRIEVER

To evaluate the effectiveness of our proposed product-patent embedding retriever, we conduct a
series of experiments. The objective of these experiments is to understand how well our model can
learn meaningful embeddings that capture the relationship between products and patents and how
these embeddings can be used to identify potential patent infringements. The results in bottom block
of Table [5] show that with the help of supervised contrastive learning by minimizing Equation [3.2]
our fine tuned model is able to effectively learn meaningful embeddings that capture the relationship
between products and patents, outperforming several baseline methods by 29.73% on RoBERTa,
42.07% on T5 and 52.24% on BGE. Furthermore, the embeddings can be used to efficiently retrieve
relevant patent documents for a given product description, demonstrating the potential of our model
for automated patent infringement detection. These experiments demonstrate the effectiveness of our
proposed product-patent embedding retriever. Our model not only provides a way to automatically
detect potential patent infringements but also opens up new possibilities for further research in the
field of patent analysis and classification. Finally, we report the performance of our pipeline in
Table [/} from which we can observe that with the help of Classifier and Retriever, our pipeline can
effectively improve mAR @500 by 24.05% and 28.37%, where mRoM also significantly decreases
from 110.00 to 102.28 and 124.75 to 93.15, respectively.

4.4 ANALYSIS

Rewritten for Better Textual Matching. In the context of product and patent retrieval, effective
text matching is crucial for identifying semantically similar content across different documents.
However, challenges such as varying text lengths, redundant information, and significant stylis-
tic differences between patent and product descriptions can hinder the performance of embedding
models. To address these issues, we employ two rewriting strategies: (1) summarizing long texts
into shorter, more focused contexts, and (2) aligning the stylistic differences between patent and
product texts. We utilize several open-source Large Language Models (LLMs) for these rewriting
tasks. Experimental results for mAR @500 are presented in Table[8] with additional results and anal-
yses provided in Table|14|in Appendix Through these experiments, we find that rewriting is an
effective strategy for improving text matching, with summarization proving to be more robust than
stylistic alignment. These findings indicate that further exploration of these techniques could lead
to even better outcomes, offering an alternative approach for researchers to consider.
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Table 7: Final results on both Large and Table 8: mAR@500 results of various LLMs on the three
Base test set. rewritten subsets based on pre-trained BGE-large.

| Pool | mAR@500 mRoM
Subset ‘

Summary Stylistic-Align.

Base | wen2-0.5B  Qwen2-7B LlamaB-SB‘ Qwen2-0.5B

Base Test ‘ 1300W ‘ 39.38 110.00
OURS 63.43 102.28 A45 14.42 27.88 14.42 31.73 8.65
A47 26.81 32.61 31.88 34.06 27.54
Large Test ‘ 1300W ‘ 26.22 124.75 A63 20.00 32.86 35.71 3143 34.29
OURS 54.59 93.15
Patent

substantial domain disparities Stretch Detection similar visual styles

Figure 3: Visualizations of stretch extraction for both patent and product images. This strategy
significantly mitigates domain shift, leading to improved image retrieval performance.

Table 9: mAR@500 results of image-

Image-Retrieval Based on Stretch. As shown in Fig- - )
retrieval and cross-modal retrieval.

ure 3] we propose a simple yet effective style-transfer

method based on stretch detection (Zhou et al. [2024) Method | mAR@5001
to a!leviate the domain gl}ift between patent and prod- Raw natural-style 12.50
uct images, and then utilize the powerful CLIP (Rad- Stretch-based-style (OURS) 33.92
ford et al., |2021) model to extract unified feature rep- Text-to-Image (OURS) 42.85
resentations for similarity measurement. Results in Ta- Cross-Modality (OURS) 57.14

ble[9]demonstrate that, benefiting from stretch-based style

transfer, we achieve a mAR@500 of 33.92%, marking a 21.42% improvement over using raw nat-
ural images. Considering the remarkable performance and low computational cost of text-based
retrieval, we further propose a hierarchical text-to-image retrieval strategy. In the first stage, we
utilize text matching to filter the Top-h most likely patent candidates for each product. Next, we
perform image-based retrieval within the selected Top-h candidates. With this approach, we further
enhance image-based retrieval performance, increasing mAR @500 from 33.92% to 42.85%. Details
can be found in Appendix [F4]

Cross-Retrieval Based on CLIP. Following the hierarchical text-to-image retrieval framework, we
first employ text matching to select the Top-h most likely patent candidates for each product. Sub-
sequently, rather than using stretch-based image retrieval, we further explore the effectiveness of
cross-modal retrieval using the CLIP model by computing the similarity between the encoded text
features of product and the stretch image features of patent candidates. As showcased in Table [9]
the cross-modal text-to-image retrieval performance, enabled by CLIP’s robust text-image align-
ment capabilities, achieves a mAR@500 of 57.14%, surpassing the sketch-based image retrieval
by a notable 14.29% margin. This result indicates that adaptively selecting the optimal retrieval
modality and multi-modal fusion mechanism for each sample may be critical to achieving effective
patent-product infringement detection.

Does Cosine Similarity Best Capture Semantic Relevance? Several works (Khattab & Zaharial,
2020; [Lu et al.| [2021}; [Steck et al.| |2024) have highlighted that simple dot-product (or cosine sim-
ilarity) between embeddings may not be sufficient to capture semantic relevance. To address this,
we propose an alternative metric to replace naive cosine similarity as the detector. Inspired by su-
pervised fine-tuning (SFT), we use paired product-patent embeddings with binary labels to train a
two-category classifier. During inference, the output logits are used as the metric to measure the
semantic relevance between the paired product and patent embeddings. The experimental results
and detailed analyses presented in Appendix [F-3also suggest that cosine similarity may not be the
most effective detector for patent infringement.

Visual-Enhanced Multi-Modality Infringement Detection. In this section, we present an effec-
tive analysis on how to fuse textual features and visual features to achieve efficient infringement
detection. The details and experimental analysis are provided in the Appendix Our final con-
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clusion is that visual and textual information complement each other in the detection, leading to
better results. However, naive fusion cannot achieve the best performance, necessitating the design
of superior fusion or voting methods to balance the importance of visual and textual features.

5 RELATED WORK

Information Retrieval. Information retrieval, encompassing both intra-modal and cross-modal
techniques, plays a pivotal role in efficiently accessing relevant data from vast information sources.
Intra-modal retrieval (Qi et al.| 2016; Bai et al) [2018) has been thoroughly explored in various
domains, such as keyword-based web document search (Ensan & Bagheri, [2017), content-driven
image retrieval (Noh et al.,|2017) and product recommendation systems (Kang et al.;2017). On the
other hand, cross-modal retrieval (Feng et al.|[2014;|Wang et al.,|2017)) has emerged as a compelling
solution for efficiently indexing and retrieving data across different modalities, making it particu-
larly useful in large-scale applications like search engines (Harman et al., 2019) and E-commerce
platforms (Corbiere et al., 2017, among others. Nevertheless, these techniques (Nurmi et al., |2008;
Wang et al., 2016; Lin et al.,[2018)) often rely on single-modal inputs, limiting their effectiveness in
real-world scenarios where both queries and targets involve multi-modal information.

Patent Analysis. Previous research in Natural Language Processing (NLP) related to patent anal-
ysis has largely concentrated on two key tasks: patent classification and summarization. Patents
are typically classified using hierarchical systems such as the IPC and CPC, with various studies
predicting IPC/CPC codes at different levels using statistical methods (Chu et al.l 2008} |Tran &
Kavuluru, [2017; |Gomez, [2019)) and neural networks (Grawe et al.l 2017;|Li et al., [2018}; |Zhu et al.,
2020), including Transformer-based models like BERT (Devlin et al.,2019) and BIGBIRD (Zaheer
et al.l 2020). Datasets such as CLEF-IP (Piroi et al., 2011) and USPTO-2M (L1 et al., [2018) have
been commonly used for training models in this area, though they are limited in scope and flexibil-
ity, which the more comprehensive HUPD (Suzgun et al., |2024) dataset addresses. In the area of
patent text generation and summarization, the introduction of the BIGPATENT (Sharma et al.}, 2019)
dataset marked a significant step forward. This work introduces a novel task by focusing on patent
acceptance prediction, using textual analysis to identify characteristics that differentiate accepted
from rejected patents, thus contributing a new dimension to patent decision classification.

Patent Infringement Detection. Patent infringement detection is a crucial process aimed at iden-
tifying the unauthorized use of patented technology, thus safeguarding IP rights. Traditionally, this
task has been carried out manually, requiring detailed comparisons of patent claims—a method
that is both time-consuming and susceptible to human error (Schoen et al., [1993; Majewski &
Williamson, 2004). In recent years, keyword-driven text mining techniques have become a preva-
lent approach for detecting infringements (Yoon, 2008; Lee et al.,[2013). However, these techniques
are limited by their dependence on predetermined keywords, which constrains their ability to cap-
ture nuanced technological insights and complex structural relationships between components. To
address these limitations, [Park & Yoon| (2014) proposed a semantic similarity approach based on
the Subject-Action-Object (SAO) framework, utilizing WordNet (Miller, |19935)) to identify patent in-
fringements by measuring technological similarities. More recently, with the advancement of deep
neural networks, [Liu & Pei| (2023)) leverages text vectorization and convolutional neural networks
to extract and represent patent infringement features, capturing semantic information from multiple
layers of patents.

6 CONCLUSION

In this paper, we introduce a new task of detecting potentially infringing patents for given products
represented by multi-modal data, including both images and textual descriptions. To support this,
we develop ERiC-UP?, the largest and most comprehensive dataset for this task. Our experiments
highlight the complexity of the problem and demonstrate the potential of our detection pipeline,
along with techniques like text style rewriting and cross-modal matching, to improve results. This
work establishes a foundation for advancing automated IP infringement detection, helping mitigate
legal risks and foster innovation across industries.

10



Under review as a conference paper at ICLR 2025

REFERENCES

Cong Bai, Ling Huang, Xiang Pan, Jianwei Zheng, and Shengyong Chen. Optimization of deep
convolutional neural network for large scale image retrieval. Neurocomputing, 303:60-67, 2018.

Emily M Bender and Batya Friedman. Data statements for natural language processing: Toward
mitigating system bias and enabling better science. Transactions of the Association for Computa-
tional Linguistics, 6:587-604, 2018.

Isumo Bergmann, Daniel Butzke, Lothar Walter, Jens P Fuerste, Martin G Moehrle, and Volker A
Erdmann. Evaluating the risk of patent infringement by means of semantic patent analysis: the
case of dna chips. R&d Management, 38(5):550-562, 2008.

Xiao-Lei Chu, Chao Ma, Jing Li, Bao-Liang Lu, Masao Utiyama, and Hitoshi Isahara. Large-scale
patent classification with min-max modular support vector machines. In 2008 IEEE International
Joint Conference on Neural Networks (IEEE World Congress on Computational Intelligence), pp.
3973-3980. IEEE, 2008.

Charles Corbiere, Hedi Ben-Younes, Alexandre Ramé, and Charles Ollion. Leveraging weakly
annotated data for fashion image retrieval and label prediction. In Proceedings of the IEEE inter-
national conference on computer vision workshops, pp. 2268-2274, 2017.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep
bidirectional transformers for language understanding. In North American Chapter of the Associ-
ation for Computational Linguistics, 2019.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle, Aiesha
Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, et al. The llama 3 herd of models.
arXiv preprint arXiv:2407.21783, 2024.

Faezeh Ensan and Ebrahim Bagheri. Document retrieval model through semantic linking. In Pro-
ceedings of the tenth ACM international conference on web search and data mining, pp. 181-190,
2017.

Fangxiang Feng, Xiaojie Wang, and Ruifan Li. Cross-modal retrieval with correspondence autoen-
coder. In Proceedings of the 22nd ACM international conference on Multimedia, pp. 7-16, 2014.

Timnit Gebru, Jamie Morgenstern, Briana Vecchione, Jennifer Wortman Vaughan, Hanna Wallach,
Hal Daumé lii, and Kate Crawford. Datasheets for datasets. Communications of the ACM, 64
(12):86-92, 2021.

John M Golden. Patent trolls and patent remedies. Tex. L. Rev., 85:2111, 2006.

Juan Carlos Gomez. Analysis of the effect of data properties in automated patent classification.
Scientometrics, 121(3):1239-1268, 2019.

Ian Goodfellow, Yoshua Bengio, Aaron Courville, and Yoshua Bengio. Deep learning, volume 1.
MIT Press, 2016.

Mattyws F Grawe, Claudia A Martins, and Andreia G Bonfante. Automated patent classification
using word embedding. In 2017 16th IEEE International Conference on Machine Learning and
Applications (ICMLA), pp. 408—411. IEEE, 2017.

Donna Harman et al. Information retrieval: the early years. Foundations and Trends® in Information
Retrieval, 13(5):425-577, 2019.

Yuting Hu, Liang Zheng, Yi Yang, and Yongfeng Huang. Twitterl00k: A real-world dataset for
weakly supervised cross-media retrieval. IEEE Transactions on Multimedia, 20(4):927-938,
2017.

Wang-Cheng Kang, Chen Fang, Zhaowen Wang, and Julian McAuley. Visually-aware fashion rec-
ommendation and design with generative image models. In 2017 IEEE international conference
on data mining (ICDM), pp. 207-216. IEEE, 2017.

11



Under review as a conference paper at ICLR 2025

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick Lewis, Ledell Wu, Sergey Edunov, Danqi
Chen, and Wen-tau Yih. Dense passage retrieval for open-domain question answering. arXiv
preprint arXiv:2004.04906, 2020.

Omar Khattab and Matei Zaharia. Colbert: Efficient and effective passage search via contextualized
late interaction over bert. In Proceedings of the 43rd International ACM SIGIR conference on
research and development in Information Retrieval, pp. 39-48, 2020.

Prannay Khosla, Piotr Teterwak, Chen Wang, Aaron Sarna, Yonglong Tian, Phillip Isola, Aaron
Maschinot, Ce Liu, and Dilip Krishnan. Supervised contrastive learning. Advances in neural
information processing systems, 33:18661-18673, 2020.

Josip Krapac, Moray Allan, Jakob Verbeek, and Frédéric Juried. Improving web image search results
using query-relative classifiers. In 2010 IEEE Computer Society Conference on Computer Vision
and Pattern Recognition, pp. 1094-1101. IEEE, 2010.

Leah S. Larkey. A patent search and classification system. In Proceedings of the fourth ACM
conference on Digital libraries, pp. 179-187, Aug 1999. doi: 10.1145/313238.313304. URL
http://dx.doi.org/10.1145/313238.313304.

Changyong Lee, Bomi Song, and Yongtae Park. How to assess patent infringement risks: a se-
mantic patent claim analysis using dependency relationships. Technology analysis & strategic
management, 25(1):23-38, 2013.

Shaobo Li, Jie Hu, Yuxin Cui, and Jianjun Hu. Deeppatent: patent classification with convolutional
neural networks and word embedding. Scientometrics, 117(2):721-744, 2018.

Zehang Lin, Zhenguo Yang, Feitao Huang, and Junhong Chen. Regional maximum activations
of convolutions with attention for cross-domain beauty and personal care product retrieval. In
Proceedings of the 26th ACM international conference on Multimedia, pp. 2073-2077, 2018.

Weidong Liu and Senjun Pei. Convolution neural network based patent infringement detection
method. 2023.

Yinhan Liu. Roberta: A robustly optimized bert pretraining approach. arXiv preprint
arXiv:1907.11692, 2019.

Jing Lu, Gustavo Hernandez Abrego, Ji Ma, Jianmo Ni, and Yinfei Yang. Multi-stage training with
improved negative contrast for neural passage retrieval. In Proceedings of the 2021 conference on
empirical methods in natural language processing, pp. 6091-6103, 2021.

Suzanne E Majewski and Dean V Williamson. Incomplete contracting and the structure of r&d joint
venture contracts. In Intellectual property and entrepreneurship, pp. 201-228. Emerald Group
Publishing Limited, 2004.

Keith E Maskus. The international regulation of intellectual property. Weltwirtschaftliches Archiv,
134(2):186-208, 1998.

George A Miller. Wordnet: a lexical database for english. Communications of the ACM, 38(11):
39-41, 1995.

Hyeonwoo Noh, Andre Araujo, Jack Sim, Tobias Weyand, and Bohyung Han. Large-scale image
retrieval with attentive deep local features. In Proceedings of the IEEE international conference
on computer vision, pp. 3456-3465, 2017.

Petteri Nurmi, Eemil Lagerspetz, Wray Buntine, Patrik Floréen, and Joonas Kukkonen. Product re-
trieval for grocery stores. In Proceedings of the 31st annual international ACM SIGIR conference
on Research and development in information retrieval, pp. 781-782, 2008.

Aaron van den Oord, Yazhe Li, and Oriol Vinyals. Representation learning with contrastive predic-
tive coding. arXiv preprint arXiv:1807.03748, 2018.

Maxime Oquab, Timothée Darcet, Théo Moutakanni, Huy Vo, Marc Szafraniec, Vasil Khalidov,
Pierre Fernandez, Daniel Haziza, Francisco Massa, Alaaeldin El-Nouby, et al. Dinov2: Learning
robust visual features without supervision. arXiv preprint arXiv:2304.07193, 2023.

12


http://dx.doi.org/10.1145/313238.313304

Under review as a conference paper at ICLR 2025

Inchae Park and Byungun Yoon. A semantic analysis approach for identifying patent infringement
based on a product—patent map. Technology Analysis & Strategic Management, 26(8):855-874,
2014.

The United States Patent and Trademark Office. Report on virtual marking, 2014. https://www.
uspto.gov/sites/default/files/aia_implementation/VMreport .pdf.

Florina Piroi, Mihai Lupu, Allan Hanbury, and Veronika Zenz. Clef-ip 2011: Retrieval in the intel-
lectual property domain. In CLEF (notebook papers/labs/workshop), 2011.

Yonggang Qi, Yi-Zhe Song, Honggang Zhang, and Jun Liu. Sketch-based image retrieval via
siamese convolutional neural network. In 2016 IEEE international conference on image pro-
cessing (ICIP), pp. 2460-2464. IEEE, 2016.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning transferable visual
models from natural language supervision. In International conference on machine learning, pp.
8748-8763. PMLR, 2021.

Jack W Rae, Sebastian Borgeaud, Trevor Cai, Katie Millican, Jordan Hoffmann, Francis Song, John
Aslanides, Sarah Henderson, Roman Ring, Susannah Young, et al. Scaling language models:
Methods, analysis & insights from training gopher. arXiv preprint arXiv:2112.11446, 2021.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J Liu. Exploring the limits of transfer learning with a unified text-to-text
transformer. Journal of machine learning research, 21(140):1-67, 2020.

Markus Reitzig and Phanish Puranam. Value appropriation as an organizational capability: The case
of ip protection through patents. Strategic management journal, 30(7):765-789, 2009.

Robin A Schoen, Mary E Mogee, and Mitchel B Wallerstein. Global dimensions of intellectual
property rights in science and technology. National Academies Press, 1993.

Eva Sharma, Chen Li, and Lu Wang. Bigpatent: A large-scale dataset for abstractive and coherent
summarization. In Proceedings of the 57th Annual Meeting of the Association for Computational
Linguistics, pp. 2204-2213, 2019.

Kaitao Song, Xu Tan, Tao Qin, Jianfeng Lu, and Tie-Yan Liu. Mpnet: Masked and permuted pre-
training for language understanding. Advances in neural information processing systems, 33:

16857-16867, 2020.

Harald Steck, Chaitanya Ekanadham, and Nathan Kallus. Is cosine-similarity of embeddings really
about similarity? In Companion Proceedings of the ACM on Web Conference 2024, pp. 887890,
2024.

Mirac Suzgun, Luke Melas-Kyriazi, Suproteem Sarkar, Scott D Kominers, and Stuart Shieber. The
harvard uspto patent dataset: A large-scale, well-structured, and multi-purpose corpus of patent
applications. Advances in Neural Information Processing Systems, 36, 2024.

Tung Tran and Ramakanth Kavuluru. Supervised approaches to assign cooperative patent classifica-
tion (cpc) codes to patents. In Mining Intelligence and Knowledge Exploration: 5th International
Conference, MIKE 2017, Hyderabad, India, December 13—15, 2017, Proceedings 5, pp. 22-34.
Springer, 2017.

Bokun Wang, Yang Yang, Xing Xu, Alan Hanjalic, and Heng Tao Shen. Adversarial cross-modal
retrieval. In Proceedings of the 25th ACM international conference on Multimedia, pp. 154-162,
2017.

Wei Wang, Xiaoyan Yang, Beng Chin Ooi, Dongxiang Zhang, and Yueting Zhuang. Effective deep
learning-based multi-modal retrieval. The VLDB Journal, 25:79-101, 2016.

Xiu-Shen Wei, Quan Cui, Lei Yang, Peng Wang, and Linggiao Liu. Rpc: A large-scale retail product
checkout dataset. arXiv preprint arXiv:1901.07249, 2019.

13


https://www.uspto.gov/sites/default/files/aia_implementation/VMreport.pdf
https://www.uspto.gov/sites/default/files/aia_implementation/VMreport.pdf

Under review as a conference paper at ICLR 2025

Shitao Xiao, Zheng Liu, Peitian Zhang, and Niklas Muennighoff. C-pack: Packaged resources to
advance general chinese embedding, 2023.

An Yang, Baosong Yang, Binyuan Hui, Bo Zheng, Bowen Yu, Chang Zhou, Chengpeng Li,
Chengyuan Li, Dayiheng Liu, Fei Huang, et al. Qwen2 technical report. arXiv preprint
arXiv:2407.10671, 2024.

Byungun Yoon. On the development of a technology intelligence tool for identifying technology
opportunity. Expert systems with applications, 35(1-2):124-135, 2008.

Manzil Zaheer, Guru Guruganesh, Kumar Avinava Dubey, Joshua Ainslie, Chris Alberti, Santiago
Ontanon, Philip Pham, Anirudh Ravula, Qifan Wang, Li Yang, et al. Big bird: Transformers for
longer sequences. Advances in neural information processing systems, 33:17283-17297, 2020.

Xunlin Zhan, Yangxin Wu, Xiao Dong, Yunchao Wei, Minlong Lu, Yichi Zhang, Hang Xu, and Xi-
aodan Liang. Productlm: Towards weakly supervised instance-level product retrieval via cross-
modal pretraining. In Proceedings of the IEEE/CVF International Conference on Computer Vi-
sion, pp. 11782-11791, 2021.

Caixia Zhou, Yaping Huang, Mengyang Pu, Qingji Guan, Ruoxi Deng, and Haibin Ling. Muge:
Multiple granularity edge detection. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 25952-25962, 2024.

Huiming Zhu, Chunhui He, Yang Fang, Bin Ge, Meng Xing, and Weidong Xiao. Patent automatic
classification based on symmetric hierarchical convolution neural network. Symmetry, 12(2):186,
2020.

14



Under review as a conference paper at ICLR 2025

Appendix
[A~ Zoomed-in Example] 2
[B™ Difference with previous related datasefs| 2
IB.1 Comparison with patent-related datasets| . . . . . ... ... ... .........
IB.2  Comparison with product-related datasets| . . . . . ... ... ... ... ..... 4
[C  Noisy images contained in both Patent and product samples| 4
[DAnalysis of Sample Distribution in CPC Classes| 5
[E Considerations and Ethical Insights| 5
[ Detailed Experiments and Analysis| 6
IE.1 WarmingUp: Selection of Textual sections| . . . . . . .. ... ... ... ..... 6
[E.2  Details of Training A Robust Infringement Category Classifier] . . . . . ... ... 7
.3 Detailed Results and Analysis of Rewritten| . . . . . .. ... ... ... ... 8
[F.4  Detailed Implementations and Analysis About Stretch Matching| . . . . . ... .. 10
[E.S  Details of Alternative Metrics to Cosine Similarity] . . . . . . ... .. ... ... 11
[F.6  Visual-enhanced Multi-Modality Infringement Detection| . . . . . . ... ... .. 12
|G__Prompts for Utilizing GPT-40 and Querying LLMs| 13
[ Examples of Rewritten| 15




Under review as a conference paper at ICLR 2025

az United States Patent

(10) Patent No.:

US010286245B2

US 10,286,245 B2

Domesick 45) Date of Patent: *May 14, 2019
(54) PLANK SUPPORT EXERCISE APPARATUS A63B 2174039 (2015.10); A63B 22/14
AND RELATED METHODS (2013.01): A63B 22/16 (2013.01); AG3B
. 23/0205 (2013.01); A63B 23/1236 (2013.01);
(71)  Applicant: Mighae] H. Domesick, Worcester, MA AG3B 23/0233 (2013.01); AG3B 71/0054
(2013.01); A63B 2208/0257 (2013.01). 4638
(72) Inventor: Michael H. Domesick, Worcester, MA 220840261 (ZOIB'DIJ“‘M:Z,B 220840295
(us) (2013.01); A63B 2225/09 (2013.01)
(58) Field of Classification Search
(*) Notice:  Subject to any disclaimer, the term of this CPC .. A63B 21/00087-21/00109; A63B 21/00127;
patent is extended or adjusted under 35 AG3B 21/00185; A63B 21/002-21/0023;
U.S.C. 154(b) by 0 days. A63B 21/1457-21/1473; A63B 21/1484;
This patent is subject to a terminal dis- A63B 21/1492; AG3B 21/1496; AG3B
claimer. 22/16; AG3B 22/18; AG3B 23/0203
See application file for complete search history.
(21) Appl. No.: 15/959.405
(56) References Cited
(22) Filed: — Apr. 23, 2018 U.S. PATENT DOCUMENTS
(65) Prior Publication Data STI3823 A % 21998 Walendzak ... AG3B2VIS
US 2019/0111297 Al Apr. 18, 2019 . 4821139
6,017,297 A * /2000 Collins ............... AG63B 26/003
Related U.S. Application Data 482/146
" S 23
(63) Continuation of application No. 15/783.773, filed on 6,582,347 B2%  G2003 Smih ............ AG3B ;:;Jﬂé
Oct. 13, 2017. 9,502,419 BI*  3/2017 Cuffe .o AG3B 21/4035
(Continued)
(31) Imt. CL
A63B 21/00 (2006.01) Primary Examiner — Jennifer M Deichl
A63B 22/14 (2006.01)
AG63B 22/16 (2006.01) (57) ABSTRACT
A63B 23702 (2006.01) A plank support exercise apparatus and related methods is
A63B 23/12 (2006.01) provided. The plank support exercise apparatus has a hand
A63B 7100 (2006.01) grip and a frame extending from the hand grip. At least one
A63B 21002 (2006.01) arm support pad is connected to the frame. wherein a
A63B 21/068 (2006.01) distance between the hand grip and the at least one arm
(52) US.CL support pad is adjustable. A ground-interface surface is
CPC ... A63B 21/0023 (2013.01); A63B 21700047 positioned along at least a portion of the frame.

(2013.01); A63B 21400181 (2013.01). A638
21/068 (2013.01): A63B 21/4035 (2015.10);

410

19 Claims, 41 Drawing Sheets

Figure 4: Example of a patent (No.US10286245B2, page one).

A ZOOMED-IN EXAMPLE

B DIFFERENCE WITH PREVIOUS RELATED DATASETS

The ERiC-UP? dataset showcases significant advantages from the perspectives of patents, products,
and annoatated infringement pairs. Firstly, the patent data is more comprehensive and larger in scale,
encompassing a vast amount of technical texts and diagrams, which provide rich technical details
for models. Secondly, the product data is more diverse and abundant, containing a large number
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of product images and descriptions. This not only allows for the completion of tasks supported
by previous datasets but also enables more complex applications. Thirdly, the infringement pairs
are meticulously annotated and have undergone multiple rounds of expert validation, ensuring the
accuracy and reliability of the data.

Most importantly, ERiC-UP? focuses on the new task of infringement detection, filling a gap
present in existing datasets. By providing more comprehensive, larger-scale, and high-quality
patent-product paired data, we offer robust support for researchers and practitioners working at the
intersection of e-commerce and IP law, thereby advancing research and application development in
this field.

B.1 COMPARISON WITH PATENT-RELATED DATASETS

When comparing our dataset to existing patent datasets such as HUPD (Suzgun et al., 2024) and
BIGPATENT (Sharma et al., |2019), several key distinctions highlight the unique contributions of
our work.

Scope and Purpose: Our dataset is specifically designed for the task of patent infringement de-
tection, providing data tailored to this complex and nuanced challenge. In contrast, BIGPATENT
is primarily aimed at abstractive summarization tasks and includes only a limited selection of data
fields—specifically, publication number, application number, abstract, and description. It notably
lacks the claims section, which is critical for understanding the specific legal and technical asser-
tions of a patent. HUPD offers more fields than BIGPATENT but is still not tailored for infringement
detection.

Data Richness and Comprehensiveness: Our dataset includes a much richer set of bibliographic
metadata and full patent documents, encompassing all essential sections such as abstracts, descrip-
tions, claims, summary, CPC code and publication month. This comprehensive inclusion supports a
wide array of analyses and facilitates more in-depth research into patent infringement.

Introduction of Multi-modal Data—A Major Breakthrough: A significant advancement of our
dataset is the incorporation of multi-modal data. Unlike HUPD and previous datasets that are solely
text-based, we have collected and cleaned the figures and drawings from patents. This is a substantial
contribution, as it enables models to learn from both textual and visual information, providing a
more holistic understanding of patents. The inclusion of images opens up new research possibilities
in multi-modal machine learning applications within the patent domain.

Largest Scale and Broad Applicability: Our dataset is the largest available, surpassing previous
datasets in both size and depth of information, where we release 13 million patent data and that is
4.5 million in HUPD and 1.3 million in BIGPATENT. This extensive scale supports the development
of more robust and generalizable machine learning models.

Data Processing Flexibility: Some existing datasets provide text that has been pre-tokenized or
processed in ways that may inadvertently introduce issues, especially with complex content like
chemical formulas or mathematical equations—BIGPATENT, for example, is pre-tokenized using
NLTK. Our dataset, however, provides the raw patent text, allowing researchers to apply custom
tokenization and preprocessing techniques suitable for accurately handling specialized technical
content.

Task Enablement: The richness and structure of our dataset enable new research directions and
tasks that were previously challenging or unattainable. This includes fine-grained classification,
temporal analysis of patent texts, and more sophisticated infringement detection methods that lever-
age the full depth of information contained within patents.

Our dataset overcomes the limitations of existing resources like HUPD by providing a more compre-
hensive, multi-modal resource that includes crucial sections like the claims and incorporates cleaned
figures and drawints from patents. It stands out as the largest and most versatile dataset, supporting
all existing tasks and introducing new ones, such as patent infringement detection. This combination
of scale, depth, and the groundbreaking inclusion of visual data represents a significant leap forward
in patent analysis and machine learning applications in this field.
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Table 10: Descriptions and statistics of patent and product textual sections, and average number of
images / drawings per sample.

ERiC-UP3-Base | ERiC-UP®-Large

Section Brief Description Avg # Words Ave # Words
| Title | Succinctly describes the invention. | 7.6 | 7.77
‘ Abstract ‘ Provides a brief summary of the invention’s key points. ‘ 111.01 ‘ 104.28
| Claims | Define the scope of the patent protection. | 894.48 | 946.61
Gallerfy | Background | Explains the context and prior art related to the invention. \ 99.65 \ 96.83
set o
Patent ‘ CPC Code ‘ CPC code categorizes the patent. ‘ ‘
| Publication Number | A unique identifier assigned to the published patent application. | \
| Publication Month | Indicates when the patent application was published. | |
| #imgs /sample | Average number of images per patent. | 21.01 | 20.51
| Title | Provides a concise name for the item. | 11.72
Support
setof | Description | Detailed information about the product’s features and benefits. | 122.83
Product
| #drawings/sample | Average number of drawings per product. | 10.77

B.2 COMPARISON WITH PRODUCT-RELATED DATASETS

When comparing our dataset to existing product datasets such as RPC (Wei et al) [2019), Twit-
ter100k (Hu et al., 2017), INRIA-Websearch (Krapac et al., 2010), Dress Retrieval (Corbiere et al.,
2017), and Product1M (Zhan et al.,[202 1)), several key distinctions highlight the unique contributions
of our work:

Focus on Product-Patent Infringement Detection: ERiC-UP? is the first dataset specifically de-
signed for product-patent infringement detection, addressing a critical need at the intersection of
e-commerce and IP law. Other datasets focus on related but fundamentally different tasks: RPC
focuses on product recognition in retail checkout scenarios without involving patent data or in-
fringement detection. Twitter]00k contains informal image-text pairs for cross-media retrieval but
does not involve products in a legal context or any patent information. INRIA-Websearch deals with
general cross-modal retrieval related to broad queries like actors and films, lacking a focus on prod-
ucts or patents. Dress Retrieval targets fashion image retrieval with associated textual attributes but
does not address patent data or infringement issues. Product1M is designed for instance-level, multi-
modal product retrieval in e-commerce but does not encompass patent information or infringement
detection.

Scale and Diversity with Practical Relevance: Our dataset offers an additional 1 million multi-
modal product samples to support effective product representation learning. This scale and speci-
ficity is one of the largest product-related datasets.

C NOISY IMAGES CONTAINED IN BOTH PATENT AND PRODUCT SAMPLES

This section highlights the importance of differentiating between essential drawings and images for
infringement detection, represented by the “Greed Box™ and less relevant technical illustrations or
background images in the “Red Box”. The former showcases key design features, while the latter
includes structural diagrams that do not contribute to infringement analysis and should be excluded
from consideration.

To this end, we propose a simple yet effective model-based iteratively filtering method based on
KNN (K-nearest neighbor), where we firstly employ DINO (Oquab et al.,[2023)), a widely recognized
unsupervised pre-training method, to train a robust feature extractor on large-scale patent/product
images. Next, we curate a small hand-labeled dataset, denoted as ¢, with labels indicating whether
images are noisy or valid, and generate the feature embedding for the set ¢ using DINO. Upon com-
pleting these preparations, for each image to be classified, we compute its feature embeddings and
retrieve the Top-K most similar instances from ¢. By voting on the labels of the Top-K instances,
we predict whether an image is noisy. The predicted noisy and valid images are then added to ¢,
iteratively expanding the labeled dataset and enabling more robust noise prediction. To validate the
effectiveness of our approach, we construct a test set containing 81 noisy images and 219 valid im-
ages. Our KNN strategy achieves an overall recognition accuracy of 93%, successfully identifying
67 true noisy images, with a recall of 82.71% and a precision of 90.54%.
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Figure 5: Greed Box: drawings that significantly help infringement detection, showing the core
design and functional features. Red Box: drawings of partial structures or technical flow diagrams,
which, despite being prominent in the patent images, are not valuable for infringement detection and
should be filtered out.

D ANALYSIS OF SAMPLE DISTRIBUTION IN CPC CLASSES

Table 11: Number of samples in the gallery set of patent in ERiC-UP3-Large and ERiC-UP3-Base.
ERiC-UP3-Large

Version

A B C D E F G H Y
Number of Samples ~ 3.476219 3225770 2,636,832 169,288 453,190 1,571,989 6456432  6,149238 1,025,546
Version ERiC-UP2-Base
! Ad45 A47 A63 B65 HOI
Number of Samples 63,681 217,970 190,675 307,749 1,771,767

This section presents a comprehensive analysis of the distribution of samples across various CPC
main classes. The bar chart (a) illustrates the number of samples sorted by ID, highlighting the con-
centration of samples in specific classes. The pie charts (b) and (c) depict the proportions of different
CPC sections for the ERiC-UP3-Large and ERiC-UP3-Base datasets, respectively, showcasing the
relative significance of each section in the overall dataset. Specific number of samples of Figure [6]
(b) and Figure[6] (c) are shown in Table [T}

E CONSIDERATIONS AND ETHICAL INSIGHTS

The dataset was created to build new and useful benchmarks for IP experiments, facilitate research
on IP protection, patent-product infringement, patent and product analysis, and eventually help small
entities and businesses proactively detect and mitigate potential infringements to minimizing risks,
ensuring smoother operations and fostering continued innovation. We highlight our limitations,
potential biases, ethical statements and distribution of the dataset as below.

Limitations: Methodologically, our dataset is confined to English and omits certain textual sections,
such as the inventor information in patents and product categories. Additionally, some textual ele-
ments exceed the processing limits of current NLP models, and specialized vocabulary in specific
fields can pose challenges for existing tokenizers. In addition, as shown in Figure 5} some noisy
images are not avoidable in the process of data collection.

Potential Biases: The labeling process for training and test pairs relies heavily on the expertise
of patent specialists, which introduces the possibility of erroneous annotations. Although we im-
plemented a multi-expert review process with multiple rounds of discussion to ensure data quality,
some inaccuracies may still persist.
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Figure 6: Illustration of the distribution of samples within CPC main classes and the proportions
of various CPC sections for two datasets, ERiC-UP3-Large and ERiC-UP3-Base. The bar chart (a)
shows the number of samples per class, while the pie charts (b) and (c) provide a breakdown of the
proportions of different CPC sections, highlighting the varying representation within the datasets.

Ethical Statements: In constructing the ERiC-UP? benchmark and dataset, we follow the data
statement guidelines outlined by [Gebru et al.| (2021)); Bender & Friedman| (2018)), which includes
discussing our motivations, objectives, collection processes, workflows, use cases, distribution, po-
tential contributions, and any associated challenges.

Distribution and Maintenance: We will publicly release all the data, along with code and fine-
tuned models upon acceptance.

F DETAILED EXPERIMENTS AND ANALYSIS

We conduct all the experiments on 2*8 Tesla V100 GPU cards except for rewritten task, which are
conducted on 2*8 Tesla A100 GPU cards.

F.1 WARMINGUP: SELECTION OF TEXTUAL SECTIONS

Based on the A63 subclass that includes 56 infringement test pairs as a validation, we evaluate the re-
trieval performance of different section combinations measured by mAR @500 and mRoM as shown
in Table[d] The results demonstrate that combining the Abstract and Claims sections of patents with
the Title and Description of products yield the best results, achieving a highest mAR @500 score of
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60.71 and an mRoM of 235.34. While including all patent sections (Title, Abstract, Background,
and Claims) also reachs the same mAR@500 score and similar mRoM, it results in significantly
longer inputs that often exceeded the encoder’s processing capacity and introduced additional noise.
Therefore, considering both performance and computational efficiency, we conclude that the com-
bination of Abstract + Claims for patents and Title + Description for products is optimal, effectively
capturing essential legal and technical aspects and enhancing the retrieval system’s effectiveness.
This conclusion is also supported by the results on A47 CPC main classes as shown in Table[12]

Table 12: Retrieval performance for different combinations of product and patent textual sections on
the test set of A63 (top) and A47 (bottom) CPC main classes. We mainly focus on higher mAR @500
and then lower mRoM.

Patent Tit. Abs. CL. Abs. + CL. Tit. + Abs. + CL. + Bkg.
Product mAR@500 / mRoM mAR @500 / mRoM mAR @500 / mRoM mAR@500 / mRoM mAR @500 / mRoM

Title 11.43/160.38 8.57/215.33 28.57/163.8 22.86/247.63 24.29/217.94
Description 22.86/186.13 4.29/149.67 32.86/196.22 22.86/187.63 35.71/232.72
Title + Description 28.57/228.15 8.57/272.67 24.29/186.65 37.14/236.46 31.43/203.96
Title 29.7117222.88 13.77/238.00 26.09/218.22 26.09/297.11 21.74/196.87
Description 15.94/202.05 23.19/184.78 23.19/228.57 23.19/228.56 23.91/248.85
Title + Description 27.541206.42 15.22/183.43 26.09/196.28 31.88/168.27 24.64/177.38

F.2 DETAILS OF TRAINING A ROBUST INFRINGEMENT CATEGORY CLASSIFIER

In this context, all indicates that we use all five categories of patents as the retrieval pool to evaluate
the performance of our classifier. The remaining results represent the performance under the as-
sumption that we already know the main CPC classes of the patent infringed by the current product.
This distinction is crucial as it simulates two different real-world scenarios. The first scenario (all) is
more challenging as it requires the classifier to correctly identify the relevant patent category among
all available categories. The second scenario is less challenging as it assumes prior knowledge of
the correct patent category, thus narrowing down the search space and potentially improving the
classifier’s performance.

Here, we firstly provide ablation study on using patent classification as patent infringement cate-
gory classifier. The Table |13| presents the performance of PATENT INFRINGEMENT CATEGORY
CLASSIFIER trained with varying ratios of 13 million patents. The metrics used to evaluate the per-
formance include Partial Intersection Accuracy, Recall, Precision, and F1 score. We set Top-K = 5
and A = 0.2.

Table 13: Performance of the Cooperative Patent Classification (CPC) classifier at different training
data ratios. The table shows the Partial Intersection Accuracy, Recall, Precision, and F1 score for
the classifier trained with different ratio of 13 million patents. The results highlight the positive cor-
relation between the amount of training data and the performance of the classifier, with a particular
emphasis on the Partial Intersection Accuracy metric.

Ratio | Partial Intersection Accuracy ~ Recall ~ Precision F1
1% 59.90 26.89 27.22 27.01
5% 72.78 28.80 30.79 27.87
10% 85.60 57.87 50.21 53.77
30% 91.01 56.16 62.32 59.08

* Positive Correlation between Ratio and Performance: The table clearly demonstrates a
positive correlation between the ratio of data used for training and the performance of the
classifier. As the ratio increases, all performance metrics improve. This suggests that the
classifier benefits from more training data, which allows it to learn more complex represen-
tations and make more accurate predictions.

* Focus on Partial Intersection Accuracy: The primary metric of interest in this experiment
is Partial Intersection Accuracy. This metric measures the accuracy of the classifier when
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the prediction and the ground truth label share at least one common element (i.e., have a
non-empty intersection). This is a more lenient measure of accuracy, as it allows for partial
matches between the predicted and actual labels. It is particularly useful in multi-label
classification tasks, where each instance can belong to multiple classes, and a prediction is
considered correct as long as it identifies at least one correct class.

The results show that even with only 1% of the data, the classifier can achieve a Partial Intersection
Accuracy of nearly 60%. This accuracy improves to over 91% when 30% of the data is used.
These findings highlight the importance of having a large amount of training data for improving the
performance of the CPC classifier, especially when evaluated using Partial Intersection Accuracy.
They also underscore the utility of the Partial Intersection Accuracy metric for evaluating multi-label
classification tasks.

Further, we investigate the impact of different Top-K and A values on the final classification perfor-
mance. The Top-K parameter refers to the number of most likely classes that the classifier outputs.
It is a key parameter in multi-label classification tasks, as it determines the granularity of the pre-
dictions. A larger K means that the classifier will predict more classes for each instance, potentially
increasing recall but possibly decreasing precision if many of the extra predicted classes are incorrect
as shown in Figure

A is a threshold parameter that determines the number of activations required for a class to be con-
sidered as a potential prediction. A higher A\ means that more activations are needed for a class to be
considered, which can increase precision (since only the most activated classes are considered), but
may decrease recall (since some less activated but still relevant classes might be missed), as shown
in Figure [§] As for the Top-K parameter, increasing it will indeed increase recall, as the model
is allowed to predict more classes per instance. However, this can also decrease precision, as the
likelihood of predicting incorrect classes also increases.

Given the differing preferences of Top-K and A (with the former favoring recall and the latter favor-
ing precision), we propose an intersection method that considers both parameters for the final CPC
classification prediction. This method aims to strike a balance between recall and precision, provid-
ing a limited yet reliable set of classification results. By tuning both Top-K and A, we can optimize
the trade-off between including as many relevant classes as possible (high recall) and minimizing
the inclusion of irrelevant classes (high precision).
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Figure 7: Influence of Top- K inference in CPC classifier.

F.3 DETAILED RESULTS AND ANALYSIS OF REWRITTEN

As mentioned in Section 4.4 we briefly described the rewriting method; in this section, we present
detailed experimental results and analysis.
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Figure 8: Influence of Thresholding inference in CPC classifier.

Table 14: Matching results of various models on the rewritten A45, A47 and A63 subsets. BGE-
large was employed as the encoder model, with Top-500 matching recall (mAR @500) used for the
final matching. mPaL refers to the mean length of patent texts, and mPrL refers to the mean length
of product texts. The best two mAR @500 and mRoM results are highlighted in red and blue.

. Summary Stylistic-Align.
Metric Subset Base Qwen2-0.5B  Qwen2-7B  Llama3-8B Qwen2-0.5B
A45 14.42 27.88 14.42 31.73 8.65
mAR@5001 | A47 26.81 32.61 31.88 34.06 27.54
A63 20.00 32.86 35.71 3143 34.29
A45 268.38 277.68 202.61 301.77 238.60
mRoM| A47 177.31 220.26 159.68 184.08 198.06
A63 125.65 189.09 206.49 240.58 148.06
A45 934.34 383.74 238.85 149.64 348.42
mPaLL A47 995.84 391.11 244.93 151.19 357.89
A63 1109.23 375.92 233.34 149.27 357.13
A45 575.67 245.36 183.97 126.24 179.67
mPrL A47 332.56 189.30 165.85 128.65 162.10
A63 329.53 169.44 175.34 132.47 173.64

Summarizing Long Contexts to Short Contexts. In our retrieval task, both patents and product
descriptions often contain lengthy sections with extraneous details, making it challenging for an
encoder model to focus on the most relevant information. On the other hand, most of SOTA embed-
ding models (e.g., BERT, BGE, T5 and etc) can only handle input text of limited length, which is
obviously lower than the length of the original text. Since the part that exceeds the length will be di-
rectly truncated, this will obviously cause the loss of information, thus reducing the effectiveness of
detection. To address this, we implement a summarization to condense long-form text into shorter,
more focused contexts using several LLMs. The goal of the summarization process was to preserve
key technical details while eliminating redundant or irrelevant information. This condensed version
of the text allows the embedding model to more effectively capture the core semantics of the content,
leading to better retrieval accuracy.

We experiment with the A45, A47 and A63 subsets, using Qwen2-0.5B (Yang et al.|[2024), Qwen2-
7B (Yang et al.,|2024), and Llama3-8B (Dubey et al.,|2024) instruct models for summarization. To
better align these models with our requirements, we used GPT-40 to generate high-quality abstrac-
tive summarizing examples, which served as few-shot prompts to guide the models. Details on the
use of GPT-40 and querying LLMs can be found in Appendix [G} The matching results are shown
in Table As shown in the results, all models except Qwen2-7B on the A45 subset outperform
the baseline mAR@500 scores, with Qwen2-7B on A45 achieving the same results as the base-
line. Additionally, all models significantly reduce the patent and product text lengths (mPalL. and
mPrL) compared to the original. Furthermore, they exhibit comparable or improved mRoM values,
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highlighting the necessity and effectiveness of summarizing patent textual descriptions in helping
boost the detection accuracy. Qwen2-0.5B is proved to be significantly faster and more efficient in
practical use, achieving a balance between speed and summarization quality, making it the preferred
model for this task.

Rewriting Patent and Product Texts for Similar Stylistic Alignment. Another key challenge
in product and patent retrieval is the stylistic and linguistic differences between patent texts and
product descriptions. Patent documents are often written in a formal, legalistic style, while product
descriptions tend to be more commercial and user-friendly. These stylistic discrepancies can create
a semantic gap, making it difficult for the embedding model to effectively match similar concepts
across the two domains. To address this, we apply a rewriting strategy for stylistic alignment, bridg-
ing the semantic gap and enabling the embedding model to better recognize and match concepts
across both patent and product description domains.

After determining that Qwen2-0.5B may be optimal for the summarization task, we apply it ex-
clusively for the stylistic alignment task. The matching results are shown in Table By using
Qwen2-0.5B for this rewriting task, we observed a significant improvement in matching results for
the A63 subset and a slight improvement for the A47 subset. The rewritten texts allowed the embed-
ding model to bridge the semantic gap between patents and product descriptions, resulting in more
accurate cosine similarity scores and higher-quality Top-n retrieval results. However, for the A45
subset, we found that the results were lower than the base results. This discrepancy likely arises
because, in this case, the models were given either patent texts or product texts individually. The
stylistic alignment task heavily relies on the quality of examples provided by GPT-40, and without
strong examples, the models struggled to handle this task effectively using their own knowledge
alone. This suggests that the models’ intrinsic ability to perform stylistic alignment may need fur-
ther refinement. Nevertheless, the rewritten method still resulted in shorter mPal. and mPrL values,
as well as comparable or improved mRoM scores. While our experiments were conducted on three
subsets (A45, A47 and A63), more extensive testing on the entire dataset may require additional
resources. We hope that future research will build on these insights and develop more efficient and
scalable methods for this task.

F.4 DETAILED IMPLEMENTATIONS AND ANALYSIS ABOUT STRETCH MATCHING

While textual information offers a comprehensive description of patents and products, corresponding
images often provide more fine-grained and intuitive visual cues, which can serve as crucial supple-
mentary evidence in detecting product-patent infringements. However, as previously mentioned,
the significant domain gap between patent and product images makes direct similarity measurement
highly challenging. To address this issue, in our work, we propose a simple yet effective style-
transfer method based on stretch detection to alleviate the domain shift, and then utilize the pow-
erful CLIP model to extract unified feature representations. Specifically, as shown in Figure [3] we
transform the original patent and product images, which exhibit substantial domain disparities, into
a similar visual style using stretch detection (Zhou et al., |2024). Subsequently, CLIP is employed
to extract feature embeddings for each image. For instances with multiple associated images, we
compute the average of their embeddings to form a unified representation. By calculating the cosine
similarity between feature representations, we retrieve potentially infringing patents for each prod-
uct. Results in Table E] demonstrate that, benefiting from stretch-based style transfer, we achieve a
mAR @500 of 33.92%, marking a 21.42% improvement over using raw natural images. Considering
the significant performance and low computational cost of text-based retrieval, we further propose
a hierarchical text-to-image retrieval strategy. In the first stage, we utilize text matching to filter
the Top-h most likely patent candidates for each product, thus narrowing the retrieval pool from
a vast, shared collection to a tailored, more-focused subset, which not only reduces computational
complexity but also simplifies the matching process. Next, we perform image-based retrieval within
the selected Top-h candidates. With this approach, we further enhance image-based retrieval perfor-
mance, increasing mAR @500 from 33.92% to 42.85%. h is set to 5000 in our experiments, as the
mAR@5000 for text-based retrieval achieves approximately 97%, ensuring the inclusion of almost
all potentially infringing patents.

10
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F.5 DETAILS OF ALTERNATIVE METRICS TO COSINE SIMILARITY

In this section, we compare the performance of the SFT-based metric against the standard cosine
similarity approach. As discussed in Section SFT, cosine similarity may have limitations in capturing
deeper semantic relevance between product and patent embeddings. To address this, we explore two
variants of the SFT-based method:

» SFT Classifier Only: In this setup, we use the pretrained embeddings from the encoder
and apply SFT to train a binary classifier based on the product-patent pairs. The classifier’s
output logits are used as the metric for measuring semantic relevance.

* SFT Encoder and Classifier: This approach trains the entire model, including both the en-
coder and the classifier, in an end-to-end fashion during fine-tuning. By jointly optimizing
both components, this paradigm allows the model to learn more task-specific representa-
tions of product and patent embeddings. The output logits from the classifier serve as the
metric for semantic relevance between paired products and patents.

Table 15: Matching results comparing cosine similarity and SFT-based approaches (SFT Classifier

Only and SFT Classifier & Encoder). mAR@3500 are reported across various subsets and the best

“ALL” results for BGE-large (vanilla) and BGE-large (fine-tuned) are highlighted separately.
Method \ ALL  A45 A47  A63 B65 HO1

16.08 1442 26.81 20.00 1854 29.01

48.02 95.19 61.59 50.00 50.00 29.75
2797 88.46 50.00 5857 39.02 40.50

Cosine.
SFT Cls. Only
SFT Cls. & Enc.

BGE-large (vanilla)

Cosine. 6532 7500 73.19 6286 75.61 59.60
BGE-large (finetuned) | SFT Cls. Only 52.86 82.69 70.29 47.14 5732 46.28
SFT CIs. & Enc. | 37.22 96.15 68.84 60.00 45.12 16.53

From the results presented in Table [T5] several key observations can be made regarding the perfor-
mance of the different methods:

* SFT Classifier Only vs. SFT Classifier and Encoder: Generally, the SFT Classifier
Only approach outperforms the SFT Classifier and Encoder across most subsets. This
suggests that fine-tuning the classifier alone yields better semantic matching performance,
while involving the encoder in the fine-tuning process may hinder the model’s ability to
capture useful semantic information. One possible explanation is that the SFT objective,
which optimizes the model for a binary classification task, may interfere with the encoder’s
original capacity to represent semantic relationships. By focusing on this specific task,
the encoder might lose some of its generalizability, leading to a reduction in the ability to
capture more nuanced semantic features.

 Vanilla BGE v.s. Fine-tuned BGE: Another notable observation is the comparison be-
tween the vanilla and fine-tuned BGE models. For the vanilla BGE, the SFT-based ap-
proach (especially the SFT Classifier Only) performs significantly better than cosine sim-
ilarity. This indicates that applying SFT enhances the model’s ability to identify relevant
product-patent pairs. However, in the case of fine-tuned BGE, cosine similarity performs
better than the SFT-based metrics. This could be because the fine-tuned BGE model has
already been optimized for specific task-related semantic matching during its fine-tuning
process. In this case, the simple cosine similarity metric might be more effective in captur-
ing the representations learned by the model, whereas the SFT-based approach introduces
additional complexity that may not be necessary or helpful after the encoder has already
undergone task-specific fine-tuning.

Based on these observations, several potential directions can be explored:
* Designing a more complex classifier network: The current binary classifier could be
enhanced by introducing more sophisticated architectures, such as deeper neural networks

or attention-based mechanisms, to better capture semantic relevance between product and
patent pairs.

11
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* Finding a better loss function: The current loss function used in the SFT training might
not fully optimize the model’s ability to differentiate between semantically relevant and
irrelevant pairs. Exploring alternative loss functions, such as contrastive loss or triplet loss,
could help improve the model’s ability to measure semantic relevance more effectively.

* Exploring better objectives to replace cosine similarity: Since cosine similarity may not
always capture the full complexity of semantic relationships, particularly after fine-tuning,
it might be beneficial to investigate alternative metrics or objectives for evaluating the rel-
evance between embeddings. This could include metrics that account for the contextual
nuances of product and patent texts.

F.6 VISUAL-ENHANCED MULTI-MODALITY INFRINGEMENT DETECTION

Patent Textual
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—’l Language Vision

Patent Visual
Feature Pool

Cosine Similarity

Product Textual
Input

Language Vision

Concatenate

Product Visual
Input

Figure 9: Our visual-enhanced multi-modality infringement detection framework.

In this section, we delve into an effective analysis on the fusion of textual and visual features to
achieve efficient infringement detection. The integration of these two types of features has been
a challenging task due to their inherently distinct natures. However, our study indicates that they
can complement each other in the context of patent infringement detection, potentially leading to
improved results over using either modality alone.

Textual features provide a detailed account of the patented technology. They capture the nuances
of the technology’s functionality, design, and implementation. However, they may not effectively
represent the visual aspects of the technology, such as its physical design, color, or shape, which are
often crucial in determining infringement. On the other hand, visual features, extracted from patent
drawings or product images, can capture these visual aspects. They can effectively represent the
physical appearance of the technology, which can be crucial in some infringement cases. However,
they may not capture the functional or implementation details that are often described textually.

Therefore, a comprehensive infringement detection system should ideally incorporate both textual
and visual features. As shown in Figure[9] we design a multi-modality infringement detection frame-
work based on concatenation between visual features and textual features.

We conduct experiments in A63 subset and the experimental results are summarized in Table [T6]
from which we obtain several key insights and analysis:

* Performance of Pure Modalities: The pure text modality, without any rewriting, signifi-
cantly outperforms the image-based approach in terms of mAR@500. This indicates that
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Table 16: Comparative performance of different infringement detection methods. The table shows
the mAR @500 and mRoM for various methods, including pure text, pure image, simple concate-
nation of the two, and more sophisticated fusion and voting methods. The results highlight the
potential of multi-modal fusion and voting for improving infringement detection.

Method mAR@500 mRoM
Pure Text Baseline 71.43 235.34
Pure Image Baseline 57.14 71.32
Concatenation 69.64 144.46
Concatenation Should 73.78 -

Text-to-Image and then Vote Should 87.59 -

textual data provides a more comprehensive and detailed description of the patent, allowing
for more accurate detection of infringements. However, the image modality has a higher
mRoM, meaning that the patents it does detect as infringements are more likely to be truly
infringing. This suggests that images can capture certain aspects of patents that text may
miss, making them valuable for infringement detection.

* Concatenation of Modalities: A simple concatenation of the two modalities does not
yield optimal results. While it does perform better than the image baseline, it falls short
of the performance of the pure text approach. This suggests that a naive fusion of the two
modalities is not sufficient to fully leverage their complementary strengths.

* Potential of Fusion: Our analysis reveals that images can detect some infringing patents
that text fails to identify. Ideally, if these unique detections could be perfectly combined, the
mAR @500 could reach 73.78. This underscores the need for a more sophisticated fusion
method that can effectively harness the complementary aspects of the two modalities. It
also reaffirms that the perfect infringement detector would rely on both image and text
modalities.

* Further Improvement with Voting: When we further apply our proposed text-to-image
hierarchical detection method and compare the results of image and text detections, we find
that even more infringing samples can be identified, with the mAR @500 potentially reach-
ing 87.59. This highlights two key points: firstly, our text-to-image hierarchical detection
method is effective; and secondly, applying a voting-style post-processing to the results of
different modalities can yield improved detection results.

In summary, these results stress the importance of developing a more sophisticated method for fusing
text and image modalities and applying a suitable voting mechanism to balance their contributions
and demonstrates that such a multi-modal approach can indeed lead to better infringement detection
results. However, our study also reveals that simply combining these features in a naive way, such
as by concatenation or averaging, does not achieve optimal results. This leads us to the conclusion
that a more sophisticated fusion or voting method is needed to balance the prominence of visual
and textual features. This method should be capable of weighing the contributions of each modality
according to its relevance to the specific infringement case at hand.

G PROMPTS FOR UTILIZING GPT-40 AND QUERYING LLMS
Recall in Section 4.4 and Appendix [F3] we used GPT-4o to generate high-quality summarization
examples. Below is the specific template used to query GPT-4o.

For summarization:

13
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### System Prompt: You are a helpful assistant to help summarize the context of a patent
abstract along with the corresponding claim. Ensure that the summary of patent contexts
captures the essence of both the abstract and the claim.

it User: Patent Abstract: {Abstract}

Patent Claim: {Claim}

### Assistant:

### System Prompt: You are a helpful assistant to help summarize the context of a product
description.

### User: Product Description: {Desc}

### Assistant:

For stylistic alignment:

### System Prompt: You are a helpful assistant to help summarize the context of a patent
abstract along with the corresponding claim or a product description. Ensure that the
summary of patent contexts captures the essence of both the abstract and the claim.
Furthermore, ensure the summarization of patent contexts and product contexts have the
same style. In each communication, you will receive either the patent contexts or product
contexts separately.

##H# User: Patent Abstract: {Abstract}

Patent Claim: {Claim}

### Assistant:

### System Prompt: You are a helpful assistant to help summarize the context of a patent
abstract along with the corresponding claim or a product description. Ensure that the
summary of patent contexts captures the essence of both the abstract and the claim.
Furthermore, ensure the summarization of patent contexts and product contexts have the
same style. In each communication, you will receive either the patent contexts or product
contexts separately.

### User: Product Description: {Desc}

#i#H# Assistant:

After obtaining examples from GPT-40, these examples serve as few-shot prompts. Below is an
example of summarizing a patent (the structure is similar for others):

### System Prompt: You are a helpful assistant to help summarize the context of a patent
abstract along with the corresponding claim. Ensure that the summary of patent contexts
captures the essence of both the abstract and the claim. I will give you some examples as
follows.

Example 1:

Patent Abstract: {Abstract}

Patent Claim: {Abstract}

Summary: {Summary from GPT-40}

Example 2:

Patent Abstract: {Abstract}

Patent Claim: {Abstract}

Summary: {Summary from GPT-40}

##H# User: Patent Abstract: {Abstract}

Patent Claim: {Abstract}

### Assistant:
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Patent Abstract

Patent Claim

An apparatus for dispensing a liquid is disclosed. The apparatus can include a cap configured to connect to a container body
having a chamber for containing the liquid. The cap can include a fill aperture through which the liquid is supplied to the
container body and a pour aperture through which the liquid exits the apparatus. A fill lid can be rotatable about a pivot axis
in a first direction to close the fill aperture and rotatable about the pivot axis in a second direction to open the fill aperture the
first direction opposite the second direction. A pour lid can be rotatable about the pivot axis in the first direction to open the
pour aperture and rotatable about the pivot axis in the second direction to close the pour aperture. A filter assembly
comprising a filter cartridge can connect to the cap.

An apparatus for dispensing a liquid the apparatus comprising a container body a cap configured to removably attach to the
container body and having a chamber for containing the liquid the cap comprising a first vent through the cap to enable air to
pass from the chamber of the container body through the first vent and outside the container body a fill aperture through
which the liquid is supplied to the container body a pour aperture through which the liquid exits the apparatus a fill lid
rotatable about a pivot axis in a first direction to close the fill aperture and rotatable about the pivot axis in a second direction
to open the fill aperture the first direction opposite the second direction the pivot axis nonparallel to a longitudinal axis of the
apparatus and a pour lid rotatable about the pivot axis in the first direction to open the pour aperture and rotatable about the
pivot axis in the second direction to close the pour aperture and a filter assembly which connects to the cap the filter
assembly comprising a filter cavity to contain filtration media. The apparatus of claim wherein the filter assembly comprises a
filter body with a top filter pad coupled with an inlet of the filter assembly and a bottom filter pad coupled with an outlet of the
filter assembly. The apparatus of claim wherein the filter assembly further comprises a sleeve comprising a first opening a
second opening and an annular wall extending between the first opening and the second opening to define the filter cavity
the filter assembly comprising a filter cartridge disposed in the filter cavity. The apparatus of claim wherein the filter assembly
comprises a mesh basket comprising a top mesh filter pad a bottom mesh filter pad and a mesh wall extending between the
top mesh filter pad and the bottom mesh filter pad the mesh basket at least partially defining the filter cavity. The apparatus
of claim wherein the mesh basket comprises stainless steel. The apparatus of claim wherein the filter assembly further
comprises a verticallyextending flange disposed about the perimeter of an outer surface of the top mesh filter pad. The
apparatus of claim wherein a pore size of the top mesh filter pad is larger than a pore size of the bottom mesh filter pad. The
apparatus of claim wherein the cap comprises a platform disposed below the pour lid and the fill lid and a sidewall extending
transversely from a bottom side of the platform the sidewall defining a recess sized and shaped to receive the filter assembly
the sidewall and recess configured to be disposed within the chamber of the container body. The apparatus of claim wherein
the first vent is disposed through the sidewall to provide fluid communication between the chamber of the container body and
the recess. The apparatus of claim further comprising a second vent through the platform to provide fluid communication
between the recess and the outside environs. The apparatus of claim wherein the cap has a pouring configuration in which
the liquid exits the apparatus and a filling configuration in which the liquid is supplied to the container body wherein when the
cap is in the filling configuration the second vent is occluded and wherein when the cap is in the pouring configuration the
second vent is open. The apparatus of claim further comprising the filter assembly coupled with the sidewall and disposed at
least partially in the recess the filter assembly having an outwardlyextending flange at an upper end portion of the filter
assembly the flange disposed in a corresponding groove of the sidewall. The apparatus of claim further comprising a diffuser
disposed above the filter assembly the diffuser comprising a diffuser body having one or a plurality of diffuser openings
therethrough. An apparatus for dispensing a liquid the apparatus comprising a cap configured to connect to a container body
having a chamber for containing the liquid the cap comprising a first vent through the cap to enable air to pass from the
chamber of the container body through the first vent and outside the container body a fill aperture through which the liquid is
supplied to the container body a pour aperture through which the liquid exits the apparatus a fill lid rotatable about a pivot
axis in a first direction to close the fill aperture and rotatable about the pivot axis in a second direction to open the fill aperture
the first direction opposite the second direction the pivot axis nonparallel to a longitudinal axis of the apparatus a pour lid
rotatable about the pivot axis in the first direction to open the pour aperture and rotatable about the pivot axis in the second
direction to close the pour aperture and a filter assembly which connects to the cap the filter assembly comprising a filter
cavity to contain filtration media wherein the filtration media is disposed within the filter assembly. The apparatus of claim
wherein the filtration media comprises granular activated carbon.

Summary

The patent describes an apparatus for dispensing a liquid, which includes a cap that connects to a container body and has a
chamber for containing the liquid. The cap has a fill aperture for supplying the liquid to the container body and a pour
aperture for dispensing the liquid. The cap also includes a fill lid and a pour lid that are rotatable about a pivot axis to open
and close the respective apertures. A filter assembly, which contains filtration media, is connected to the cap and is designed
to filter the liquid before it is dispensed. The apparatus also includes a first vent to allow air to pass from the chamber to the
outside and a second vent that is occluded when the cap is in the filling configuration and open when it is in the pouring
configuration. The filter assembly can be a mesh basket or a filter cartridge, and the filtration media can be granular activated
carbon.

Figure 10: Example of patent text summarization.

H EXAMPLES OF REWRITTEN

Figures[I0| through [T2] provide examples demonstrating the effectiveness of the summarization and
stylistic alignment methods. Both patent and product texts often contain redundant information, and
the summarization process significantly reduces their length while preserving key content.
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Product Title

Product
Description

1x Golf Weight Fit for Callaway Epic Flash Sub Zero Driver 2019

Product Description Golf Weight Fit for Callaway Epic Flash Sub Zero SZ Driver 2019 Package include: 1 piece weight(the
driver clubs isn't include)\n\nProduct information Technical Details Brand Name \u200eDree Manufacturer \u200eDree Hand
Orientation \u200eRight Additional Information ASIN B07T4265FR Customer Reviews 3.1 3.1 out of 5 stars 8 ratings 3.1 out
of 5 stars Best Sellers Rank #1,495,081 in Sports & Outdoors (See Top 100 in Sports & Outdoors) #5,070 in Golf Training
Equipment #8,302 in Golf Accessories Date First Available June 17, 2019 Feedback Would you like to tell us about a lower
price? 1x Golf Weight Fit for Callaway Epic Flash Sub Zero Driver 2019 Share: Found a lower price? Let us know. Although
we can't match every price reported, we'll use your feedback to ensure that our prices remain competitive. Where did you
see a lower price? Website (Online) URL: Price: ($) Shipping cost: ($) Date of the price: 01 02 03 04 05 06 07 08 09 10 11
12/0102 0304 0506 07 0809 10 11 12 13 14 1516 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 / Store (Offline) Store
name: City: State: Please select province Please select province Price: ($) Date of the price: 01 02 03 04 05 06 07 08 09 10
1112/01 0203 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31/ Please sign in to
provide feedback. Submit Feedback\n

Summary

The product is a golf weight designed specifically for the Callaway Epic Flash Sub Zero SZ Driver 2019. It is a single piece
weight that does not include the driver clubs. The product is manufactured by Dree and is suitable for right-handed players.
As of its first availability on June 17, 2019, the product has received a customer rating of 3.1 out of 5 stars based on 8 ratings.
The product ranks #1,495,081 in Sports & Outdoors, #5,070 in Golf Training Equipment, and #8,302 in Golf Accessories. The
seller encourages feedback and is open to price matching if customers find a lower price elsewhere.

Figure 11: Example of product text summarization.
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Patent Abstract

Patent Claim

An exercise training device for use with a motorcycle for working out to improve a riders physical fitness is provided. The
training device includes a base a mounting plate and a plurality of support legs extending from the base. A coil spring is
vertically mounted between the base and the mounting plate. A motorcycle can be releasably affixed to the mounting plate
with a plurality of hold downs. The coil spring deflects in response to lateral forces such that the affixed motorcycle can pitch
and roll when subject to sufficient force.

An exercise training device for use with a motorcycle the training device comprising a base having a central surface a
mounting plate having an upper surface and a lower surface a coil spring having a longitudinal axis and vertically mounted
between said base and said mounting plate an upper end of said coil spring attached to said lower surface of said mounting
plate a lower end of said coil spring attached to said central surface of said base a plurality of hold downs configured to
releasably affix a motorcycle to said mounting plate and a pair of restrictors attached to said base and said mounting plate
wherein said coil spring deflects in response to forces applied laterally to the longitudinal axis of said coil spring such that
said affixed motorcycle can pitch and roll when subject to sufficient force. The exercise training device of claim wherein a
rider seated on said motorcycle can controllably maneuver said motorcycle between an initial vertical position and an inclined
position where said motorcycle is inclined to the left or right of said vertical position. The exercise training device of claim
wherein said rider maneuvers the position of said motorcycle by leaning to one side or the other. The exercise training device
of claim wherein a left restrictor restricts the degree of incline to which said motorcycle can be maneuvered to the right and a
right restrictor restricts the degree of incline to which said motorcycle can be maneuvered to the left. The exercise training
device of claim wherein said base includes elongated legs that extend out from said base. The exercise training device of
claim wherein said legs each include a hole at a distal end thereof for affixing said training device to a floor surface. The
exercise training device of claim wherein said legs each include a height adjustable foot at a distal end thereof. The exercise
training device of claim wherein an underside of said base includes reinforcing structural members. The exercise training
device of claim wherein said mounting plate includes a plurality of slots therethrough. The exercise training device of claim
wherein said hold downs extend through said slots in said mounting plate and the position of said hold down within said slot
may be adjusted to accommodate the structures of different motorcycles. The exercise training device of claim wherein said
base includes a plurality of through holes configured for fasteners to extend therethrough for affixing said exercise training
device to a floor surface. The exercise training device of claim wherein said coil spring defines upper and lower ends the
upper end can pivot substantially about said lower end of said coil spring affixed to said base. The exercise training device of
claim wherein said restrictors restrict how far said motorcycle mounted to said mounting plate can pivot. An exercise training
device for developing skills useful for motocross racing comprising a base a biasing element extending upwardly from said
base to a mount with said mount being spaced from said base by said biasing member and said mount being configured to
secure a frame of a motorcycle to said biasing element said biasing element being compressible in a vertical direction and
providing three hundred sixty degrees of movement in a direction offset from the vertical direction being representative of
movement of a motorcycle while motocross racing and opposing restrictors for restricting movement in a lateral direction
relative to said frame of the motorcycle. The training device of claim wherein said biasing member comprises a coil spring.
The training device of claim wherein said opposing restrictors comprise opposing straps extending between said mount and
said base thereby. The training device of claim wherein said mount includes a plurality of hold downs each defining a
releasable hook for releasably securing the frame of the motorcycle to said mount. The training device of claim wherein said
biasing member retains the frame of the motorcycle in an upright position and allows pitch and roll of the frame of the
motorcycle when subject to force sufficient to overcome the bias of said biasing member. The training device of claim
wherein said opposing restrictors prevent movement in a lateral direction relative to said frame of the motorcycle beyond
about forty five degrees from the vertical orientation.

Patent Summary

This patent describes an exercise training device for use with a motorcycle for improving physical fitness. The device
includes a base, mounting plate, and support legs extending from the base. A coil spring is vertically mounted between the
base and the mounting plate. A motorcycle can be releasably affixed to the mounting plate with a plurality of hold downs. The
coil spring deflects in response to lateral forces such that the affixed motorcycle can pitch and roll when subject to sufficient
force. The exercise training device of claim is suitable for use with a motorcycle for improving physical fitness.

Product Title

Product
Description

Balanced Body Fletcher Pilates Towel, Workout Towel for Pilates Equipment, Exercise Accessory and Prop for Shoulder,
Arm, and Chest Workouts

Product Description Balanced Body Fletcher Pilates Towel, Workout Towel for Pilates Equipment, Exercise Accessory and
Prop for Shoulder, Arm, and Chest Workouts\n\nProduct information Brand Balanced Body Towel form type Hand Towel Age
Range (Description) All Ages Material Cotton Number of ltems 1 Special Feature Non slip Theme No Theme Product Care
Instructions Machine Wash Size Small Unit Count 1.0 Count Fabric Type 100% Cotton ltem Weight 1.2 pounds ASIN
B004AWX236 Customer Reviews 4.6 4.6 out of 5 stars 30 ratings 4.6 out of 5 stars Best Sellers Rank #155,668 in Sports &
Outdoors (See Top 100 in Sports & Outdoors) #209 in Pilates Equipment Is Discontinued By Manufacturer No Date First
Available November 5, 2010 Feedback Would you like to tell us about a lower price? Balanced Body Fletcher Pilates Towel,
Workout Towel for Pilates Equipment, Exercise Accessory and Prop for Shoulder, Arm, and Chest Workouts Share: Found a
lower price? Let us know. Although we can't match every price reported, we'll use your feedback to ensure that our prices
remain competitive. Where did you see a lower price? Website (Online) URL: Price: ($) Shipping cost: ($) Date of the price:
010203 04 050607 080910 11 12/01 02 03 04 05 06 07 08 09 10 11 1213 14 1516 17 18 19 20 21 22 23 24 25 26 27
28 29 30 31/ Store (Offline) Store name: City: State: Please select province Please select province Price: ($) Date of the
price: 01 02 03 04 05 06 07 08 09 10 11 12/01 02 03 04 05 06 07 08 09 10 11 1213 141516 17 18 19 20 21 22 23 24 25
26 27 28 29 30 31/ Please sign in to provide feedback. Submit Feedback\nFrom the brand Previous page BALANCED
BODY REFORMERS Some of the most versatile pieces of Pilates equipment available, our Reformers are perfect for your
home gym, club, or Pilates studio! Pilates Reformers Visit the Store Customer Favorites Visit the Store STRENGTH-
TRAINING EQUIPMENT Balanced Body Pilates equipment is ideal for building both strength and flexibility while training the
whole body. Strength & Flexibility Tools Visit the Store Pilates Chairs Visit the Store PILATES ACCESSORIES Balanced
Body offers an array of Pilates workout tools and accessories to challenge and support your needs at home or in the studio.
Training Tools Visit the Store Reformers with Towers and Mats Visit the Store Next page

Product
Summary

The product description is a Pilates Towel, Workout Towel for Pilates Equipment, Exercise Accessory and Prop for Shoulder,
Arm, and Chest Workouts. The product is a hand towel that is made of cotton and has a non-slip theme. It is available in
different sizes and comes with a limited lifetime warranty.

Figure 12: Example of summarizing and aligning patent and product texts to maintain consistency

in style.
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