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#### Abstract

An extensively studied phenomenon of the past few years in training deep networks is the implicit bias of gradient descent towards parsimonious solutions. In this work, we further investigate this phenomenon by narrowing our focus to deep matrix factorization, where we reveal surprising low-dimensional structures in the learning dynamics when the target matrix is low-rank. Specifically, we show that the evolution of gradient descent starting from arbitrary orthogonal initialization only affects a minimal portion of singular vector spaces across all weight matrices. In other words, the learning process happens only within a small invariant subspace of each weight matrix, despite the fact that all parameters are updated throughout training. From this, we provide rigorous justification for low-rank training in a specific, yet practical setting. In particular, we demonstrate that we can construct compressed factorizations that are equivalent to full-width, deep factorizations throughout training for solving low-rank matrix completion problems efficiently.


## 1 Introduction

In recent years, deep learning has demonstrated remarkable success across a wide range of applications [1]. Many recent works attempt to explain the exceptional generalization capabilities of deep networks by studying the implicit bias of gradient-based methods, showing that deep networks trained with such algorithms tend to learn simple functions [2-6]. Similarly, it has been shown that gradient descent induces max-margin [6,7] or low-rank solutions [8-12] in deep networks, to name a few.

In another vein, recent work has explored the increasingly important problem of training deep networks more efficiently via low-rank training [13--17], where the number of trainable parameters is effectively reduced by replacing the original network weights with low-rank factorizations. While such methods have shown promising empirical results for reducing training time, theoretical justifications for these approaches remain deficient. The aforementioned works on implicit bias characterize low-rank structure in the limit of gradient descent - they do not address whether the trajectory of the original overparameterized network (along with its generalization/convergence properties) is achievable via low-rank factorization from initialization throughout training, which is what low-rank training necessitates.
Contributions. In this work, we draw theoretical connections between the implicit bias of gradient descent in deep networks and the practice of low-rank training. Utilizing deep matrix factorizations as a testbed (commonly assumed for analyzing the complex optimization dynamics of deep networks [10, 18, 20]) we demonstrate that for low-rank data, all weight matrices are only updated within a low-dimensional subspace that is invariant throughout training, which can be determined from their arbitrary orthogonal initialization. To our knowledge, this is the first work identifying such invariant structures in gradient descent dynamics from random initialization. From this, we show that we can construct a compressed, low-rank factorization that is nearly equivalent to the original



Figure 1: Evolution of SVD of weight matrices. We visualize the SVD dynamics of the first layer weight matrix of an $L=3$ layer deep matrix factorization with $d=30, r=3, \sigma_{l}=1$ throughout GD without weight decay. Left: Magnitude of the $i$-th singular value $\sigma_{i}(t)$ at iteration $t$. Middle: Angle $\angle\left(\boldsymbol{v}_{i}(t), \boldsymbol{v}_{i}(0)\right)$ between the $i$-th right singular vector at iteration $t$ and initialization. Right: Angle $\angle\left(\boldsymbol{u}_{i}(t), \boldsymbol{u}_{i}(0)\right)$ between the $i$-th left singular vector at iteration $t$ and initialization.
overparameterized network, thereby providing some rigorous foundations for low-rank training. Although deep matrix factorizations are mostly of theoretical interest, they are adopted for low-rank matrix sensing problems - therefore, we demonstrate that our theory can be applied (with slight modifications) towards accelerating practical low-rank deep matrix completion problems.

## 2 Analysis

Setup. We study the training dynamics of $L$-layer deep matrix factorizations $f(\boldsymbol{\Theta})$ given by

$$
f(\boldsymbol{\Theta}):=\boldsymbol{W}_{L} \boldsymbol{W}_{L-1} \cdots \boldsymbol{W}_{2} \boldsymbol{W}_{1}
$$

where $\boldsymbol{\Theta}=\left(\boldsymbol{W}_{l}\right)_{l=1}^{L}$ are the parameters or weights with $\boldsymbol{W}_{l} \in \mathbf{R}^{d_{l} \times d_{l-1}}$ for $l \in[L]$. For a given target matrix $\boldsymbol{\Phi} \in \mathbf{R}^{d \times d}$, we learn parameters $\boldsymbol{\Theta}$ with $d_{0}=d_{1}=\cdots=d_{L}=d$ by minimizing the square loss

$$
\begin{equation*}
\ell(\boldsymbol{\Theta})=\frac{1}{2}\|f(\boldsymbol{\Theta})-\boldsymbol{\Phi}\|_{F}^{2} \tag{1}
\end{equation*}
$$

via gradient descent (GD) from scaled orthogonal initialization, i.e., we initialize parameters $\boldsymbol{\Theta}(0)$ such that all singular values of $\boldsymbol{W}_{l}(0)$ are equal to some $\sigma_{l}>0$ for each $l \in[L]$. Then, we update all weights for $t=0,1,2, \ldots$ as

$$
\begin{equation*}
\boldsymbol{W}_{l}(t+1)=(1-\eta \lambda) \boldsymbol{W}_{l}(t)-\eta \nabla_{\boldsymbol{W}_{l}} \ell(\boldsymbol{\Theta}(t)), l \in[L] \tag{2}
\end{equation*}
$$

where $\lambda \geq 0$ is an optional weight decay parameter and $\eta>0$ is the learning rate.
Main Result. Under the setting described above, we show learning only occurs within an invariant low-dimensional subspace of the weight matrices, provided that the target matrix $\boldsymbol{\Phi}$ is low-rank.
Theorem 1. Suppose $\boldsymbol{\Phi} \in \mathbf{R}^{d \times d}$ is at most rank $r$ where $m:=d-2 r>0$. Then there exist orthogonal matrices $\left(\boldsymbol{U}_{l}\right)_{l=1}^{L} \subset \mathbf{R}^{d \times d}$ and $\left(\boldsymbol{V}_{l}\right)_{l=1}^{L} \subset \mathbf{R}^{d \times d}$ satisfying $\boldsymbol{V}_{l+1}=\boldsymbol{U}_{l}$ for $l \in[L-1]$, such that $\boldsymbol{W}_{l}(t)$ admits the decomposition

$$
\boldsymbol{W}_{l}(t)=\boldsymbol{U}_{l}\left[\begin{array}{cc}
\widetilde{\boldsymbol{W}}_{l}(t) & \mathbf{0}  \tag{3}\\
\mathbf{0} & \rho_{l}(t) \boldsymbol{I}_{m}
\end{array}\right] \boldsymbol{V}_{l}^{\top}
$$

for all $l \in[L]$ and $t \geq 0$, where $\widetilde{\boldsymbol{W}}_{l}(t) \in \mathbf{R}^{2 r \times 2 r}$ with $\boldsymbol{W}_{l}(0)=\sigma_{l} \boldsymbol{I}_{2 r}$, and

$$
\begin{equation*}
\rho_{l}(t)=\rho_{l}(t-1) \cdot\left(1-\eta \lambda-\eta \cdot \prod_{k \neq l} \rho_{k}^{2}(t-1)\right) \tag{4}
\end{equation*}
$$

for all $l \in[L]$ and $t \geq 1$ with $\rho_{l}(0)=\sigma_{l}$.
We defer the proof of Theorem 1 to Appendix A. 1 . In the following, we discuss several implications of our result and its relationship to previous work.

- SVD dynamics of weight matrices. The decomposition (3) implies that $\boldsymbol{W}_{l}(t)$ has $m$ identical singular values that follow the updates given in (4), whose corresponding singular vectors are stationary from initialization throughout GD - this is portrayed in Figure 1 By this, we can decompose the total space $\mathbf{R}^{d}$ into two invariant singular subspaces: a $2 r$-dimensional space within which learning takes place, and an $m$-dimensional space corresponding to repeated singular values.


Figure 2: Network compression for deep matrix factorization. Comparison of trajectories for optimizing the original problem (1) vs. the compressed problem (6) with $L=3, d=1000$, $\widehat{r}=r=5$, and $\sigma_{l}=10^{-3}$. Left: Principal components of end-to-end GD trajectories. Right: Training loss vs. wall-time comparison.

- Low-rank bias. From (4), we see that the GD trajectory either remains or tends towards a rank of at most $2 r$ when we employ implicit or explicit regularization respectively. Indeed, if we use small initialization $\sigma_{l} \approx 0$, then the fact that $\rho_{l}$ is a decreasing sequence implies that $\boldsymbol{W}_{l}(t)$ can be no more than rank $2 r$ throughout the entire trajectory; whereas if $\lambda>0$, then $\rho_{l}(t) \rightarrow 0$ as $t \rightarrow \infty$, which forces $\boldsymbol{W}_{l}(t)$ towards a solution of rank at most $2 r$, regardless of initialization.
- Comparison to prior arts. In contrast to existing work that demonstrates the tendency of GD to find low nuclear-norm solutions [9,11], our result directly shows that GD tends to find low-rank solutions. Moreover, unlike previous work on implicit bias [11, 21-23], we carefully examine the effect of weight decay, which is commonly employed during the training of deep networks. We note that our analysis is distinct from that of [18, 19], where continuous time dynamics are studied with the special (separable) setting $\boldsymbol{W}_{L: 1}(0)=\boldsymbol{U} \boldsymbol{V}^{\top}$ with $\boldsymbol{\Phi}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{\top}$. In contrast, our result applies to discrete time GD and holds for initialization that is agnostic to the target matrix. We also note that our result is unrelated to balanced initialization (as in [24]), since the $\sigma_{l}$ can be arbitrarily different from one another.

Compressed Deep Matrix Factorization. We now show that, as a consequence of Theorem 1, we can run gradient descent on dramatically fewer parameters to achieve a near identical end-to-end trajectory to the original (full-width) factorization. More specifically, given an initialization $\Theta(0)$ of the original parameters and an upper bound on the rank $\widehat{r} \geq r$ such that $d-2 \widehat{r}>0$, we define the compressed factorization

$$
\begin{equation*}
\widehat{f}\left(\widehat{\boldsymbol{\Theta}}, \boldsymbol{U}_{L, 1}, \boldsymbol{V}_{1,1}\right):=\boldsymbol{U}_{L, 1} \widehat{\boldsymbol{W}}_{L} \widehat{\boldsymbol{W}}_{L-1} \cdots \widehat{\boldsymbol{W}}_{1} \boldsymbol{V}_{1,1}^{\top} \tag{5}
\end{equation*}
$$

where $\widehat{\boldsymbol{\Theta}}=\left(\widehat{\boldsymbol{W}}_{l}\right)_{l=1}^{L}$ are compressed weights with $\widehat{\boldsymbol{W}}_{l} \in \mathbf{R}^{2 \widehat{r} \times 2 \widehat{r}}$ and $\boldsymbol{U}_{L, 1}, \boldsymbol{V}_{1,1} \in \mathbf{R}^{d \times 2 \widehat{r}}$ are the first $2 \widehat{r}$ columns of $\boldsymbol{U}_{L}, \boldsymbol{V}_{1} \in \mathbf{R}^{d \times d}$ respectively from Theorem 1 (depends on $\boldsymbol{\Theta}(0)$ and $\left.\boldsymbol{\Phi}\right)$. Then, initializing $\widehat{\boldsymbol{\Theta}}(0)$ such that $\widehat{\boldsymbol{W}}_{l}(0)=\boldsymbol{U}_{l, 1}^{\top} \boldsymbol{W}_{l}(0) \boldsymbol{V}_{l, 1}$ for all $l \in[L]$ and running gradient descent on the loss

$$
\begin{equation*}
\widehat{\ell}(\widehat{\boldsymbol{\Theta}})=\frac{1}{2}\left\|\widehat{f}\left(\widehat{\boldsymbol{\Theta}}, \boldsymbol{U}_{L, 1}, \boldsymbol{V}_{1,1}\right)-\boldsymbol{\Phi}\right\|_{F}^{2} \tag{6}
\end{equation*}
$$

gives an almost equivalent network in the following sense.
Proposition 1. For $\widehat{r} \geq r$ such that $\widehat{m}:=d-2 \widehat{r}>0$, running gradient descent on the compressed weights $\widehat{\boldsymbol{\Theta}}$ as described above for the loss (6) satisfies

$$
\left\|f(\boldsymbol{\Theta}(t))-\widehat{f}\left(\widehat{\boldsymbol{\Theta}}(t), \boldsymbol{U}_{L, 1}, \boldsymbol{V}_{1,1}\right)\right\|_{F}^{2} \leq \widehat{m} \cdot \prod_{l=1}^{L} \sigma_{l}^{2}
$$

for all iterates $t=0,1,2, \ldots$
We defer the proof of Proposition 1 to Appendix A.2. When we start from small initialization ( $\sigma_{l} \approx 0$ ), Proposition 1 demonstrates that we only need to optimize $4 L \cdot \widehat{r}^{2}$ many parameters as opposed to the original $L \cdot d^{2}$ number of parameters to achieve an almost identical end-to-end trajectory, see Figure 2 (left). Since it is often the case that $r \leq \widehat{r} \ll d$, this results in an order of magnitude reduction in time to reach an optimal solution compared to the original network, see Figure 2 (right). In the next section, we demonstrate how this idea can be leveraged (with slight modification) to accelerate a more practical problem.
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Figure 3: Network compression for deep matrix completion. Comparison of trajectories for optimizing the original problem (7) vs. the compressed problem (8) with $\gamma$ discrepant updates ( $\gamma=0.01$ ) and ablating $\gamma\left(\gamma=0\right.$ ) with $L=3, d=1000, r=5, \sigma_{l}=10^{-3}$ and $20 \%$ of entries observed. Left: Principal components of end-to-end trajectories of each factorization. Middle: Recovery error vs. iteration comparison. Right: Recovery error vs wall-time comparison.

## 3 Application: Accelerating Deep Low-Rank Matrix Completion

Problem Setup. We consider the low-rank matrix completion problem [25-27] with ground-truth $\boldsymbol{\Phi} \in \mathbf{R}^{d \times d}$ with rank $r \ll d$, where the goal is to recover $\boldsymbol{\Phi}$ from only a few number of observations encoded by a mask $\boldsymbol{\Omega} \in\{0,1\}^{d \times d}$. Adopting a deep matrix factorization approach [11], we minimize the objective

$$
\begin{equation*}
\ell_{\mathrm{mc}}(\boldsymbol{\Theta})=\frac{1}{2}\|\boldsymbol{\Omega} \odot(f(\boldsymbol{\Theta})-\boldsymbol{\Phi})\|_{F}^{2} \tag{7}
\end{equation*}
$$

which simplifies to (1) when $\boldsymbol{\Omega}=\mathbf{1}_{d} \mathbf{1}_{d}^{\top}$ in the full observation case. In practice, the true rank $r$ is not known - instead, we assume to have an upper bound $\widehat{r}$ of the same order as $r$, i.e., $r \leq \widehat{r} \ll d$.

Compressed Deep Matrix Completion. In the setting described above, it is advantageous to overparameterize along both the depth and width of the factorization, particularly for accelerating GD convergence to well-generalizing solutions - see Appendix Bfor a more detailed discussion alongside evidence. Nonetheless, the advantages of over-parameterization are hindered by the fact that depth and width incur much higher per-iteration costs - for an $L$-layer factorization of (full)-width $d$, we require $O\left(L \cdot d^{3}\right)$ multiplications to evaluate gradients, where $d$ is often very large. However, using ideas from the previous section, we can effectively reduce the computation to $O\left(\widehat{r}^{2} \cdot(L \widehat{r}+d)\right)$ multiplications via a compressed factorization that emulates the trajectory of a (full)-width $d$ network, thereby enjoying accelerated GD convergence with heavily reduced per-iteration computational cost.
In the full observation case ( $\boldsymbol{\Omega}=\mathbf{1}_{d} \mathbf{1}_{d}^{\top}$ ), we have already seen via Proposition 1 that the compressed factorization (5) with small initialization stays close to the trajectory of the full-width factorization. However, applying this directly to the projection $\boldsymbol{\Omega} \odot \boldsymbol{\Phi}$ will result in the compressed factorization's trajectory diverging from that of the original - see the orange trace in Figure 3. Intuitively, this is because the factors $\boldsymbol{U}_{L, 1}, \boldsymbol{V}_{1,1}$ are initialized from incomplete measurement of $\boldsymbol{\Phi}$-instead, we optimize the modified objective

$$
\begin{equation*}
\widehat{\ell}_{\mathrm{mc}}\left(\widehat{\boldsymbol{\Theta}}, \boldsymbol{U}_{L, 1}, \boldsymbol{V}_{1,1}\right)=\frac{1}{2}\left\|\boldsymbol{\Omega} \odot\left(\widehat{f}\left(\widehat{\boldsymbol{\Theta}}, \boldsymbol{U}_{L, 1}, \boldsymbol{V}_{1,1}\right)-\boldsymbol{\Phi}\right)\right\|_{F}^{2} \tag{8}
\end{equation*}
$$

where $\widehat{\boldsymbol{\Theta}}$ are updated with learning rate $\eta$ while the $\boldsymbol{U}_{L, 1}, \boldsymbol{V}_{1,1}$ factors are updated with a discrepant learning rate $\gamma \eta$ where $\gamma>0$ is small. While this results in an additional $2 d \widehat{r}$ parameters to be tracked, the trajectory of this compressed factorization will ultimately align with that of the original while converging roughly $5 \times$ faster w.r.t. wall-time, as demonstrated in Figure 3. Moreover, the accelerated convergence induced by the full-width trajectory results in the compressed factorization being $3 \times$ faster than randomly initialized factorizations of similar width - see Appendix Cfor more details.

## 4 Conclusion

This paper offers novel insights into simple structures in gradient descent for learning deep matrix factorizations, by which we derive some rigorous justification for the practice of low-rank training. Through this work, we hope to ultimately inspire more principled approaches to designing efficient and effective deep models by exploiting low-dimensional aspects of their training dynamics.
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## Appendix

Notation. Given any $L \in \mathbb{N}$, we use $[L]$ to denote the index set $\{1, \ldots, L\}$. We use $\boldsymbol{I}_{n} \in R^{n}$ to denote the identity matrix of size $n$, and $\mathbf{1}_{n}$ to denote a vector of length $n$ with all entries equal to 1 . We denote by $\|\boldsymbol{A}\|_{F}^{2}$ the squared Frobenius norm of matrix $\boldsymbol{A}$, i.e., the sum of squares of all entries of $\boldsymbol{A}$. For convenience, whenever $j>i$ we adopt the abbreviations $\boldsymbol{W}_{j: i}=\boldsymbol{W}_{j} \cdots \boldsymbol{W}_{i}$ and $\boldsymbol{W}_{j: i}^{\top}=\boldsymbol{W}_{i}^{\top} \cdots \boldsymbol{W}_{j}^{\top}$, whereas both are identity if $j<i$.

## A Proofs in Section 2

Substituting the analytic form of the gradient into (2), we have the update rule

$$
\begin{equation*}
\boldsymbol{W}_{l}(t+1)=(1-\eta \lambda) \boldsymbol{W}_{l}(t)-\eta \boldsymbol{W}_{L: l+1}^{\top}(t) \boldsymbol{E}(t) \boldsymbol{W}_{l-1: 1}^{\top}(t), l \in[L] \tag{9}
\end{equation*}
$$

for $t=0,1,2, \ldots$, where $\boldsymbol{E}(t)=f(\boldsymbol{\Theta}(t))-\boldsymbol{\Phi}$.
We first establish the following Lemma 1 - the claim in Theorem 1 then follows in a relatively straightforward manner. We note that all statements quantified by $i$ in this section implicity hold for all $i \in[m]$ (as defined in Theorem 1 ) for the sake of notational brevity.

## A. 1 Proof of Theorem 1

Lemma 1. Under the setting of Theorem 1] there exist orthonormal sets $\left\{\boldsymbol{u}_{i}^{(l)}\right\}_{i=1}^{m} \subset \mathbf{R}^{d}$ and $\left\{\boldsymbol{v}_{i}^{(l)}\right\}_{i=1}^{m} \subset \mathbf{R}^{d}$ for $l \in[L]$ satisfying $\boldsymbol{v}_{i}^{(l+1)}=\boldsymbol{u}_{i}^{(l)}$ for all $l \in[L-1]$ such that the following hold for all $t \geq 0$ :

$$
\begin{array}{rll}
\mathcal{A}(t) & : \boldsymbol{W}_{l}(t) \boldsymbol{v}_{i}^{(l)}=\rho_{l}(t) \boldsymbol{u}_{i}^{(l)} & \forall l \in[L], \\
\mathcal{B}(t) & : \boldsymbol{W}_{l}^{\top}(t) \boldsymbol{u}_{i}^{(l)}=\rho_{l}(t) \boldsymbol{v}_{i}^{(l)} & \forall l \in[L], \\
\mathcal{C}(t) & : \boldsymbol{\Phi}^{\top} \boldsymbol{W}_{L: l+1}(t) \boldsymbol{u}_{i}^{(l)}=\mathbf{0} & \forall l \in[L], \\
\mathcal{D}(t) & : \mathbf{\Phi} \boldsymbol{W}_{l-1: 1}^{\top}(t) \boldsymbol{v}_{i}^{(l)}=\mathbf{0} & \forall l \in[L],
\end{array}
$$

where $\rho_{l}(t)=\rho_{l}(t-1) \cdot\left(1-\eta \lambda-\eta \cdot \prod_{k \neq l} \rho_{k}(t-1)^{2}\right)$ for all $t \geq 1$ with $\rho_{l}(0)=\sigma_{l}>0$.

Proof. Define $\boldsymbol{\Psi}:=\boldsymbol{W}_{L: 2}^{\top}(0) \boldsymbol{\Phi}$. Since the rank of $\boldsymbol{\Phi}$ is at most $r$, we have that the rank of $\boldsymbol{\Psi} \in \mathbf{R}^{d \times d}$ is at most $r$, which implies that $\operatorname{dim} \mathcal{N}(\boldsymbol{\Psi})=\operatorname{dim} \mathcal{N}\left(\boldsymbol{\Psi}^{\top}\right) \geq d-r$. We define the subspace

$$
\mathcal{S}:=\mathcal{N}(\boldsymbol{\Psi}) \cap \mathcal{N}\left(\Psi^{\top} \boldsymbol{W}_{1}(0)\right) \subset \mathbf{R}^{d}
$$

Since $\boldsymbol{W}_{1}(0) \in \mathbf{R}^{d \times d}$ is nonsingular, we have

$$
\operatorname{dim}(\mathcal{S}) \geq 2(d-r)-d=m
$$

Let $\left\{\boldsymbol{v}_{i}^{(1)}\right\}_{i=1}^{m}$ denote an orthonormal set contained in $\mathcal{S}$ and set $\boldsymbol{u}_{i}^{(1)}:=\boldsymbol{W}_{1}(0) \boldsymbol{v}_{i}^{(1)} / \sigma_{1}$, where $\sigma_{1}>0$ is the scale of $\boldsymbol{W}_{1}(0)-$ since $\boldsymbol{W}_{1}(0) / \sigma_{1}$ is orthogonal, $\left\{\boldsymbol{u}_{i}^{(1)}\right\}_{i=1}^{m}$ is also an orthonormal set. Then we trivially have $\boldsymbol{W}_{1}(0) \boldsymbol{v}_{i}^{(1)}=\sigma_{1} \boldsymbol{u}_{i}^{(1)}$, which implies $\boldsymbol{W}_{1}^{\top}(0) \boldsymbol{u}_{i}^{(1)}=\sigma_{1} \boldsymbol{v}_{i}^{(1)}$. It follows from $\boldsymbol{v}_{i}^{(1)} \in \mathcal{S}$ that $\boldsymbol{\Psi} \boldsymbol{v}_{i}^{(1)}=\mathbf{0}$ and $\boldsymbol{\Psi}^{\top} \boldsymbol{W}_{1}(0) \boldsymbol{v}_{i}^{(1)}=\mathbf{0}$, which is equivalent to $\boldsymbol{W}_{L: 2}^{\top}(0) \boldsymbol{\Phi} \boldsymbol{v}_{i}^{(1)}=\mathbf{0}$ and $\boldsymbol{\Phi}^{\top} \boldsymbol{W}_{L: 2}(0) \boldsymbol{W}_{1}(0) \boldsymbol{v}_{i}^{(1)}=\sigma_{1} \boldsymbol{\Phi}^{\top} \boldsymbol{W}_{L: 2}(0) \boldsymbol{u}_{i}^{(1)}=\mathbf{0}$ respectively. Since $\boldsymbol{W}_{L: 2}^{\top}(0)$ is full column rank, we further have that $\boldsymbol{\Phi} \boldsymbol{v}_{i}^{(1)}=\mathbf{0}$.
Now let $\mathcal{E}(l)$ be the event that we have orthonormal sets $\left\{\boldsymbol{u}_{i}^{(l)}\right\}_{i=1}^{m}$ and $\left\{\boldsymbol{v}_{i}^{(l)}\right\}_{i=1}^{m}$ satisfying $\boldsymbol{W}_{l}(0) \boldsymbol{v}_{i}^{(l)}=\sigma_{l} \boldsymbol{u}_{i}^{(l)}, \boldsymbol{W}_{l}^{\top}(0) \boldsymbol{u}_{i}^{(l)}=\sigma_{l} \boldsymbol{v}_{i}^{(l)}, \boldsymbol{\Phi}^{\top} \boldsymbol{W}_{L: l+1}(0) \boldsymbol{u}_{i}^{(l)}=\mathbf{0}$, and $\boldsymbol{\Phi} \boldsymbol{W}_{l-1: 1}^{\top}(0) \boldsymbol{v}_{i}^{(l)}=\mathbf{0}$. From the above arguments, we have that $\mathcal{E}(1)$ holds - now suppose $\mathcal{E}(k)$ holds for some $1 \leq k<L$.

Set $\boldsymbol{v}_{i}^{(k+1)}:=\boldsymbol{u}_{i}^{(k)}$ and $\boldsymbol{u}_{i}^{(k+1)}:=\boldsymbol{W}_{k+1}(0) \boldsymbol{v}_{i}^{(k+1)} / \sigma_{k+1}$. This implies that $\boldsymbol{W}_{k+1}(0) \boldsymbol{v}_{i}^{(k+1)}=$ $\sigma_{k+1} \boldsymbol{u}_{i}^{(k+1)}$ and $\boldsymbol{W}_{k+1}^{\top}(0) \boldsymbol{u}_{i}^{(k+1)}=\sigma_{k+1} \boldsymbol{v}_{i}^{(k+1)}$. Moreover, we have

$$
\begin{aligned}
\boldsymbol{\Phi}^{\top} \boldsymbol{W}_{L:(k+1)+1}(0) \boldsymbol{u}_{i}^{(k+1)} & =\boldsymbol{\Phi}^{\top} \boldsymbol{W}_{L: k+1}(0) \boldsymbol{W}_{k+1}^{\top}(0) \boldsymbol{u}_{i}^{(k+1)} / \sigma_{k+1}^{2} \\
& =\boldsymbol{\Phi}^{\top} \boldsymbol{W}_{L: k+1}(0) \boldsymbol{v}_{i}^{(k+1)} / \sigma_{k+1} \\
& =\boldsymbol{\Phi}^{\top} \boldsymbol{W}_{L: k+1}(0) \boldsymbol{u}_{i}^{(k)} / \sigma_{k+1}=\mathbf{0}
\end{aligned}
$$

where the first two equalities follow from orthogonality and $\boldsymbol{u}_{i}^{(k+1)}=\boldsymbol{W}_{k+1}(0) \boldsymbol{v}_{i}^{(k+1)} / \sigma_{k+1}$, and the last equality is due to $\boldsymbol{v}_{i}^{(k+1)}=\boldsymbol{u}_{i}^{(k)}$. Similarly, we have

$$
\begin{aligned}
\boldsymbol{\Phi} \boldsymbol{W}_{(k+1)-1: 1}^{\top}(0) \boldsymbol{v}_{i}^{(k+1)} & =\boldsymbol{\Phi} \boldsymbol{W}_{k-1: 1}^{\top}(0) \boldsymbol{W}_{k}^{\top}(0) \boldsymbol{v}_{i}^{(k+1)} \\
& =\boldsymbol{\Phi} \boldsymbol{W}_{k-1: 1}^{\top}(0) \boldsymbol{W}_{k}^{\top}(0) \boldsymbol{u}_{i}^{(k)} \\
& =\sigma_{k} \boldsymbol{\Phi} \boldsymbol{W}_{k-1: 1}^{\top}(0) \boldsymbol{v}_{i}^{(k)}=\mathbf{0}
\end{aligned}
$$

where the second equality follows from $\boldsymbol{v}_{i}^{(k+1)}=\boldsymbol{u}_{i}^{(k)}$ and the third equality is due to $\boldsymbol{W}_{k}^{\top}(0) \boldsymbol{u}_{i}^{(k)}=$ $\sigma_{k} \boldsymbol{v}_{i}^{(k)}$. Therefore $\mathcal{E}(k+1)$ holds, so we have $\mathcal{E}(l)$ for all $l \in[L]$. As a result, we have shown the base cases $\mathcal{A}(0), \mathcal{B}(0), \mathcal{C}(0)$, and $\mathcal{D}(0)$.

Now we proceed by induction on $t \geq 0$. Suppose that $\mathcal{A}(t), \mathcal{B}(t), \mathcal{C}(t)$, and $\mathcal{D}(t)$ hold for some $t \geq 0$. First, we show $\mathcal{A}(t+1)$ and $\mathcal{B}(t+1)$. We have

$$
\begin{aligned}
\boldsymbol{W}_{l}(t+1) \boldsymbol{v}_{i}^{(l)} & =\left[(1-\eta \lambda) \boldsymbol{W}_{l}(t)-\eta \boldsymbol{W}_{L: l+1}^{\top}(t) \boldsymbol{E}(t) \boldsymbol{W}_{l-1: 1}^{\top}(t)\right] \boldsymbol{v}_{i}^{(l)} \\
& =\left[(1-\eta \lambda) \boldsymbol{W}_{l}(t)-\eta \boldsymbol{W}_{L: l+1}^{\top}(t)\left(\boldsymbol{W}_{L: 1}(t)-\boldsymbol{\Phi}\right) \boldsymbol{W}_{l-1: 1}^{\top}(t)\right] \boldsymbol{v}_{i}^{(l)} \\
& =(1-\eta \lambda) \boldsymbol{W}_{l}(t) \boldsymbol{v}_{i}^{(l)}-\eta \boldsymbol{W}_{L: l+1}^{\top}(t) \boldsymbol{W}_{L: 1}(t) \boldsymbol{W}_{l-1: 1}^{\top}(t) \boldsymbol{v}_{i}^{(l)} \\
& =(1-\eta \lambda) \boldsymbol{W}_{l}(t) \boldsymbol{v}_{i}^{(l)}-\eta \cdot\left(\prod_{k \neq l} \rho_{k}^{2}(t)\right) \boldsymbol{W}_{l}(t) \boldsymbol{v}_{i}^{(l)} \\
& =\rho_{l}(t) \cdot\left(1-\eta \lambda-\eta \cdot \prod_{k \neq l} \rho_{k}^{2}(t)\right) \boldsymbol{u}_{i}^{(l)}=\rho_{l}(t+1) \boldsymbol{u}_{i}^{(l)}
\end{aligned}
$$

for all $l \in[L]$, where the first equality follows from (9], the second equality follows from definition of $\boldsymbol{E}(t)$, the third equality follows from $\mathcal{D}(t)$, and the fourth equality follows from $\mathcal{A}(t)$ and $\mathcal{B}(t)$ applied repeatedly along with $\boldsymbol{v}_{i}^{(l+1)}=\boldsymbol{u}_{i}^{(l)}$ for all $l \in[L-1]$, proving $\mathcal{A}(t+1)$. Similarly, we have

$$
\begin{aligned}
\boldsymbol{W}_{l}^{\top}(t+1) \boldsymbol{u}_{i}^{(l)} & =\left[(1-\eta \lambda) \boldsymbol{W}_{l}^{\top}(t)-\eta \boldsymbol{W}_{l-1: 1}(t) \boldsymbol{E}^{\top}(t) \boldsymbol{W}_{L: l+1}(t)\right] \boldsymbol{u}_{i}^{(l)} \\
& =\left[(1-\eta \lambda) \boldsymbol{W}_{l}^{\top}(t)-\eta \boldsymbol{W}_{l-1: 1}(t)\left(\boldsymbol{W}_{L: 1}^{\top}(t)-\boldsymbol{\Phi}^{\top}\right) \boldsymbol{W}_{L: l+1}(t)\right] \boldsymbol{u}_{i}^{(l)} \\
& =(1-\eta \lambda) \boldsymbol{W}_{l}^{\top}(t) \boldsymbol{u}_{i}^{(l)}-\eta \boldsymbol{W}_{l-1: 1}(t) \boldsymbol{W}_{L: 1}^{\top}(t) \boldsymbol{W}_{L: l+1}(t) \boldsymbol{u}_{i}^{(l)} \\
& =(1-\eta \lambda) \boldsymbol{W}_{l}^{\top}(t) \boldsymbol{u}_{i}^{(l)}-\eta \cdot\left(\prod_{k \neq l} \rho_{k}^{2}(t)\right) \boldsymbol{W}_{l}^{\top}(t) \boldsymbol{u}_{i}^{(l)} \\
& =\rho_{l}(t) \cdot\left(1-\eta \lambda-\eta \cdot \prod_{k \neq l} \rho_{k}^{2}(t)\right) \boldsymbol{v}_{i}^{(l)}=\rho_{l}(t+1) \boldsymbol{v}_{i}^{(l)}
\end{aligned}
$$

for all $l \in[L]$, where the third equality follows from $\mathcal{C}(t)$, and the fourth equality follows from $\mathcal{A}(t)$ and $\mathcal{B}(t)$ applied repeatedly along with $\boldsymbol{v}_{i}^{(l+1)}=\boldsymbol{u}_{i}^{(l)}$ for all $l \in[L-1]$, proving $\mathcal{B}(t+1)$. Now, we show $\mathcal{C}(t+1)$. For any $k \in[L-1]$, it follows from $\boldsymbol{v}_{i}^{(k+1)}=\boldsymbol{u}_{i}^{(k)}$ and $\mathcal{A}(t+1)$ that

$$
\boldsymbol{W}_{k+1}(t+1) \boldsymbol{u}_{i}^{(k)}=\boldsymbol{W}_{k+1}(t+1) \boldsymbol{v}_{i}^{(k+1)}=\rho_{k+1}(t+1) \boldsymbol{u}_{i}^{(k+1)}
$$

Repeatedly applying the above equality for $k=l, l+1, \ldots, L-1$, we obtain

$$
\boldsymbol{\Phi}^{\top} \boldsymbol{W}_{L: l+1}(t) \boldsymbol{u}_{i}^{(l)}=\left[\prod_{k=l}^{L-1} \rho_{k+1}(t)\right] \cdot \boldsymbol{\Phi}^{\top} \boldsymbol{u}_{i}^{(L)}=\mathbf{0}
$$

which follows from $\mathcal{C}(t)$, proving $\mathcal{C}(t+1)$. Finally, we show $\mathcal{D}(t+1)$. For any $k \in\{2, \ldots, L\}$, it follows from $\boldsymbol{v}_{i}^{(k)}=\boldsymbol{u}_{i}^{(k-1)}$ and $\mathcal{B}(t+1)$ that

$$
\boldsymbol{W}_{k-1}^{\top}(t+1) \boldsymbol{v}_{i}^{(k)}=\boldsymbol{W}_{k-1}^{\top}(t+1) \boldsymbol{u}_{i}^{(k-1)}=\rho_{k-1}(t+1) \boldsymbol{v}_{i}^{(k-1)} .
$$

Repeatedly applying the above equality for $k=l, l-1, \ldots, 2$, we obtain

$$
\boldsymbol{\Phi} \boldsymbol{W}_{l-1: 1}^{\top}(t) \boldsymbol{v}_{i}^{(l)}=\left[\prod_{k=2}^{l} \rho_{k-1}(t)\right] \cdot \boldsymbol{\Phi} \boldsymbol{v}_{i}^{(1)}=\mathbf{0}
$$

which follows from $\mathcal{D}(t)$. Thus we have proven $\mathcal{D}(t+1)$, concluding the proof.
Proof of Theorem $\left[1\right.$ By $\mathcal{A}(t)$ and $\mathcal{B}(t)$ of Lemma 1 there exists orthonormal matrices $\left\{\boldsymbol{U}_{l, 2}\right\}_{l=1}^{L} \subset$ $\mathbf{R}^{d \times m}$ and $\left\{\boldsymbol{V}_{l, 2}\right\}_{l=1}^{L} \subset \mathbf{R}^{d \times m}$ for $l \in[L]$ satisfying $\boldsymbol{U}_{l+1,2}=\boldsymbol{V}_{l, 2}$ for all $l \in[L-1]$ as well as

$$
\begin{equation*}
\boldsymbol{W}_{l}(t) \boldsymbol{V}_{l, 2}=\rho_{l}(t) \boldsymbol{U}_{l, 2} \quad \text { and } \quad \boldsymbol{W}_{l}(t)^{\top} \boldsymbol{U}_{l, 2}=\rho_{l}(t) \boldsymbol{V}_{l, 2} \tag{10}
\end{equation*}
$$

for all $l \in[L]$ and $t \geq 0$, where $\rho_{l}(t)$ satisfies (4) for $t \geq 1$ with $\rho_{l}(0)=\sigma_{l}$. First, complete $\boldsymbol{V}_{1,2}$ to an orthonormal basis for $\mathbf{R}^{d}$ as $\boldsymbol{V}_{1}=\left[\boldsymbol{V}_{1,1} \boldsymbol{V}_{1,2}\right]$. Then for each $l \in[L-1]$, set $\boldsymbol{U}_{l}=\left[\boldsymbol{U}_{l, 1} \boldsymbol{U}_{l, 2}\right]$ where $\boldsymbol{U}_{l, 1}=\boldsymbol{W}_{l}(0) \boldsymbol{V}_{l, 1} / \sigma_{l}$ and $\boldsymbol{V}_{l+1}=\left[\boldsymbol{V}_{l+1,1} \boldsymbol{V}_{l+1,2}\right]$ where $\boldsymbol{V}_{l+1,1}=\boldsymbol{U}_{l, 1}$, and finally set $\boldsymbol{U}_{L}=\left[\boldsymbol{U}_{L, 1} \boldsymbol{U}_{L, 2}\right]$ where $\boldsymbol{U}_{L, 1}=\boldsymbol{W}_{L}(0) \boldsymbol{V}_{L, 1} / \sigma_{L}$. We note that $\boldsymbol{V}_{l+1}=\boldsymbol{U}_{l}$ for each $l \in[L-1]$. Then we have

$$
\begin{equation*}
\boldsymbol{U}_{l, 1}^{\top} \boldsymbol{W}_{l}(t) \boldsymbol{V}_{l, 2}=\rho_{l}(t) \boldsymbol{U}_{l, 1}^{\top} \boldsymbol{U}_{l, 2}=\mathbf{0} \tag{11}
\end{equation*}
$$

for all $l \in[L]$, where the first equality follows from (10). Similarly, we also have

$$
\begin{equation*}
\boldsymbol{U}_{l, 2}^{\top} \boldsymbol{W}_{l}(t) \boldsymbol{V}_{l, 1}=\rho(t) \boldsymbol{V}_{l, 2}^{\top} \boldsymbol{V}_{l, 1}=\mathbf{0} \tag{12}
\end{equation*}
$$

for all $l \in[L]$, where the first equality also follows from 10 . Therefore, combining $(10),(11)$, and 12) yields

$$
\boldsymbol{U}_{l}^{\top} \boldsymbol{W}_{l}(t) \boldsymbol{V}_{l}=\left[\begin{array}{ll}
\boldsymbol{U}_{l, 1} & \boldsymbol{U}_{l, 2}
\end{array}\right]^{\top} \boldsymbol{W}_{l}(t)\left[\begin{array}{ll}
\boldsymbol{V}_{l+1,1} & \boldsymbol{V}_{l+1,2}
\end{array}\right]=\left[\begin{array}{cc}
\widetilde{\boldsymbol{W}}_{l}(t) & \mathbf{0} \\
\mathbf{0} & \rho_{l}(t) \boldsymbol{I}_{m}
\end{array}\right]
$$

for all $l \in[L]$, where $\widetilde{\boldsymbol{W}}_{l}(0)=\sigma_{l} \boldsymbol{I}_{2 r}$ by construction of $\boldsymbol{U}_{l, 1}$. This directly implies (3), completing the proof.

## A. 2 Proof of Proposition 1

Proof. First, it follows from Theorem 1 that for any $1 \leq i \leq j \leq L$ we have

$$
\begin{equation*}
\boldsymbol{W}_{j: i}(t)=\boldsymbol{U}_{j, 1} \widetilde{\boldsymbol{W}}_{j: i}(t) \boldsymbol{V}_{i, 1}^{\top}+\left(\prod_{k=i}^{j} \rho_{k}(t)\right) \cdot \boldsymbol{U}_{j, 2} \boldsymbol{V}_{i, 2}^{\top} \tag{13}
\end{equation*}
$$

for all $t \geq 0$, where $\boldsymbol{U}_{l, 1}, \boldsymbol{V}_{l, 1} \in \mathbf{R}^{d \times 2 \widehat{r}}$ and $\boldsymbol{U}_{l, 2}, \boldsymbol{V}_{l, 2} \in \mathbf{R}^{d \times \widehat{m}}$ are the first $2 \widehat{r}$ and last $\widehat{m}$ columns of $\boldsymbol{U}_{l}, \boldsymbol{V}_{l} \in \mathbf{R}^{d \times d}$ respectively.

The key claim to be shown here is that $\widehat{\boldsymbol{W}}_{l}(t)=\widetilde{\boldsymbol{W}}_{l}(t)$ for all $l \in[L]$ and $t \geq 0$. Afterwards, it follows straightforwardly from (13) that

$$
\begin{aligned}
& \left\|f(\boldsymbol{\Theta}(t))-\widehat{f}\left(\widehat{\boldsymbol{\Theta}}(t), \boldsymbol{U}_{L, 1}, \boldsymbol{V}_{1,1}\right)\right\|_{F}^{2} \\
= & \left\|\boldsymbol{U}_{L, 1} \widetilde{\boldsymbol{W}}_{L: 1}(t) \boldsymbol{V}_{1,1}^{\top}+\left(\prod_{l=1}^{L} \rho_{l}(t)\right) \cdot \boldsymbol{U}_{L, 2} \boldsymbol{V}_{1,2}^{\top}-\boldsymbol{U}_{L, 1} \widehat{\boldsymbol{W}}_{L: 1}(t) \boldsymbol{V}_{L, 1}^{\top}\right\|_{F}^{2} \\
= & \left\|\boldsymbol{U}_{L, 1}\left(\widetilde{\boldsymbol{W}}_{L: 1}(t)-\widehat{\boldsymbol{W}}_{L: 1}(t)\right) \boldsymbol{V}_{1,1}^{\top}+\left(\prod_{l=1}^{L} \rho_{l}(t)\right) \cdot \boldsymbol{U}_{L, 2} \boldsymbol{V}_{1,2}^{\top}\right\|_{F}^{2} \\
= & \left\|\left(\prod_{l=1}^{L} \rho_{l}(t)\right) \cdot \boldsymbol{U}_{L, 2} \boldsymbol{V}_{1,2}^{\top}\right\|_{F}^{2} \leq \widehat{m} \cdot \prod_{l=1}^{L} \sigma_{l}^{2} .
\end{aligned}
$$

We proceed by induction. For $t=0$, we have that

$$
\widehat{\boldsymbol{W}}_{l}(0)=\boldsymbol{U}_{l, 1}^{\top} \boldsymbol{W}_{l}(0) \boldsymbol{V}_{l, 1}=\widetilde{\boldsymbol{W}}_{l}(0)
$$

for all $l \in[L]$ by (13) and choice of initialization.
Now suppose $\widehat{\boldsymbol{W}}_{l}(t)=\widetilde{\boldsymbol{W}}_{l}(t)$ for all $l \in[L]$. Comparing

$$
\widehat{\boldsymbol{W}}_{l}(t+1)=(1-\eta \lambda) \widehat{\boldsymbol{W}}_{l}(t)-\eta \nabla_{\widehat{\boldsymbol{W}}_{l}} \widehat{\ell}(\widehat{\boldsymbol{\Theta}}(t))
$$

with

$$
\begin{aligned}
\widetilde{\boldsymbol{W}}_{l}(t+1) & =\boldsymbol{U}_{l, 1}^{\top} \boldsymbol{W}_{l}(t+1) \boldsymbol{V}_{l, 1} \\
& =\boldsymbol{U}_{l, 1}^{\top}\left[(1-\eta \lambda) \boldsymbol{W}_{l}(t)-\eta \nabla_{\boldsymbol{W}_{l}} \ell(\boldsymbol{\Theta}(t))\right] \boldsymbol{V}_{l, 1} \\
& =(1-\eta \lambda) \widetilde{\boldsymbol{W}}_{l}(t)-\eta \boldsymbol{U}_{l, 1}^{\top} \nabla_{\boldsymbol{W}_{l}} \ell(\boldsymbol{\Theta}(t)) \boldsymbol{V}_{l, 1}
\end{aligned}
$$

it suffices to show that

$$
\begin{equation*}
\nabla_{\widehat{\boldsymbol{W}}_{l}} \widehat{\ell}(\widehat{\boldsymbol{\Theta}}(t))=\boldsymbol{U}_{l, 1}^{\top} \nabla_{\boldsymbol{W}_{l}} \ell(\boldsymbol{\Theta}(t)) \boldsymbol{V}_{l, 1}, \forall l \in[L] \tag{14}
\end{equation*}
$$

to yield $\widehat{\boldsymbol{W}}_{l}(t+1)=\widetilde{\boldsymbol{W}}_{l}(t+1)$ for all $l \in[L]$. Computing the right hand side of (14), we have

$$
\begin{aligned}
\boldsymbol{U}_{l, 1}^{\top} \nabla_{\boldsymbol{W}_{l}} \ell(\boldsymbol{\Theta}(t)) \boldsymbol{V}_{l, 1} & =\boldsymbol{U}_{l, 1}^{\top} \boldsymbol{W}_{L: l+1}^{\top}(t)\left(\boldsymbol{W}_{L: 1}(t)-\boldsymbol{\Phi}\right) \boldsymbol{W}_{l-1: 1}^{\top}(t) \boldsymbol{V}_{l, 1} \\
& =\left(\boldsymbol{W}_{L: l+1}(t) \boldsymbol{U}_{l, 1}\right)^{\top}\left(\boldsymbol{W}_{L: 1}(t)-\boldsymbol{\Phi}\right)\left(\boldsymbol{V}_{l, 1}^{\top} \boldsymbol{W}_{l-1: 1}(t)\right)^{\top}
\end{aligned}
$$

where

$$
\boldsymbol{W}_{L: l+1}(t) \boldsymbol{U}_{l, 1}=\left(\boldsymbol{U}_{L, 1} \widetilde{\boldsymbol{W}}_{L: l+1}(t) \boldsymbol{V}_{l+1,1}^{\top}+\left(\prod_{k=l+1}^{L} \rho_{k}(t)\right) \cdot \boldsymbol{U}_{L, 2} \boldsymbol{V}_{l+1,2}^{\top}\right) \boldsymbol{U}_{l, 1}=\boldsymbol{U}_{L, 1} \widetilde{\boldsymbol{W}}_{L: l+1}(t)
$$

by (13) and the fact that $\boldsymbol{U}_{l}=\boldsymbol{V}_{l+1}$, and similarly

$$
\boldsymbol{V}_{l, 1}^{\top} \boldsymbol{W}_{l-1: 1}(t)=\boldsymbol{V}_{l, 1}^{\top}\left(\boldsymbol{U}_{l-1,1} \widetilde{\boldsymbol{W}}_{l-1: 1}(t) \boldsymbol{V}_{1,1}^{\top}+\left(\prod_{k=1}^{l-1} \rho_{k}(t)\right) \cdot \boldsymbol{U}_{l-1,2} \boldsymbol{V}_{1,2}^{\top}\right)=\widetilde{\boldsymbol{W}}_{l-1: 1}(t) \boldsymbol{V}_{1,1}^{\top} .
$$

We also have that

$$
\begin{aligned}
\boldsymbol{U}_{L, 1}^{\top}\left(\boldsymbol{W}_{L: 1}(t)-\boldsymbol{\Phi}\right) \boldsymbol{V}_{1,1} & =\boldsymbol{U}_{L, 1}^{\top}\left(\boldsymbol{U}_{L, 1} \widetilde{\boldsymbol{W}}_{L: 1}(t) \boldsymbol{V}_{1,1}^{\top}+\left(\prod_{k=1}^{L} \rho_{k}(t)\right) \cdot \boldsymbol{U}_{L, 2} \boldsymbol{V}_{1,2}^{\top}-\boldsymbol{\Phi}\right) \boldsymbol{V}_{1,1} \\
& =\widetilde{\boldsymbol{W}}_{L: 1}(t)-\boldsymbol{U}_{L, 1}^{\top} \boldsymbol{\Phi} \boldsymbol{V}_{1,1}
\end{aligned}
$$

so putting together the previous four equalities yields

$$
\begin{aligned}
\boldsymbol{U}_{l, 1}^{\top} \nabla_{\boldsymbol{W}_{l}} \ell(\boldsymbol{\Theta}(t)) \boldsymbol{V}_{l, 1} & =\left(\boldsymbol{W}_{L: l+1}(t) \boldsymbol{U}_{l, 1}\right)^{\top}\left(\boldsymbol{W}_{L: 1}(t)-\boldsymbol{\Phi}\right)\left(\boldsymbol{V}_{l, 1}^{\top} \boldsymbol{W}_{l-1: 1}(t)\right)^{\top} \\
& =\widetilde{\boldsymbol{W}}_{L: l+1}^{\top}(t) \boldsymbol{U}_{L, 1}^{\top}\left(\boldsymbol{W}_{L: 1}(t)-\boldsymbol{\Phi}\right) \boldsymbol{V}_{1,1} \widetilde{\boldsymbol{W}}_{l-1: 1}^{\top}(t) \\
& =\widetilde{\boldsymbol{W}}_{L: l+1}^{\top}(t)\left(\widetilde{\boldsymbol{W}}_{L: 1}(t)-\boldsymbol{U}_{L, 1}^{\top} \boldsymbol{\Phi} \boldsymbol{V}_{1,1}\right) \widetilde{\boldsymbol{W}}_{l-1: 1}^{\top}(t) .
\end{aligned}
$$

On the other hand, the left hand side of 14 gives

$$
\begin{aligned}
\nabla_{\widehat{\boldsymbol{W}}_{l}} \widehat{\ell}(\widehat{\boldsymbol{\Theta}}(t)) & =\widehat{\boldsymbol{W}}_{L: l+1}(t)^{\top} \boldsymbol{U}_{L, 1}^{\top}\left(\boldsymbol{U}_{L, 1} \widehat{\boldsymbol{W}}_{L: 1}(t) \boldsymbol{V}_{1,1}^{\top}-\boldsymbol{\Phi}\right) \boldsymbol{V}_{1,1} \widehat{\boldsymbol{W}}_{l-1: 1}(t)^{\top} \\
& =\widehat{\boldsymbol{W}}_{L: l+1}(t)^{\top}\left(\widehat{\boldsymbol{W}}_{L: 1}(t)-\boldsymbol{U}_{L, 1}^{\top} \boldsymbol{\Phi} \boldsymbol{V}_{1,1}\right) \widehat{\boldsymbol{W}}_{l-1: 1}(t)^{\top}
\end{aligned}
$$

so 14 holds by the fact that $\widehat{\boldsymbol{W}}_{l}(t)=\widetilde{\boldsymbol{W}}_{l}(t)$ for all $l \in[L]$, completing the proof.

## B Benefits of Over-Parameterization in Deep Matrix Completion

In the setup described in Section 3, we claim that depth and width are beneficial for accelerating GD convergence to well-generalizing solutions, and therefore constructing more computationally efficient factorizations that share the same trajectory is a fruitful endeavour. Below, we give a more detailed explanation of these ideas:


Figure 4: Benefits of depth $\&$ width in overparameterized matrix completion with $d=100$, $r=5, \sigma_{l}=10^{-3}$ and $30 \%$ of entries observed. Left: Recovery error. Right: Number of GD iterations to converge to $10^{-10}$ error.

- Benefits of depth. When $L=2$, (7) reduces to Burer-Monteiro factorization [28], whose global optimality and convergence under GD have been widely studied under various settings [9.29.-38]. However, it has been demonstrated [11] that in the over-parameterized regime $\widehat{r}>r$, deeper factorizations (starting from small random initialization) continue to generalize well beyond the exact parameterization $\widehat{r}=r$ unlike their shallow counterparts, see Figure 4 (left).
- Benefits of width. On the other hand, increasing the width $\widehat{r}$ of the deep factorization beyond $r$ results in accelerated convergence of GD in terms of iterations, see Figure 4 (right).


## C Compressed vs. Narrow Factorizations

We compare the training efficiency of a $2 \widehat{r}$-compressed factorization (with trajectory equivalent to a wide factorization of width $d \gg \widehat{r}$ ) versus a narrow factorization with width $2 \widehat{r}$ under different over-parameterized estimates $\widehat{r}$. As depicted in Figure 5 (left), the compressed factorization requires fewer iterations to reach convergence, and the number of iterations necessary is almost unaffected by $\widehat{r}$. Consequently, training compressed factorizations is considerably more time-efficient than training narrow ones of the same size, provided that $\widehat{r}$ is not significantly larger than $r$.


Figure 5: Efficiency of compressed vs. narrow factorizations for different overestimated $\widehat{r}$ with $L=3, d=1000, r=5, \sigma_{l}=10^{-3}$ and $20 \%$ of entries observed. Left: Number of iterations to converge to $10^{-10}$ error. Right: Time to converge.

The distinction between the compressed and narrow factorizations underscores the benefits of width, as previously demonstrated and discussed in Figure 4 (right), where increasing the width results in faster convergence. However, increasing the width alone also increases the number of parameters. By employing our compression methodology, we can achieve the best of both worlds.

