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Abstract001

Building robust, real-world Automatic Speech002
Recognition (ASR) datasets for Hindi remains003
challenging due to linguistic complexity, ac-004
cent variations, and domain-specific vocabu-005
lary, particularly in agricultural contexts. This006
paper presents KrishiVaani, a conversational007
Hindi speech corpus that addresses the issues008
mentioned above. Additionally, we provide009
a comparative analysis of various LMs and010
LLMs for automatic ASR post-correction, aid-011
ing in model selection to minimize annotation012
effort. We also extend an open-source tool,013
VAgyojaka, to accelerate data validation and014
verification processes by 6x and 2x, respec-015
tively. This enhancement streamlines the cre-016
ation of large-scale Hindi speech corpora, en-017
suring high-quality data through efficient anno-018
tation and error detection. Experimental results019
show that using KrishiVaani significantly im-020
proves accuracy across diverse speaker accents,021
environmental noise levels, and agricultural ter-022
minology.023

1 Introduction024

Advances in speech technology have transformed025

human-AI interaction, driving the need for diverse026

voice user interfaces (VUIs) (Deshmukh and Chal-027

meta, 2024). These VUIs depend on ASR systems028

to enable smooth communication in low-resource029

languages. This is particularly significant in India,030

where many languages pose challenges in written031

form (Ghosh et al., 2010). However, linguistic032

diversity, accent variation, code-mixing, and envi-033

ronmental noise remain major challenges. Despite034

progress in ASR, development for low-resource035

Indian languages like Hindi is hindered by the lack036

of high-quality, domain-specific, real-world speech037

data (Adiga et al., 2021; Javed et al., 2024b).038

To address this, we introduce the KrishiVaani Hindi039

speech corpus, which aims to address the existing040

gaps and foster research in Hindi ASR. KrishiV-041

aani stands out as a real-world agricultural domain042

corpus, capturing speech in noisy environments, 043

making it a valuable asset. The corpus also en- 044

compasses diverse vocabulary and conversations 045

from both urban and rural speakers, enhancing its 046

linguistic and demographic diversity. 047

Developing high-quality ASR systems for In- 048

dian languages requires diverse representation and 049

real-world speech datasets, yet existing resources 050

present notable limitations. The Shrutilipi dataset 051

(Bhogale et al., 2023a), despite offering an exten- 052

sive 2.35K hours of Hindi speech sourced from All 053

India Radio (AIR) archives, suffers from OCR er- 054

rors, misaligned text, and non-transcribed content, 055

making it challenging for precise audio-text align- 056

ment. Similarly, Kathbath (Javed et al., 2023) in- 057

cludes test sets (Kathbath Test-Unknown and Kath- 058

bath Test-Known) but primarily consists of read 059

speech from the IndicCorp (Kakwani et al., 2020) 060

monolingual corpora, failing to capture conversa- 061

tional and code-switched speech. The Spring-inx 062

dataset (Gangwar et al., 2023), a comparatively 063

large resource of Hindi speech, ensures gender 064

and dialectal diversity, but has limited represen- 065

tation of code-mixed and code-switched speech 066

(only 10%). IndicVoice (Javed et al., 2024b) cov- 067

ers read, extempore, and conversational speech, 068

but features very short conversational segments 069

(2-3 minutes) to be considered suitable for dialog- 070

centric ASR systems. These limitations highlight 071

the need for better-curated, large-scale datasets 072

that include spontaneous speech, diverse accents, 073

longer conversational structures, and robust code- 074

switching representation. To address these chal- 075

lenges and ensure high-quality transcriptions, we 076

incorporate VAgyojaka (Kumar et al., 2022a) an 077

open-source ASR post-correction tool, which we 078

have extended to support data validation and data 079

verification. 080

ASR systems often use language models (LMs) 081

(Kumar et al., 2022b; Wang et al., 2022) and/or 082

large language models (LLMs) (Kumar et al., 2024; 083
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Ma et al., 2023; Li et al., 2024b) for automatic post-084

correction. The initial hypotheses generated by085

ASR systems can be post-corrected using these LM-086

s/LLMs. This minimizes the number of errors to087

be corrected by human annotators beforehand. We088

leverage this paradigm using different LMs/LLMs089

through two approaches: fine-tuning (Li et al.,090

2024a; Hu et al., 2024), which requires a large091

training dataset, and in-context learning (Ghosh092

et al., 2024), which uses a small set of in-domain093

examples for correction. By using LMs/LLMs as094

automatic ASR post-correctors, we reduce the an-095

notation effort. Our approach is tailored to Hindi,096

focusing on lexical and multiword interventions097

involving both lexical and morphemic-level knowl-098

edge, helping in post-correction of ASR results.099

This entire corpus creation setup can be seamlessly100

extended to other languages as well.101

Our contribution can be summarized as follows:102

• We develop a speech corpus curation pipeline103

leveraging the VAgyojaka tool, significantly104

accelerating data validation and verification105

by factors of 6x and 2x, respectively.106

• We showcase this pipeline to curate KrishiV-107

aani, a conversational Hindi speech corpus108

for real-world agricultural scenarios.109

• We present a comparative analysis of various110

smaller LMs (mT5, ByT5) and LLMs (Llama,111

ChatGPT) for automatic post-correction in112

ASR, minimizing the annotation effort.113

• We have released the code, our proposed mod-114

els, KrishiVaani dataset1, modified VAgyo-115

jaka tool2, and associated annotation guide-116

lines to facilitate further research.117

2 Pipeline for Corpus Construction118

We construct the KrishiVaani speech corpus119

through a multi-stage pipeline comprising three120

key stages: (i) Data Collection, (ii) Corpus Con-121

struction, and (iii) Data Refinement. The complete122

pipeline is shown in Figure 1, while the detailed123

step-by-step description is provided in Appendix124

A.125

2.1 Data Collection126

We begin by creating a domain-specific keyword127

list using Hindi and English dictionaries and128

1https://anonymous.4open.science/r/KrishiVaani-2463
2https://github.com/vagyojaka/VAgyojaka

Wikipedia articles. These keywords are used to 129

query and download Hindi YouTube videos, which 130

are then converted into mono-channel audio files 131

with a uniform sampling rate (16 kHz). Since 132

YouTube metadata often includes English tags, in- 133

corporating both languages ensures better domain 134

coverage. 135

2.2 Speech Corpus Construction 136

The audio files are segmented and processed 137

through a series of steps: 138

Voice Activity Detection (VAD) is applied to trim 139

silence and identify speech-active segments. 140

Speaker Diarization and segmentation are per- 141

formed using pre-trained models to separate and 142

label speech by speaker. 143

ASR Transcription is conducted using multiple 144

Hindi ASR models. We prioritize character-level 145

accuracy to reduce annotation load. 146

Forced Alignment links each word in the tran- 147

script to its temporal location in the audio, which is 148

crucial in correcting transcripts via the VAgyojaka 149

Tool. 150

The aligned, speaker-wise utterances form our 151

initial audio-text corpus. We further improve tran- 152

script quality by automatic ASR post-correction 153

using fine-tuned LMs (e.g., ByT5, mT5). 154

2.3 Data Refinement 155

We use the VAgyojaka tool to streamline three post- 156

processing steps: 157

Data Curation: Annotators correct ASR outputs, 158

segment utterances, and ensure diarization quality 159

following our internal guidelines. 160

Transcript Post-Processing: Text normalization 161

and English-to-Hindi transliteration are carried out 162

with model-assisted verification. 163

Validation and Verification: A two-layer qual- 164

ity check ensures correctness and consistency. A 165

reward-based scheme incentivizes high-quality an- 166

notations. 167

We observed that the use of LMs, LLMs, and 168

the VAgyojaka tool together reduced the annotation 169

time by nearly half, making this process scalable 170

for other Indian languages. 171

3 Experimentation 172

In this section, we describe the KrishiVaani dataset 173

and KVWav2Vec, our proposed model, followed by 174

the various baselines used in our experiments. Ad- 175

ditionally, we outline the LM/LLM configurations 176
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Figure 1: Overview of the multi-stage pipeline used to develop the KrishiVaani Hindi speech corpus. The process
begins with domain-specific Data Collection (left), Speech Corpus Construction (center), and Data Refinement
(right) to ensure the generation of a high-quality, domain-specific Hindi speech dataset.
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Figure 2: Performing data validation and data verifica-
tion through the open-source VAgyojaka tool

applied to our fine-tuned and in-context learning177

models used for automatic ASR post-correction.178

3.1 KrishiVaani Dataset179

The KrishiVaani corpus comprises 20 hours of tran-180

scribed audio from YouTube videos, primarily fo-181

cused on the agriculture domain, while also en-182

compassing various other fields. This corpus is183

divided into several subsets, including 10 hours184

for training and 2 hours for validation data. Apart185

from that, there are also test sets having 1 hour186

for the KrishiVaani-Known (which shares com-187

mon speakers with the training set), 3 hours for188

the KrishiVaani-UnKnown (including speakers ab-189

sent from training data), and 4 hours for the190

out-of-domain (OOD) KrishiVaani-OOD (includ-191

ing speech from multiple domains excluding agri-192

culture). Notably, the KrishiVaani-OOD dataset193

encompasses diverse domains, ensuring broader194

applicability and enhancing the dataset’s utility195

for domain-agnostic ASR research. To assess196

the quality of the KrishiVaani corpus, we trained197

KVWav2Vec, an IndicWav2Vec (Javed et al., 2023)198

model for the Hindi language. The training dataset 199

combined 65 hours from IndicVoice (Javed et al., 200

2024b) with 10 hours from the KrishiVaani training 201

split data. 202

3.2 Baselines 203

KVWav2Vec is compared against the following 204

ASR baselines: 205

1. IndicWav2Vec (Javed et al., 2023): Multilingual 206

wav2vec 2.0 model fine-tuned on Hindi dataset 207

with CTC loss. 208

2. IndicWhisper (Bhogale et al., 2023b): Whisper- 209

based ASR model fine-tuned on Hindi dataset with 210

byte-level BPE. 211

3. SALSA (Mittal et al., 2024): Hybrid model com- 212

bining Whisper encoder with Llama2-7B(Touvron 213

et al., 2023) decoder for low-resource Hindi ASR. 214

4. IndicConformer (Javed et al., 2024a): The 215

Conformer-based model fine-tuned on Hindi using 216

subword-character tokenization. 217

5. SeamlessM4T (Barrault et al., 2023): A 218

large-scale multilingual ASR and translation model 219

trained on 4.5M hours of speech. 220

3.3 LM/LLM Configurations 221

This section highlights how we apply both fine- 222

tuning and in-context learning approaches for ASR 223

post-correction using LMs and LLMs. 224

1. mT5-small (Xue, 2020): Multilingual encoder- 225

decoder with subword tokenization. 226

2. ByT5-small (Xue et al., 2022): Tokenizer-free 227

variant of mT5 using UTF-8 bytes. 228

3. Llama-3-Nanda-10B (Touvron et al., 2023): 229

Hindi-focused LLM trained on 65B Hindi tokens. 230

4. ChatGPT-4o mini (Ma et al., 2023): Used 231
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Model IndicWav2Vec IndicWhisper IndicConformer SeamlessM4T SALSA KVWav2Vec
KrishiVaani-Known (WER) 23.7 23.42 24.2 49.94 87.59 22.38
KrishiVaani-Known (CER) 8.50 10.65 10.3 31.23 67.35 8.58
KrishiVaani-UnKnown (WER) 28.57 30.08 26.84 41.5 95.50 26.04
KrishiVaani-UnKnown (CER) 12.69 16.62 12.92 25 75.20 11.98
KrishiVaani-OOD (WER) 22.41 49.78 28.56 42.73 79.09 24.61
KrishiVaani-OOD (CER) 8.51 35.96 17.34 27.73 61.24 9.51

Table 1: Models Comparison across different KrishiVaani datasets

Model KVWav2Vec ByT5 mT5 Llama
KrishiVaani-Known 22.38 24.33 22.29 26.37
KrishiVaani-UnKnown 26.04 26.77 25.70 37.75
KrishiVaani-OOD 24.61 25.12 24.35 30.08

Table 2: Comparison of different WER (%) scores of
KVWav2Vec with other fine-tuned LMs/LLMs.

for zero-, one-, and few-shot in-context correction;232

SBERT embeddings (Joshi et al., 2023) guide se-233

lection of examples.234

4 Results and Discussions235

Experiment Shots KrishiVaani-
Known

KrishiVaani-
UnKnown

KrishiVaani-
OOD

KVWav2Vec - 22.38 26.04 24.61
ChatGPT-4o mini 0-Shot 29.33 31.89 27.65

With Random 1-Shot 28.36 30.26 26.43
3-Shot 27.64 30.14 25.65
5-Shot 26.37 28.95 25.27

With SE Similarity 1-Shot 27.64 30.26 26.16
3-Shot 26.81 29.90 25.74
5-Shot 23.59 26.35 22.62

Table 3: Comparative overview of different WER (%)
scores for different settings using in-context learning
through ChatGPT

ByT5-small mT5-small Llama ChatGPT-4o mini
2.29 0.97 10.17 2.03

Table 4: Latency (in seconds) of different models for
ASR post-correction.

In this section, we analyze and compare the per-236

formance of KVWav2Vec with various other ASR237

baselines. We perform Beam Search Decoding on238

the KrishiVaani test sets and calculate the WER and239

CER. As established earlier, for Indian languages,240

CER serves as a much better metric to quantify241

the errors in ASR systems. Referring to Table 1,242

we observe that our KVWav2Vec model outper-243

forms all existing baselines on the KrishiVaani-244

UnKnown dataset and performs on par with them245

for the KrishiVaani-Known dataset. Among the246

baseline models, IndicWav2Vec achieved the best247

performance on the KrishiVaani-OOD dataset, with248

KVWav2Vec trailing by a narrow margin. This249

shows that KVWav2Vec excels in conversational250

ASR when the speaker or domain is familiar.251

Table 2 presents a comparative analysis of our 252

KVWav2Vec hypotheses (before automatic ASR 253

correction) and our fine-tuned LMs/LLMs after cor- 254

rection. Smaller models (ByT5, mT5) perform bet- 255

ter in correction than the larger Llama model. Table 256

3 shows the performance of in-context learning for 257

ASR systems using ChatGPT-4o mini as a correc- 258

tion model. Without context (0-shot), it fails to cor- 259

rect ASR errors. With random context, it improves 260

using linguistic knowledge, and with sentence em- 261

beddings, it even restores missing tokens. The 262

5-shot settings with sentence embeddings-based 263

similarity showed improvement on the KrishiVaani- 264

OOD dataset as ChatGPT’s knowledge extends in 265

several other domains. However, as compared to 266

KVWav2Vec, it showed no improvement on the 267

other two test sets. This is likely due to limited in- 268

context examples for Indian languages in ChatGPT- 269

4o mini’s training for that domain. As seen in 270

Table 4, we summarize the latency of different 271

LMs/LLMs, indicating that mt5-small performed 272

the fastest automatic ASR post-correction. It also 273

points to the fact that smaller models like mT5 not 274

only achieve significant performance gains but also 275

are faster than larger LLMs. Hence, we incorporate 276

mT5 for automatic ASR correction in our pipeline. 277

5 Conclusion 278

We have thus demonstrated the effectiveness of our 279

custom pipeline in curating the KrishiVaani Hindi 280

speech corpus. KrishiVaani addresses key chal- 281

lenges in Hindi ASR by providing a high-quality 282

conversational speech dataset for real-world ap- 283

plications, particularly agriculture. Our proposed 284

model KVWav2Vec also shows impressive perfor- 285

mance for known and unknown scenarios. Our 286

comparative analysis of various LMs/LLMs for 287

ASR post-correction offers valuable insights into 288

model selection for reducing annotation effort. Fur- 289

thermore, leveraging the VAgyojaka tool signifi- 290

cantly accelerates the data refinement stage, facili- 291

tating efficient large-scale corpus creation. 292
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Limitations293

The pipeline leverages models like IndicWav2Vec,294

ByT5, and Llama-3-Nanda, which are either295

trained on large corpora or Hindi-specific datasets.296

For languages that lack such pretrained models,297

this pipeline may not deliver comparable results298

unless similar resources are first developed, lim-299

iting its plug-and-play potential across languages.300

Moreover, the pipeline is not effective in handling301

a code-switched speech dataset. The pipeline can302

be modified to handle a code-switched dataset.303
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A Detailed Pipeline for KrishiVaani 477

This section describes the generation of the Kr- 478

ishiVaani speech corpus through our custom 479

pipeline. Figure 1 highlights the design of this 480

multi-stage pipeline involving three stages of data 481

collection, speech corpus construction, and data re- 482

finement, respectively. The following subsections 483

give a detailed overview of each stage: 484

A.1 Data Collection 485

This stage gathers the required data to be processed 486

further. It is sequentially broken down into the fol- 487

lowing steps: 488

Domain Words List (1): We generate different 489

keyword lists (e.g., “khetı̄” means farming) con- 490

taining Hindi and English terms from different 491

dictionaries and Wikipedia articles on these do- 492

mains. We refine it using a keyword filtering mod- 493

ule relevant to YouTube Hindi videos3. YouTube 494

Hindi videos have English keywords associated 495

with them. Therefore, it is essential to have both 496

Hindi and English keyword lists. 497

YouTube Search Engine (2): We use the YouTube 498

search engine to find the corresponding videos on 499

these domains from the respective keyword lists. 500

We de-duplicate the retrieved videos. Our analysis 501

of these videos revealed that many of these videos 502

contained missing or inaccurate subtitles. There- 503

fore, we generated the transcripts for these videos. 504

Converting Video to Audio (3): We download the 505

video and convert it into audio using single channel 506

wav format and 16 kHz sampling rate. 507

3We follow YCC licensing.
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A.2 Speech Corpus Construction508

Once the data collection stage is complete, the509

speech corpus construction process begins, involv-510

ing the following steps:511

Voice Activity Detection (4): We conduct voice512

activity detection (VAD) with a limited maximum513

duration of 20 sec and average silence detection514

using mp3split4. We also use speaker segmentation515

from Pyannote to separate the speaker’s audio and516

ensure the integrity of speech content as much as517

possible.518

Diarization (5): For speaker diarization, we seg-519

ment and label an audio recording using Pyannote520

(Bredin et al., 2020). The goal of this step is to de-521

termine "who spoke when" within a multi-speaker522

audio stream. This enables cleaner and more reli-523

able training data for ASR models.524

ASR (6): In this step, we use Hindi ASR to gen-525

erate the transcripts of the converted audio files.526

We considered multiple ASR models such as In-527

dicWhisper (Bhogale et al., 2023b), IndicWav2Vec528

(Javed et al., 2023), etc., to maintain flexibility.529

Though IndicWhisper showcases a lower Word Er-530

ror Rate (WER), we prefer IndicWav2Vec owing531

to its lower Character Error Rate (CER). Since In-532

dicWav2Vec captures fine-grained details at the533

character level, it also helps to reduce further anno-534

tation effort.535

Forced Alignment (7): This step maps each word536

in the utterance to its corresponding audio times-537

tamp. We use a pre-trained IndicWav2Vec-Hindi538

model based on the Connectionist Temporal Classi-539

fication (CTC) criterion (Variani et al., 2018). This540

step also benefits the upcoming data curation stage.541

Audio-Text Corpus (8): After performing diariza-542

tion and forced alignment, we combine the times-543

tamps of the speaker(s) and the transcripts to create544

the final speaker-wise utterances.545

Automatic ASR Correction (9): We use the best546

one of different fine-tuned LMs (ByT5 (Xue et al.,547

2022), mT5 (Xue, 2020)) and LLMs (Llama (Tou-548

vron et al., 2023), ChatGPT) to perform ASR post-549

correction. This step enhances both transcript accu-550

racy and annotation efficiency. The output of this551

step is provided to the data refinement stage.552

A.3 Data Refinement553

For the entire stage of data refinement, we use the554

VAgyojaka tool (Kumar et al., 2022a) for each of555

the data curation, data validation, and data verifica-556

4http://mp3splt.sourceforge.net/mp3spltpage/home.php

Data Validation

1 hr of Curation = 500 Rupees (A)

1 hr of Validation = 250 Rupees (B)

If errors < λ → Reward 250 Rupees (A)

If errors ≥ λ 
Else

Data Verification

1 hr of Verification = 250 Rupees (C)

Data Curation

Data Refinement

If errors < δ → Reward 250 Rupees (B)

A

B

C

Figure 3: The reward system adopted to encourage data
curators and validators. Alongside standard compensa-
tion, we used λ as 5% and δ as 2% of the total number
of words for enforcing the reward system while curating
the KrishiVaani dataset.

tion steps. Before VAgyojaka, ASR curation was 557

a time-intensive process, where X hours of speech 558

data required 8X hours for curation. This time was 559

spent correcting ASR transcripts, validating forced 560

alignments, and checking speaker diarization. It 561

has proven to reduce this workload to 4-6X hours. 562

Figure 2 displays a snapshot of the VAgyojaka tool. 563

Data Curation (A): In this step, we collectively 564

perform transcription correction, utterance align- 565

ment, and speaker diarization. Due to the absence 566

of open-source guidelines for data curation in In- 567

dian languages, we create and use our own set of 568

guidelines for this purpose. We have used fifteen 569

annotators (experts in the Hindi language) for data 570

curation. 571

Post-Processing of Transcript (10): This step in- 572

volves normalizing the text by removing punctua- 573

tion and tags. We also back-transliterate English 574

words like “Local” as “lokl” using the transliter- 575

ation model (IndicTXlit (Madhani et al., 2023)), 576

which linguists further verify. We also check if 577

any edits are made in the transcripts, depending on 578

which, they can be sent back to the data curator. 579

Eventually, we split the audio based on utterance 580

alignment, which will be used for further validation 581

and verification. 582

Data Validation (B): Data validation is a crucial 583

step in ensuring the quality of the curated data. The 584

same fifteen annotators carried out the validation, 585

ensuring that no one validated their own curated 586

data. The data validator corrects the transcript of 587

the split audio. We also introduce a reward system 588

so that annotators can work better as data curators 589

and validators. As seen in Figure ??, whenever 590

any data validator makes edits less than a certain 591

threshold (λ), the data curator will be rewarded, or 592

else, the data validator will perform the subsequent 593
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post-correction. If this step achieves less than a594

certain threshold (δ), the data validator will be re-595

warded.596

Data Verification (C): The Data verifier examines597

the ASR transcript for the split audio and deter-598

mines whether to include it in the final dataset.599

These verifiers are Hindi language experts with600

extensive experience. The verifier also helps in601

complying with the reward system.602

B Baseline Models Details603

1. IndicWav2Vec (Javed et al., 2023), a multi-604

lingual ASR model based on wav2vec 2.0, pre-605

trained on 17,314 hours of Indian language audio606

using self-supervised learning and fine-tuned with607

CTC, achieving reduced WER for low-resource608

languages like Hindi.609

2. IndicWhisper (Bhogale et al., 2023b), a fine-610

tuned version of OpenAI’s Whisper trained on611

2,150 hours of Hindi audio using multilingual byte-612

level BPE tokenization, balancing weak supervi-613

sion with competitive WER.614

3. SALSA (Mittal et al., 2024), a hybrid ASR615

approach integrating Whisper’s encoder-decoder616

with a decoder-only LLM (Llama2-7B) (Touvron617

et al., 2023) to improve recognition in low-resource618

settings through synchronous decoding. It is fine-619

tuned on 10 hrs of FLEURS (Conneau et al., 2023)620

Hindi dataset.621

4. IndicConformer (Javed et al., 2024a), a 130M622

parameter conformer-based ASR Hindi model com-623

bining convolution and transformer layers to sup-624

port Indian languages with a unified subword-625

character tokenization strategy.626

5. SeamlessM4T (Barrault et al., 2023), a multi-627

lingual ASR and translation model covering 100628

languages, leveraging 4.5 million hours of pretrain-629

ing but with unexplored effectiveness in real-world630

low-resource speech settings.631

C LM/LLM Models Details632

1. mT5: mT5 (Xue, 2020) belongs to the family633

T5 models, which is an encoder-decoder based634

LM. It is a multilingual version of the T5 (Raffel635

et al., 2020) model. The mT5 model uses a636

subword-based tokenization strategy. It follows the637

SentencePiece tokenizer (Kudo, 2018), which is638

a variant of the BPE tokenizer. We selected the639

mT5-small variant as the correction model.640

2. ByT5: ByT5 (Xue et al., 2022) model shares641

the same architecture as the mT5 model. It is a642

tokenizer-free variant of the mT5 model. Although 643

mT5 has a standard tokenizer, ByT5 processes 644

single-character tokens in UTF-8 encoded bytes. 645

We select the ByT5-small variant as the correction 646

model. 647

3. Llama: Llama-3-Nanda-10B-Chat (Tou- 648

vron et al., 2023) (Nanda) is a Hindi-focused, 649

instruction-tuned LLM with 10 billion parameters. 650

Built on the Llama-3 model, it has been extensively 651

trained on 65 billion Hindi tokens. Unlike general 652

multilingual models, Nanda prioritizes Hindi, 653

using a balanced 1:1 Hindi-English dataset during 654

training to enhance both languages’ capabilities 655

and make it well-suited for fine-tuned text correc- 656

tion tasks. 657

4. ChatGPT: Powered by OpenAI, ChatGPT (Ma 658

et al., 2023) is an advanced LLM that is used for 659

multiple downstream tasks, including text correc- 660

tion. Unlike fine-tuning for the above LMs/LLMs, 661

we use ChatGPT-4o mini for in-context learning 662

and transcript correction using zero-shot, 1-shot, 663

and few-shot learning. We use SBERT (Joshi et al., 664

2023) to create sentence embedding for in-context 665

learning. 666

667

D KVWav2Vec Model 668

We acknowledge the potential bias in evaluating 669

KVWav2Vec solely on the KrishiVaani dataset. 670

The primary goal of our study is to investigate 671

whether fine-tuning the existing IndicWav2Vec 672

model with a relatively small domain-specific 673

dataset (KrishiVaani) could effectively support 674

rapid dataset curation. To demonstrate this, we 675

selected the best-performing baseline model (In- 676

dicWav2Vec) and fine-tuned it with KrishiVaani 677

data, thereby creating distinct test scenarios - 678

Known, Unknown, and Out-Of-Domain (OOD). 679

The overarching aim is to minimize human annota- 680

tion effort and accelerate data creation. 681

KVWav2Vec primarily serves to evaluate 682

whether a domain-specific fine-tuned model can ex- 683

pedite and enhance the data curation process effec- 684

tively, particularly in conversational and unknown- 685

speaker scenarios. While not claiming state-of- 686

the-art performance, we demonstrate its utility in 687

reducing human annotation effort significantly as 688

shown in Table 1 689

We experimented on the IndicWav2Vec model 690

fine-tuned with IndicVoice (IV) + KrishiVaani (KV) 691

vs IndicVoice alone, which showed modest but con- 692
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Model KVWav2Vec Wav2Vec-IV
KrishiVaani-Known 22.38 23.4
KrishiVaani-UnKnown 26.04 27.69
KrishiVaani-OOD 24.61 22.38

Table 5: Comparison of different WER and CER (%)
scores of KVWav2Vec with IndicVoice (IV) + KrishiV-
aani (KV) and IndicVoice (IV) alone

sistent improvements in both WER and CER across693

Known and Unknown test sets.694

E LLM-based Post-Correction695

We explore both small LMs (ByT5, mT5) and696

larger LLMs (Llama, ChatGPT) for automatic ASR697

post-correction. Our experiments indicate that698

smaller models (e.g., mT5) performed better than699

larger LLMs like ChatGPT, guiding our choice700

to integrate mT5 into our automatic correction701

pipeline. Moreover, the central objective of our702

work is to minimize human annotation effort and703

accelerate high-quality data creation for conversa-704

tional ASR in Hindi.705

F Data Annotators706

The annotation guideline is mentioned in the Kr-707

ishiVaani Github5.708

We have developed our in-house team and vol-709

unteers who help us in data curation, data valida-710

tion, and data verification tasks for the KrishiVaani711

Dataset. We have trained them for the task and712

made them familiar with the VAgyojaka tool, then713

we ask them to do the following tasks. We have714

paid 5$ per hour for the data curation task and 2.5$715

for both data validation and data verification tasks.716

All the annotators were from India.717

G Compute Infrastructure718

Compute details: For all our pre-training and fine-719

tuning experiments, we used two NVIDIA A100-720

SXM4-80GB GPUs. Each training requires 4-48721

hours.722

Software and Packages details: We implement723

all our models in PyTorch6724

VAgyojaka Tool details: We developed the data725

validation and data verification task in VAgyojaka726

tool using the QT 6 framework7.727

H Prompts728

5https://anonymous.4open.science/r/KrishiVaani-2463/
6https://pytorch.org/
7https://www.qt.io/product/framework
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ChatGPT Prompt

Example 1:
You are given an ASR hypothesis of a spoken utterance. The hypothesis may contain misrecognized
words, incorrect word segments, or code-switching mistakes. Your job is to produce the best
possible corrected text, relying on your knowledge of grammar and typical usage
Please correct any errors in
1. Incorrect transliteration of English words
2. Incorrect transliteration of English numbers
3. Incorrect transcription of native Hindi numbers
4. Misrecognition of underrepresented characters
5. Splitting of compound words
6. Incorrect word segmentation

There may be more than two errors in the ASR hypothesis. Output only the final corrected output
(no extra commentary)
Hypothesis: ratha yātrā ke lie jānabūjhakara vāna t.yūrest.a dvārā taitālı̄sa minat.a kı̄ derı̄ kı̄ gaı̄hai

Predicted Output:
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