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#### Abstract

In this paper, we conduct a study to utilize LLMs as a solution for decision making that requires complex data analysis. We define Decision QA as the task of answering the best decision, $d_{\text {best }}$, for a given natural language question $Q$ and data $D$.There is no benchmark which can examine Decision QA, we propose Decision QA benchmark, DQA, composed of the locating and building scenarios constructed from two video games (Europa Universalis IV and Victoria 3) which have almost the same goal as Decision QA. To address Decision QA effectively, we also propose a new RAG technique called the iterative plan-then-retrieval augmented generation (PlanRAG). In our PlanRAG, the PlanRAG-based LM generates the plan for data analysis in the first planning step, and the retriever generates the queries for data analysis in the second retrieving step. The proposed method outperforms the state-of-the-art iterative RAG method by $12.4 \%$ in the locating scenario and by $1.8 \%$ in the building scenario, respectively.


## 1 Introduction

Decision making is the process of exploring multiple alternatives to achieve a specific goal, collecting and analyzing data, and then selecting one of the alternatives based on the data analysis (Provost and Fawcett, 2013; Diván, 2017). For example, determining supply on a company by analyzing the market or managing resources, precise decision making plays a crucial role in the success of the company (Kasie et al., 2017). To make the best decision, it is necessary to analyze extensive and diverse data. Since this process is challenging, a lot of decision support systems have been researched to make it easier (Eom and Kim, 2006; Power, 2007; Hedgebeth, 2007; Power, 2008; Kasie et al., 2017). However, determining which data analysis is needed before analyzing data itself remains a human role,
thus decision making remains a complex and challenging problem.

Recently, Large Language Models (LLMs) pretrained on vast corpora have demonstrated remarkable versatility across a wide range of natural language tasks (Brown et al., 2020; OpenAI, 2023). Consequently, some researchers have tried to integrate LLMs with external data and utilize them (Jiang et al., 2023a; Patil et al., 2023). Despite these efforts, research on utilizing LLMs as an end-to-end decision-making solution is rare, because of a lack of task definition, effective methods for the task, and the benchmark for evaluating the decisionmaking capabilities of LLMs.

To address these issues, we first propose, Decision QA, a new decision making task for language models. Decision QA is defined as a QA-style task that takes a pair of data $D$ and a natural language question $Q$ as input and generates the best decision as output. Figure 1 shows a situation in Europa Universalis IV game where countries compete in trade at the Age of Discovery, as an example of Decision QA. Each country decides to locate a merchant to a specific trading city (post) in order to maximize its profit on its main trading post(home). The example shows that a decision-making LLM decides to locate a merchant in Doab to maximize the profit of Deccan, the home trading post of the country BAH, after analyzing the data about the state of international trade.

Next, we propose a benchmark for Decision QA called DQA. Due to the difficulty in verifying real-world decision-making outcomes, we generate datasets and questions of our benchmark by adopting game systems from two video games that require decision making: Europa Universalis IV and Victoria $3^{1}$. To eliminate the randomness of the game and publish our benchmark, we also develop game simulators that the decision outcome

[^0]Step 1: Data analysis for given input data and question

| Where should I locate my merchant (i) to steer trade to Deccan? Note that my goal is maximizing BAH's profit on Deccan. |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| trade post | local <br> value | incoming value | TP $\boldsymbol{P}_{\text {total }}$ | TP $\boldsymbol{P}_{\text {BAH }}$ | $T P_{\text {DLH }}$ |  |
| Deccan | 8.91 | 0.83 | 1128 | 186 | 0 |  |
| Doab | 6.98 | 0.87 | 1243 | 71 | 53.2 |  |
| Ganges | 8.31 | 1.07 | 1172 | 0 | 5.33 |  |
| : | : | ! |  | : | : |  |
| upstream |  | downstream |  | flow |  |  |
| Doab |  | Deccan |  | 0.78 |  |  |
| Ganges |  | Doab |  | 0.82 |  |  |
| ! |  | ! |  | $\vdots$ |  |  |

Decision 1: Locate $M$ to Doab.


Decision 2: Locate $M$ to Ganges.


Step 2: Answering based on the result of data analysis


Figure 1: The example of Decision QA. A yellow dot on the map represents each trading node. A "Profit" in a box indicates potential profit change by each decision. Note that the potential profit increases are not explicitly mentioned in the provided data. $M, T P_{T}, T P_{B A H}$ and $T P_{D L H}$ mean a merchant, the total trading power, the trading power for BAH and the trading power of DLH respectively.
for each scenario of the games. We utilize these simulators as annotators for the questions of DQA.

For Decision QA, LLMs usually require to follow these two steps: (a) data analysis for given input data and question, and (b) answering based on the result of data analysis. In Step (a), LLMs are necessary to access the data that has not been
used during pre-training, namely external data. For accessing external data and answering based on it, a lot of methods based on the RetrievalAugmented Generation (RAG) technique have been proposed(Lewis et al., 2020; Khandelwal et al., 2020; Izacard and Grave, 2021; Borgeaud et al., 2022; Izacard et al., 2023; Yasunaga et al., 2023; Jiang et al., 2022a; Shi et al., 2023). In this technique, a retriever finds external data that is highly relevant to a question and conveys it to LMs, so that LMs can generate an answer based on the retrieved data (Lewis et al., 2020). Recently, the iterative RAG technique has also been proposed to address more complex problems which utilizes retrieved results to perform further retrievals (Trivedi et al., 2023; Jiang et al., 2023b). The language models based on these RAG techniques have shown significant improvement in knowledge-intensive tasks such as open-domain QA (Karpukhin et al., 2020) and open-domain conversation (Xu et al., 2022). However, just retrieving relevant facts is not enough to solve Decision QA. It is necessary to understand the problem to determine what data analysis needs to be performed and then retrieve necessary data. Therefore, the previous RAG techniques tend to show a weakness in solving Decision QA.

As a new RAG technique, we propose the iterative plan-then-retrieval augmented generation technique, PlanRAG, which is extended from the iterative RAG technique for Decision QA. In this technique, an LM first generates retrieval plan for data analysis by examining data schema and questions (the planning step). Next, the LM generates data-retrieving queries according to the plan and executes them to external data the retrieving step. After the retrieval, the LM assesses whether it needs to make new plan for further retrieval, and does re-planning if necessary.

To validate the effectiveness of PlanRAG on Decision QA, we applied both the state-of-the-art iterative RAG-based LM and the PlanRAG-based LM to the DQA benchmark, and showed that PlanRAG is far more effective for Decision QA. Our contributions are summarized as follows:

- We define a new challenging task, Decision QA, which requires data analysis to make the best decision.
- We propose the benchmark for Decision QA called DQA.
- We propose a new retrieval-augmented generation technique, PlanRAG, which enhances decision-making capabilities of LLMs.
- We demonstrated that our PlanRAG significantly outperforms the state-of-the-art retrieval-augmenting techniques for Decision QA task.


## 2 Related Work

Retrieval-then-generation is the most commonly used approach to augment the generation capabilities of generative LMs with external data. Retrievalaugmented LMs retrieve data related to an input (e.g., question) and then, generate a response (e.g., answer) based on the retrieved observations. Most of them operate in a single-turn (i.e., non-iterative) manner and use a dense vector similarity search method as a retriever (Guu et al., 2020; Izacard et al., 2023; Izacard and Grave, 2021; Jiang et al., 2022b; Shi et al., 2023; Borgeaud et al., 2022; Lewis et al., 2020). This single-turn approach has clear limitations in complex tasks that require multihop reasoning due to the partial nature of relevant data.

To address this, several methods have been recently proposed to augment the final response generation of generative LMs by iteratively performing a process of retrieval-then-generation (Jiang et al., 2023b; Shao et al., 2023; Trivedi et al., 2023; Jiang et al., 2023a). In this iterative retrieval-thengeneration approach, the role of generative LMs is extended from response generation for input to intermediate query generation for retrieval. In this approach, an LM (Language Model) performs the retrieval process again, based on the queries it generates. This approach has shown successful performance on various tasks that require external data to generate responses (Yang et al., 2018; Thorne et al., 2018; Ho et al., 2020; Aly et al., 2021).

## 3 Problem Definition

We define Decision QA as the task of answering the best decision $d_{\text {best }}$ by understanding a given natural language question $Q$ and analyzing given data $D$. Here, $Q$ contains a textual goal that requires a specific decision to achieve it. The best decision $d_{\text {best }}$ should meet the goal presented in $Q$ and can be inferred by appropriately analyzing $D$.
In general, the data $D$ in Decision QA is too large to fit in as an input of an LM. Therefore, we assume that an LM retrieves data from $D$ for their
analysis of Decision QA. In this paper, we consider Labeled Property Graph (LPG) for the format of $D$ to representthe relationships among entities (e.g., trading posts) as edges and the attributes of entities (e.g., local value) as vertices (Akoglu et al., 2015; Guo et al., 2020).

Decision QA has two different characteristics that distinguish it from the existing QA tasks: (1) The best decision in Decision QA is not explicitly mentioned in the provided data. Thus, an LM must infer it through data analysis, while the facts in the existing QA tasks such as open-domain QA (Joshi et al., 2017) and KGQA (Yang et al., 2018) can be retrieved explicitly from given data. For example, an LM should calculate the potential profit of nodes (i.e., trading posts) and infer the best location of a merchant (e.g., Doab). (2) The questions in Decision QA do not provide any data analysis method, while the existing QA tasks such as Tabular QA (Zhu et al., 2021; Li et al., 2022) provides the required data analysis method explicitly. Thus, an LM should determine the method itself. For example, in Figure 1, an LM should try to identify the neighbor nodes of a given node, Deccan, even though there is no such a hint in the question.

## 4 DQA: Decision QA benchmark

### 4.1 Backgrounds

The DQA benchmark is constructed by two different game scenarios: (1) Locating scenario from the Europa Universalis IV game, (2) Building scenario, from the Victoria 3 game.
Locating scenario: We first explain the overview of the locating scenario using Figure 1. Here, $Q$ asks for the best merchant location where the country named BAH can maximize its profit on Deccan. $D$ is composed of the following components:

- A set of trading nodes, each of which has its own local value(LV) and incoming value(IV), and the total trading power $\left(T P_{\text {total }}\right)$.
- A set of upstream-downstream relationships between two trading nodes.
- A set of countries each of which has its own trading power (or amount of influence) on each trading node. The total trading power of a trading node is the sum of all trading powers of all countries on the trading node. Each country has a single specific trading node as its main trading node (home node).

Before we explain the scenario, we define following three kinds of intermediate values: (1) $O V$ : the overall value on a node, (2) $T P R$ : the ratio of trading power of a country on a node to the total trading power of the node, and (3) $C V$ : the amount of the value that is controlled by a country on a node. First, $O V$ is defined as $O V=I V+L V$. For example, in Deccan in Figure 1, $O V$ is calculated as $O V=8.91+0.83=9.74$. Second, $T P R$ is defined as $T P R=T P_{\text {country }} / T P_{\text {total }}$. In Figure 1, $T P R$ of BAH on Deccan is calculated as $186 / 1128 \approx 0.165$. Third, $C V$ is defined as $C V=O V * T P R$ for a pair of a country and a node. In Figure 1, $C V$ of BAH in Deccan is $0.165 * 9.74 \approx 1.61$. The profit of a country is defined as $C V$ of the country on its home node. Thus, the profit of BAH is 1.61 . For the non-home nodes of a country,, the country transfers $C V$ from them to its downstream node(s). We denote the amount of transfer as flow. For example BAH on Doab in Figure 1, the flow by BAH is calculated as $(6.98+0.87) * 71 / 1243 \approx 0.45$. Here, the incoming value of the downstream node is defined as the sum of all the flows from its upstream nodes.

In this scenario, a merchant increases the flow toward the home node. Thus, To calculate a profit increment, an LM needs to: (1) Determine the nodes where the merchant can be positioned by examining the upstream nodes of the home node. In Figure 1, Doab and Ganges are examples of these. (2) Ascertain how much the merchant increases the flow. In Figure 1, the flow from Doab to Deccan is increased by 1.62 due to Decision 1, and the flow from Ganges to Doab and from Doab to Deccan is increased by 0.79 and 0.13 , respectively, due to Decision 2. (3) evaluate the increment in the overall value which resulting from these decisions. In Figure 1, the overall value of Deccan is increased by $1.62(+16.6 \%)$, due to $d_{1}$, and by $0.13(+1.3 \%)$, due to Decision 2. As we mentioned, these are proportional to the profit. Thus, we can determine "Decision 1: Locating merchant to Doab" as the $d_{\text {best }}$ for this example.

We next explain how a merchant can affect to the specific flow by Figure 2. The table in Figure 2 provides the local value and $T P R^{2}$ for each node. For simplicity, we assume that if there are multiple downstream nodes, the flow from the upstream node is distributed evenly among them.

A merchant on a specific node performs the fol-

[^1]lowing two things: (1) increasing the $T P R$ of the country at that node, and (2) determining the direction of the flow to the home node. First, in Figure 2 (a), the $T P R$ is $10 \%$ for these nodes, and thus, the flow from each node are $(1+0.15+1.5) * 10 \%=$ 0.265 from node 1 , and $(1+2.0) * 10 \%=0.3$ from node 2 . As we assumed, the value from node 2 to the home node is $0.3 / 2=0.15$ due to its multiple downstream nodes. Next, in Figure 2 (b), the merchant on node 1 increases the $T P R$ of the country to double. As a result, the flow from node 1 to home node increases from 0.265 to $0.265 * 2=0.53$. Finally, in Figure 2 (c), the merchant on node 2 increases the $T P R$ of the country and ensures that all outgoing values move toward the home node. Here, the value moves toward the home node increases from 0.15 to $(2.0+1) * 20 \%=0.45$, and toward the node 1 decreases to 0 . Consequently, the value from node 1 decreases from 0.265 to $(1+1.5) * 10 \%=0.25$. Thus, in this example, the $d_{\text {best }}$ is to locate merchant on the node 2.


Figure 2: Example of the locating scenario. The red circle represents the home node of the country mentioned in the question. Each arrow means a upstreamdownstream relationship. M means a merchant.

Building scenario: In the building scenario, an LM analyzes the supply chain and determines what building should be expanded in order to reduce the price of specific goods. The supply chain is composed of two different components:

- A set of buildings of which that consumes some goods to produce some other goods.
- A set of goods, each of whose price is decided
by its supply and demand.
To reduce the price of specific goods, it is necessary to enlarge their supply.

Figure 3 (a) shows an example supply chain for furniture with two buildings that have different production methods. Each building cannot receive more goods than the maximum input, which is listed on the table in 3 The output for a building is calculated as (sum of max input / sum of max output) * (sum of input). For example, in Figure 3 , building 1 and building 2 produces 40 and 45 pieces of furniture, respectively.

Expanding a building will increase both its max input and max output values, which means it can receive more input and generate a greater output. Figure 3 (b) illustrates the amount of output when both building 1 and building 2 are expanded to double. In the case of building 1 , the supply rises to 80. However, for building 2 , the supply only grows to 73 . This discrepancy arises because the woods used in building 1 are supplied at 40 , whereas the hardwoods used in building 2 are in short supply, at just 25 . Thus, in this example, the $d_{\text {best }}$ is to enlarge building 2 .

| building | max input per building |  | max output per building |
| :---: | :---: | :---: | :---: |
|  | wood | hardwood | furniture |
| 1 | 40 | - | 40 |
| 2 | 20 | 20 | 45 |



Figure 3: Example of the building scenario. Each circle represents goods, and the factory image represents a building. The red circle indicates goods needing a price reduction, furniture in this example. The yellow arrow represents the quantity of goods produced in the building. The green and blue circles represent wood, and hardwood respectively.

### 4.2 Data Collection

To collect game data, we select the earliest starting point provided by each of the games as a savefile and preprocess them by a game data parser to extract data. In order to control the quality of ques-
tions, we consider the following points: (1) For the locating scenario, we create one problem for each country. As previously explained, profits are determined by the trading power of each country. Hence, countries with low trading power might have minimal impact on decisions and are not chosen for question formulation. (2) For the building scenario, we formulate problems where there are decisions to expand existing buildings that can compensate for the insufficient supply of goods.

### 4.3 Simulator

Although applying every decision to real games and comparing the results is the most credible approach to annotate the best decision, it is impossible due to the following characteristics of games: (1) randomness and (2) not being open-sourced. First, in the actual game setting, various random events occur that can sway the results. It is hard to be sure that a decision validated in the game is always the best decision for our problem because of the randomness of the actual game. Secondly, since Europa Universalis IV and Victoria 3 are not open-sourced, it is impossible to open them as benchmark validation programs. Therefore, we develop simulators for each scenario on DQA, which can validate the results of decisions deterministically, and we utilize them as annotators for our benchmark.

### 4.4 Dataset Statistics

Finally, DQA consists of a total of 140 question and data pair: with 81 for the locating scenario and 59 for the building scenario. Each data in DQA is provided by the Cypher Query Language (CQL) (Francis et al., 2018) file. Table 1 shows the basic statistics of the data in each scenario.

Table 1: Basic statistics for each scenarios on DQA. $V$ and $E$ mean vertices and edges respectively.

| Statistics | Locating | Building |
| :--- | ---: | ---: |
| \# of $\langle Q, D>$ pairs | 81 | 59 |
| Avg. \# of $V$ per pair | 745 | 240.95 |
| Avg. \# of $E$ per pair | 1,639 | 504.72 |

## 5 Methodology: PlanRAG

### 5.1 Planning for Decision QA

As we explained in Section 3, a data analysis for Decision QA is composed of multiple small data analysis steps. To conduct Decision QA through one-step retrieval, an LM should combine these
small data analysis tasks, each of which performs a separate role, into a single data analysis process. It is challenging for an LM. For the example in Figure 1, an LM should generate a complex query, as shown in Appendix B for one-step retrieval. In the iterative RAG technique, which could address this issue, an LM determines what data is required in each retrieval iteration. In terms of Decision QA, this retrieval can be translated as reasoning what data analysis is needed in each retrieval iteration, which is challenging because each reasoning requires understanding previous data analyses and the problem simultaneously. This approach is useful for the situation where each retrieval depends on the previous retrieval, such as multi-hop QA. However, in Decision QA, an LM determines a data analysis by examining the data schema, so it is possible to predict which data will be retrieved. Hence, there is no need to conduct reasoning for data analysis in every retrieval.

In this paper, we define a plan as the data analysis required for every iterative retrieval, and planning as the process that generates a plan. With a single planning, an LM can generate the plan for all iterative retrievals. This reduces the reasoning cost and leads to more accurate data analysis.

Figure 4 (a) represents the steps to solve Decision QA using the iterative RAG. In the first retrieval of this case, the LM obtains the upstream nodes of Deccan. In the second retrieval, the LM obtains the trading nodes having trading power for the country "BAH". For the third retrieval, the LM should analyze the profit of Doab, following the prior processes. However, it conducts the analysis that conflicts with previous retrievals, leading to incorrect results.

In contrast, if a planning is conducted before retrieving and each retrieval is done with corresponding plan, the retriever can generate a query that satisfies the necessary analysis. Figure 4 (b) illustrates the steps to solve Decision QA using the retrieval-augmentation method that includes planning. Unlike Figure 4 (a), since each retrieval follows the plan generated in the planning, it can consistently conduct data analysis.

### 5.2 PlanRAG: Plan-then-Retrieval Augmented Generation

In PlanRAG, the role of the generative language model is expanded to include planning. It is composed of the following three processes: (1) planning for data analysis, (2) retrieving for access ex-
ternal data, and (3) answer generating.
Planning: This process is an essential part of our approach and significantly distinguishes our technique from the existing retrieval-augmenting techniques (Lewis et al., 2020; Jiang et al., 2023b; Trivedi et al., 2023), that are primarily composed of retrieving and generating only. In the planning process, an LM generates an initial plan for data analysis by understanding the question and data schema. The initial plan generated from the planning process contains the order for data analysis retrieval. Figure 4 (b) provides an example of the initial plan in our technique.

Since the initial plan is not based on retrieved data, it may not remain valid until the answer generating process is done. To address this issue, an LM examines whether the existing plan remains valid after retrieving data, and performs replanning if it is no longer valid.
Retrieving: In this process, an LM generates the necessary data query and pose to retrieve, similar to existing iterative RAG studies(Yao et al., 2023; Jiang et al., 2023a). However, in previous studies, an LM determines which data analysis should be performed based on question and data schema in every retrieval iteration. In contrast, in PlanRAG, an LM simply generates a data analysis query without reasoning about which data analysis should be performed but rather following a previously generated plan. To accomplish this, an LM receives the generated plan explicitly. Figure 4 (b) explains how an LM performs data retrieving by the generated plan.
Answer generating: In this process, an LM generates an answer by understanding retrieved data, also similar to existing iterative RAG studies. Before the answer generating process, in previous iterative RAG methods, an LM a performed specific number of retrieval (Trivedi et al., 2023), or it determined whether the answer generating process should be executed in each retrieval (Yao et al., 2023). In contrast, in PlanRAG, an LM initiates the answer generating process if the plan has been executed completely. The answering process in Figure 4 (b) displays how an LM generates an answer just after the plan has been fully executed.

## 6 Experiments

### 6.1 Experimental Setup

To compare the single-turn RAG technique, the iterative RAG technique and PlanRAG technique,

(a) Retrieval augmentation
(b) Plan-then-Retrieval augmentation

Figure 4: The process to solve Decision QA by (a) Retrieval augmentation technique, and (b) Plan-then-Retrieval augmentation technique. This example comes from the locating scenario on the DQA benchmark.
we implemented retrieval-augmented LMs following each technique and applied them to DQA in a single run. We utilized ReAct prompt (Yao et al., 2023) for implementing single-turn RAG based LM (SingleRAG-LM), iterative RAG-based LM (IterRAG-LM) and ReAct with planning step for implementing PlanRAG-based LM (PlanRAGLM). These LMs are developed by LangChain ${ }^{3}$ library and GPT-4(OpenAI, 2023) with a zero temperature. Prompts are provided in Appendix C. The answer provided by LM was considered correct if it was semantically identical to the answer on DQA. Otherwise, we considered it incorrect.

[^2]
### 6.2 Results and Analysis

Our experimental results are described in Table 2. In our experiment, PlanRAG-LM demonstrated an accuracy of $55.6 \%$ in the locating scenario and $54.2 \%$ in the building scenario. These are, respectively, $29.7 \%$ and $25.4 \%$ higher than SingleRAGLM, and $12.4 \%$ and $1.8 \%$ higher in accuracy than IterRAG-LM. Furthermore, the results for PlanRAG-LM without replanning show a decrease of $5.0 \%$ and $6.7 \%$ compared to PlanRAG-LM in the two scenarios. These results indicate that our technique, PlanRAG, is more suitable for solving Decision QA compared to iterative RAG methods, and we have confirmed that replanning is beneficial

Table 2: Performance comparison on the locating scenario and building scenario. RP means replanning.

| Techniques | Locating | Building |
| :--- | :---: | :---: |
| Single-turn RAG |  |  |
| SingleRAG-LM | 25.9 | 30.5 |
| Iterative RAG |  |  |
| IterRAG-LM | 43.2 | 54.2 |
| PlanRAG (ours) |  |  |
| PlanRAG-LM | $\mathbf{5 5 . 6}$ | $\mathbf{5 5 . 9}$ |
| PlanRAG-LM w/o RP | 50.6 | 49.2 |

for PlanRAG. To gain insights into the effectiveness of planning, we conducted a more in-depth analysis of the results of IterRAG-LM and PlanRAG-LM in both the locating and building scenarios.

Figure 5 shows the accuracy of IterRAG-LM and PlanRAG-LM in each scenario, depending on how many retrieving steps IterRAG-LM performed before Answering. We interpret these results by following three parts: (1) Single Retrieval (SR) problems in the locating scenario, (2) SR problems in the building scenario, and (3) Multiple Retrieval (MR) problems.

First, in the SR problems of the locating scenario, there was a significant increase in accuracy from IterRAG-LM to PlanRAG-LM. This improvement can be attributed to the characteristics of SR problems within the locating scenario. In this scenario, SR problems constitute a small portion and exhibit lower accuracy compared to the overall accuracy of IterRAG-LM. This indicates that the problems in the locating scenario are difficult to address with a single retrieval. PlanRAG-LM, on the other hand, can recognize the need for multiple retrievals in these problems. Leading to higher accuracy compared to IterRAG-LM.

In contrast, SR problems of the building scenario constituted a significant portion and exhibited high accuracy. It indicates that the building scenario contains a significant portion of problems that could be solved with a single retrieval. Since planning could be an unnecessary process in these problems, PlanRAG shows low accuracy on SR problems compared to IterRAG-LM.

Lastly, in the case of MR problems, regardless of the scenario, the accuracy increased when performing PlanRAG rather than the iterative RAG. This aligns with the discussion in Section 5.1, which suggests that planning is advantageous when conducting multiple retrievals. Through these analyses,


Figure 5: The accuracy of IterRAG-LM and PlanRAGLM in each scenario is based on the number of retrieval iterations in IterRAG-LM. SR (Single Retrieval) refers to the case where IterRAG-LM performs one data retrieval and then answers, while MR (Multiple Retrieval) refers to the case where it answers after performing multiple data retrievals. The values inside the parentheses for SR and MR represent the proportion of the total questions that correspond to SR and MR , respectively.
we have confirmed that PlanRAG is more robust in Decision QA requiring complex data analysis processes multiple times.

## 7 Conclusions

In this paper, we explored the capability of LLM as a solution for decision making. Firstly, we introduced a new decision making task, Decision QA, which requires data analysis to make the best decision, and provided its benchmark, referred to as DQA. The DQA benchmark, designed to evaluate Decision QA performance, was constructed by accumulating data from two video games. Furthermore, we pointed out that the existing iterative RAG methods are not suitable for solving Decision QA, and suggested a plan-then-retrieval augmented generation technique, PlanRAG. To validate the effectiveness of our PlanRAG on Decision QA, we adopted both the iterative RAG-based LM and the PlanRAG-based LM to DQA. Through experiments, we confirmed that the PlanRAG-based LM exhibited superior performance in Decision QA that requires iterative retrieval, compared to the iterative RAG-based LM. Through deep analysis, we concluded that PlanRAG is more robust in Decision QA scenarios that require complex data analysis.

## 8 Limitations

In this paper, we explored the capability of LLM as a solution for decision making. However, our study still has limitations.

First, in this study, we focused solely on Decision QA that uses graph-structured data. Decision QA based on other data formats, such as tabular or hybrid data, could be explored in future research.

Next, in this paper, we proposed techniques from a high-level RAG technique perspective that should be considered when solving Decision QA. Therefore, we did not address the low-level methods necessary for solving Decision QA in this paper. For example, creating a fine-tuned model that efficiently generates Cypher queries could be beneficial for solving Decision QA, but it is not covered in this paper. These areas should also be addressed in future works.

## 9 Ethical Considerations

Language models have a hallucination issue and can potentially generate biased answers. Retrievalaugmented methods we have discussed in our study, are known to mitigate these issues to some extent, but it does not imply that these issues do not occur. Therefore, when applying our research to realworld applications, it is essential to closely examine whether the generated decisions are inferred based on hallucinated or biased knowledge.

Before constructing our benchmark and simulator from Europa Universalis IV and Victoria 3 games, we have considered end user license agreement (EULA) ${ }^{4}$ of their game publisher, Paradox Interactive. Our benchmark and simulator correspond to gameplay and scripts of user generated content (UGC) in section 5 of EULA and thus, our content should be open-sourced. Therefore, we open our benchmark and simulator under the MIT license. Also, utilizing all icons that came from these games in our paper is classified as streaming Paradox Games in section 6 of EULA. According to EULA, we can freely use icons if our paper is not behind a paywall.

Video games that we have used to construct DQA describe historical situations. Therefore, our datasets, based on these games, include knowledge that contradicts contemporary common sense and might be aggressive towards certain groups. For example, the correct answer that a specific nation should influence a particular region in the locating scenario of our benchmark might be aggressive to specific nations or regions. To avoid these issues, we anonymized the names of nations into threeletter codes rather than mentioning their names di-
rectly. For example, instead of using the term "Bahmanis Sultanate" ${ }^{5}$, we employed the term "BAH," and instead of "The Papel States" 6 , we used "PAP" as terminology.
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## A TPR Calculation for the Locating Scenario

(a)

| country | development | home node |
| :---: | :---: | :---: |
| C | 24 | 3 |

(b)

| node | local value | $T P_{T}$ | $T P_{C}$ | is inland |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1.5 | 100 | 10 | True |
| 2 | 2.0 | 40 | 4 | False |
| 3 | 3 | 100 | 10 | False |

(c)

| node | local value | TPR without M | TPR with M |
| :---: | :---: | :---: | :---: |
| 1 | 1.5 | $10 \%$ | $20 \%$ |
| 2 | 2.0 | $10 \%$ | $15 \%$ |

(d)


Figure 6: The trading network with the country table (a) and the node table (b). The $T P R$ value in the table (c), which is originally in Figure 2 could be generated by the table (a), the table (b) and the trading network (d). $T P_{T}, T P_{C}$, and M mean the total trading power and the trading power of the country, and a merchant respectively.

In this Section, we explain the calculation of $T P R$ values for the table (c) in Figure 6 using a portion of the table provided in the actual locating scenario, which are provided on the table (a) and the table (b) in Figure 6.

First, the situation without a merchant, the $T P R$ of the country on the node is calculated as $T P R=$ $T P_{C} / T P_{T}$, by the definition which we mentioned on Section 4.1. For example, $T P R$ on node 1 is calculated as $10 / 100=10 \%$

Next, the situation with a merchant, we should calculate the trading power increment of the country by merchant to calculate $T P R$. In our scenario, the trading power by a merchant $\left(T P_{M}\right)$, provided as follows:

- If the located node or the home node is inland, then $T P_{M}=2+\min ($ development $/ 3,50)$
- Otherwise, $T P_{M}=2$.

For example, in Figure $\mathrm{A}, T P_{M}=$ $2+\min (50,24 / 3)=10$ if a merchant is located on the node 1 . Therefore, $T P R=$ (increased trading power of the country)/(total trading power $)=T P_{M}+T P_{C} / T P_{T}=10+10 / 100=$ $20 \%$

## B Cypher Query for the Locating Scenario

## MATCH

(n:Trade_node)<-[:UPSTREAM]-(m:Trade_node), (c:Country \{name: "BAH"\})-[r:NodeCountry]->(m), (c)-[rr:NodeCountry \{is_home: true\}]->(n)

## RETURN

m.name,
((m.local_value + m.ingoing $) *(($ r.calculated_trading power + (CASE WHEN m.node inland THEN 2+CASE
WHEN c.development/3 > 50 THEN c.development/3 ELSE 50 END ELSE 2 END))/m.total_power) -
(m.local_value + m.ingoing) ${ }^{*}$ (r.calculated_trading_power/m.t otal_power))*100

AS profit_diff_percent
Figure 7: Cypher query for the locating scenario. A language model can get potential profit by applying this query

## C Prompt setup

## \# Prefix

You are a decision-making agent answering a given question.
You should collect the data to answer the question: \# Tool descriptions
Graph DB: Useful for when you need to collect the data that follows the following schema (You MUST generate a Cypher query statement to interact with this tool):
(n:Trade_node $\{$ \{name, local_value, node_inland, total_power, outgoing, ingoing $\}\}$ );
(m:Country $\{$ \{name, trade port, development $\}\}$ );
(Trade_node)-[r:UPSTREAM \{\{flow $\}\}]$ -
$>$ [Trade_node]
(Country)-[NodeCountry $\{\{$ is_home,
merchant,base_trading_power,calculated_trading_po
wer $\}\}]$->(Trade_node), args: $\{\{\{\{$ 'tool_input':
$\{\{\{\{$ 'type': 'string' $\}\}\}\}\}\}\}\}$
Self thinking: Useful for when there is no available tool., args: $\{\{\{\{$ 'tool_input': $\{\{\{\{$ 'type': 'string' $\}\}\}\}\}\}\}\}$ \# Format instructions
Use the following Strict format:
Question: the input question you must answer.
Thought: you should always think about what to do.
Action: a suitable database name, MUST be one of
['Graph DB', 'Self-thinking'].
Action input: a syntactically correct query statement only, MUST be written by Cypher query language.
Observation: the result of the action.
Thought: I now know the answer.
Final answer: the final answer to the question based on the observed data.
\# Suffix
Begin! Keep in mind that Your response MUST follow the valid format above.

Figure 8: The prompt for the SingleRAG-LM retriever (based on ReAct, Locating scenario).

## \# Prefix

You are a decision-making agent answering a given question.
You have already collected the data to answer the question.
Indeed, you should make your Final answer immediately.:
\# Tool descriptions
Graph DB: Useful for when you need to collect the data that follows the following schema (You MUST generate a Cypher query statement to interact with this tool):
(n:Trade_node \{\{name, local_value, node_inland, total_power, outgoing, ingoing $\}\}$ );
(m:Country $\{$ \{name, trade_port, development $\}\}$ );
(Trade_node)-[r:UPSTREAM \{\{flow \} \}]-
$>$ [Trade_node]
(Country)-[NodeCountry $\{$ \{is_home, merchant,base_trading_power, calculated_trading_po wer $\}\}]->$ (Trade_node), args: $\{\{\{\{$ 'tool_input':

## \{ \{\{\{'type': 'string'\} $\}\}\}\}\}\}\}$

Self thinking: Useful for when there is no available
tool., args: $\{\{\{\{$ 'tool_input': $\{\{\{\{$ 'type': 'string' $\}\}\}\}\}\}\}\}$

## \# Format instructions

Use the following Strict format:

Final answer: the final answer to the question based on the observed data.
\# Suffix
Begin!

Figure 9: The prompt for the SingleRAG-LM generator (based on ReAct, Locating scenario).

## \# Prefix

You are a decision-making agent answering a given question.
You should collect the data to answer the question. Keep in mind that the question can require to access following databases multiple times:

## \# Tool descriptions

Graph DB: Useful for when you need to collect the data that follows the following schema (You MUST generate a Cypher query statement to interact with this tool):
(n:Trade_node \{ \{name, local_value, node_inland, total_power, outgoing, ingoing $\}\}$ );
(m:Country $\{$ \{name, trade_port, development $\}$ ); (Trade_node)-[r:UPSTREAM \{\{flow\}\}]$>$ [Trade_node]
(Country)-[NodeCountry \{ \{is_home, merchant,base_trading_power,calculated_trading_po wer\} $\}]$ ]>(Trade_node), args: $\{\{\{\{$ 'tool_input': \{ \{\{\{'type': 'string'\} \}\}\}\}\}\}\}\}
Self thinking: Useful for when there is no available tool., args: $\{\{\{\{$ 'tool_input': $\{\{\{\{$ 'type': 'string' $\}\}\}\}\}\}\}\}$ \# Format instructions
Use the following Strict format:
Question: the input question you must answer.
Thought: you should always think about what to do.
Action: a suitable database name, MUST be one of
['Graph DB', 'Self-thinking'].
Action input: a syntactically correct query statement only, MUST be written by Cypher query language.
Observation: the result of the action.
... (a process of Thought, Action, Action input, and Observation can repeat together N times)
Thought: I now know the answer.
Final answer: the final answer to the question based on the observed data.
\# Suffix
Begin! Keep in mind that Your response MUST follow the valid format above.

Figure 10: The prompt for the IterRAG baseline (based on ReAct, Locating scenario).

## \# Prefix

You are a decision-making agent answering a given question.
You should collect the data to answer the question. To this end, firstly, you need to plan which data would be needed in what order.
Keep in mind that the question can require to access following databases multiple times:
\# Tool descriptions
Graph DB: Useful for when you need to collect the data that follows the following schema (You MUST generate a Cypher query statement to interact with this tool):
(n:Trade_node $\{\{$ name, local_value, node_inland, total_power, outgoing, ingoing $\}\}$ );
(m:Country $\{$ \{name, trade_port, development $\}\}$ );
(Trade_node)-[r:UPSTREAM $\{\{$ flow $\}\}]$ -
$>$ [Trade node]
(Country)-[NodeCountry\{\{is_home,
merchant, base_trading_power,calculated_trading_po
wer $\}\}]->$ (Trade_node), args: $\{\{\{\{$ 'tool_input':
$\{\{\{\{$ 'type': 'string' $\}\}\}\}\}\}\}\}$
Self thinking: Useful for when there is no available tool., args: $\{\{\{\{$ 'tool_input': $\{\{\{\{$ 'type':
'string'\} $\}\}\}\}\}\}\}$
\# Format instructions
Use the following Strict format:
Question: the input question you must answer.
Plan: [Step 1: requirement 1, Step 2: requirement
$2, \ldots$, Step $N$ : requirement $N$ ].
Current step: the current Step in the Plan.
Thought: you should always think about the Current step.
Action: a suitable database name, MUST be one of ['Graph DB', 'Self-thinking'].
Action input: a syntactically correct query statement only, MUST be written by Cypher query language.
Observation: the data from the database.
Re-plan: respond with ' Y ' and change your Plan if you think a current Plan is not helpful, otherwise respond with ' N ' and continue a process based on the current Plan.
... (a process of Plan, Current step, Thought, Action, Action input, Observation, and Re-plan can repeat N times)
Thought: I now know the answer.
Final answer: the final answer to the question based on the observed data.
\# Suffix
Begin! Keep in mind that Your response MUST
follow the valid format above.

Figure 11: The prompt for the PlanRAG baseline (based on PlanRAG, Locating scenario).
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