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Abstract

Reinforcement learning (RL) using foundation models for policy approximations
in multi-turn tasks remains challenging. We identify two main limitations related
to sparse reward settings and policy gradient updates, based on which we formulate
a key insight: updates from positive samples with high returns typically do not
require policy regularisation, whereas updates from negative samples, reflecting
undesirable behaviour, can harm model performance. This paper introduces Suc-
ceed or Learn Slowly (SoLS), a novel off-policy RL algorithm evaluated on mobile
app control tasks. SoLS improves sample efficiency when fine-tuning foundation
models for user interface navigation via a modified off-policy actor-critic approach,
applying direct policy updates for positive samples and conservative, regularised
updates for negative ones to prevent model degradation. We augment SoL.S with
Successful Transition Replay (STR), which prioritises learning from successful
interactions, further improving sample efficiency. We evaluate SoLS on the An-
droidWorld benchmark, where it significantly outperforms existing methods (at
least 17% relative increase), including prompt-engineering and RL approaches,
while requiring substantially fewer computational resources than GPT-40-based
methods with 5-60x faster inference.

1 Introduction

Mobile phones have become a central part of daily life, supporting communication, productivity,
financial management, and entertainment. As mobile apps become more complex, there is a growing
need for automated systems that can understand and interact with mobile interfaces. Such systems
could improve accessibility for people with disabilities, enhance automated testing, and act as
assistants capable of completing multi-step tasks on behalf of users.

Reinforcement learning (RL) offers a promising approach to training agents for mobile app interaction
[e.g., 2], allowing learning through trial and error without requiring extensive manual labelling.
However, applying RL to mobile app control presents several unique challenges. First, like many
open-ended tasks, these environments often provide sparse or no reward signals. Second, the action
space is large and context dependent, requiring the agent to choose to interact from hundreds of
possible Ul elements and many different action types. Third, simulations in mobile environments are
time and computationally expensive: several seconds to execute each step limits training interactions.

Foundation models have demonstrated remarkable capabilities in understanding text instructions and
visual context, making them promising candidates for mobile app control. Recent efforts have shown
that prompting LLMs such as GPT-40 can yield agents capable of following instructions to complete
tasks in mobile environments [14} 28} 136, [38]]. However, these approaches typically require multiple
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API calls per step and extensive in-context reasoning, resulting in high operational costs and slow
inference times. Meanwhile, Supervised Fine-Tuning (SFT) approaches that directly train smaller
models on human demonstrations struggle with generalisation to new and online tasks [9, 211 23| [35].

In this paper, we introduce Succeed or Learn Slowly (SoLS)] a novel RL algorithm that enables
sample-efficient fine-tuning of foundation models. This work tackles the challenges of sparse
rewards and limited samples through two complementary innovations. Our first contribution is a
dynamic policy update mechanism that aggressively reinforces successful actions while conservatively
regularising unsuccessful ones, helping prevent performance degradation and forgetting during
exploration. This pairs with our second innovation, Successful Transition Replay (STR), which
selectively stores and prioritises successful state-action pairs from previous episodes. Together, these
approaches create a sample-efficient learning system that extracts maximum value from limited
generated samples, substantially improving the model’s ability to learn effective control strategies
even with minimal training data.

We evaluate SoLS on AndroidWorld [20], a benchmark of real-world mobile app control tasks
across three difficulty levels. Our approach achieves an overall success rate of 51.3%, significantly
outperforming both expensive GPT-40-based approaches and other RL-based fine-tuning methods.
Importantly, our method requires only a single pass through an 8B parameter model per step, resulting
in inference times approximately 5-60x faster than state-of-the-art prompting approaches.

Our contributions can be summarised as follows:

* We introduce SoLS, a novel off-policy RL algorithm specifically designed for sample-efficient
fine-tuning of foundation models in sparse reward settings, which achieves the best performance,
by at least 17% relative increase, and the fastest inference time of all baselines.

* We propose Successful Transition Replay (STR), a technique that prioritises learning from
successful interactions to maximise learning efficiency in environments with costly simulations.

* We show that small language models, when fine-tuned with suitable RL techniques, can
outperform much larger foundation models on mobile app control tasks, and offer a comparative
analysis of RL methods, highlighting the strengths and weaknesses of various methods.

This work helps narrow the gap between costly but effective large model prompting approaches
and efficient but traditionally less performant fine-tuned models, providing a potentially practical
direction for mobile app control that balances performance, efficiency, and resource requirements.

2 Preliminaries

2.1 Problem Formulation

We formulate the Mobile App Control problem within a Partially Observable Markov Decision
Process (POMDP) framework, represented as (S, A4, O, R, P,2). S denotes the state space, A the
action space, and O the observation space. The reward function R is binary, signalling successful
episode completion. Functions P and {2 represent the state and observation transition processes,
respectively. Episode length is bounded by a task-specific horizon H. An episode ends either
with the completion of the goal or when H is reached without success. We define the return as
the terminal reward and aim to learn a parameterised policy 7y that maximises the expected re-
turn across the task distribution, with g sampled from the task set G, and r the episode-terminal reward:
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Our approach leverages an offline dataset D,y containing human demonstrations, which we use
to warm-start the policy 7y and familiarise it with the environment’s action and observation space.
Additionally, we highlight that D, ; is out-of-distribution (OOD) relative to the target environment.
Our training pipeline follows a two-phase procedure: (1) SFT using D, , followed by (2) RL
fine-tuning to optimise the objective in Equation (). Notation used in equations throughout can be
found summarised in Table 2l
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2.2 Mobile App Control Data

Our work focuses on two open-source phone navigation datasets and benchmarks, namely Android-
Control [20] and AndroidWorld [28]]. AndroidControl provides an extensive training dataset of more
than 13k tasks spanning 833 Android applications, including task instructions, screenshots, and
Ul element trees, as well as human-selected action demonstrations. We use this dataset for initial
fine-tuning, leveraging the fact that its action space has strong similarities with AndroidWorld’s.
AndroidWorld is a benchmark consisting of 116 tasks with a different app and goal distribution
compared to AndroidControl. We specifically use an 80-task subset, omitting tasks such as Q&A and
verification, due to our agents and action space, as well as evaluation process (see Appendix [A.4.2).
Our final benchmark thus has a harder overall difficulty distribution. AndroidWorld works by con-
necting agents to an Android phone emulator to run tasks online, in a realistic environment with
ground-truth rewards. Agents are provided with the task goal, current screenshot, and Ul tree infor-
mation at every step, and are required to provide actions to be executed in the environment. We use
AndroidWorld as our RL environment and evaluation benchmark throughout our experiments.

It is important to mention that AndroidWorld is out-of-distribution (OOD) compared to the Android-
Control dataset used for SFT. While the task domains of both overlap, almost all AndroidWorld apps
are unseen. Moreover, the phrasing of goals is different, with AndroidControl goals being quite
wordy and AndroidWorld goals being more imperative. Finally, though the action spaces are similar,
the distribution or use of actions in certain cases can be quite different. For example, the long-press
action is extremely rare in AndroidControl, appearing only as 0.2% of the training set, while it is an
important action featured regularly in AndroidWorld, such as to clear text in a text field.

3 Methodology

3.1 Observation and SFT Step

An important design detail for experiments with AndroidWorld tasks is the construction of the
observation. In this work, we use Llama-3-8B-Instruct [[12] for approximating the policy. As input to
the model, we use the textual goal, and process the Ul tree into a list of available UI elements with
descriptions and relevant attributes. Text-only input has shown potential in achieving similar or even
better results than visual input [28]], and requires many fewer tokens, leading to faster inference times.

As a first step, we fine-tune our base model through SFT on AndroidControl, which shares observation
and action space similarities with AndroidWorld. More details on observations, action space, and
output format can be found in Section[2.2]and Appendix[A.4] Using a similar input format and action
space during SFT and RL training, the SFT step allows the model to adapt to action-prediction in
Android environments, with the required output format. The resulting SFT model works as a starting
point for the RL methods, such that some tasks can be solved in the initial phase of training.

3.2 Successful Transition Replay

Generating trajectories in open-world environments presents significant challenges, primarily due to
the high computational cost involved. For instance, in Android emulators, each forward step in the
simulation can take 4-5 seconds, which makes trajectory generation resource-intensive and inefficient.
Moreover, the generated trajectories tend to be long and involve many steps, but only a small fraction
are successful. As a result, much of the computational effort invested in trajectory generation yields
little in terms of meaningful learning outcomes.

In addition, while RL algorithms are commonly used in large-scale post-training of LLMs, most
of these algorithms are designed for single-turn tasks, such as solving mathematical problems or
question-answering, where reward models provide immediate feedback. However, our setting is more
complex. The agent seldom solves new tasks due to a significant distribution shift from the original
SFT phase, which makes traditional RL approaches less effective in our context.

To address these challenges, we propose Successful Transition Replay (STR), an experience replay
[22] that stores individual successful timesteps. Figure[I|shows how STR integrates into our pipeline.
It focuses on preserving only those transitions from episodes where the agent takes successful actions,
ensuring that learning incorporates proven effective steps rather than failed or non-meaningful ones.
By maintaining a pool of these successful timesteps, the agent can revisit and build on past successes,
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ultimately leading to more efficient learning rather than relying exclusively on on-policy data. STR
thus creates a bridge between the SFT and target distributions, by bootstrapping from rare successes
to build a repository of successful interactions specific to the environment.

STR uses a hash table to map each task to a list of successful individual timesteps. During training,
we sample a specific number of timesteps from each task and combine them with on-policy data.
Each task-specific list stores the 50 most recent successful timesteps for that task. Furthermore, the
training pipeline employs a data-parallel architecture, with each parallel process maintaining its own
instance of STR. Let Dg1g represent STR, n denote the number of sampled timesteps per task, and
D, be the on-policy sampled data. The training dataset D for each update is generated as follows:

D= |J sample(Dstr(t),n) U Dop #))

tetasks

With STR, we focus training on proven, effective actions, reducing the need for inefficient trajectory
generation and improving exploration efficiency in complex, open-world environments.

3.3 Succeed or Learn Slowly

We highlight two critical observations about RL training for foundation models.

First, standard RL from human feedback (RLHF) techniques use policy regularisation to prevent
reward model hacking. However, this concern diminishes in environments with structured action
formats. Unlike free-form generation, where models might produce deceptive but incoherent text,
structured environments naturally constrain actions through predefined formats. These constraints
ensure outputs remain coherent and valid within the environment’s action space.

Second, the actor-critic policy loss function — A, - log w(a¢ | s¢) creates unintended consequences
when fine-tuning models with large output vocabularies. When the advantage is negative (A; < 0), the
policy decreases the probabilities of tokens that formed poor actions. This increases probabilities for
other tokens across the model’s vocabulary; tokens that may be semantically related but inappropriate
for the specific action space. This redistribution disrupts the model’s learned representations. This
explains the rise of rejection sampling methods in multi-turn RL literature, such as DigiRL for app
control, as they avoid destructive negative updates while still improving policy performance.

We start with the off-policy actor-critic algorithm [11]], assuming data is sampled from a behavioural
policy 7y, used to generate the training data. We write the objective with the state distribution d™ ()
under the policy 7, subject to the learning policy being close to the base policy:
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Following the work of Degris et al. [11]],
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We also subtract the state value from the state-action value to reduce variance. The state value is
computed under the behavioural policy 7, which does not change with actions and therefore does
not introduce bias into the policy gradient.
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Additionally, we replace the state-action value with the Monte Carlo return R in Equation (6) to
reduce the bias of the estimator, especially early on when the value function is randomly initialised.
This aligns with the work of Degris et al. [11], where the state-action value is replaced with A-returns

under the behavioural policy.

To ensure consistency with the objective in Equation (I]), we apply a PPO-like [29] cut-off in the
policy gradient update when the advantage is negative. This restricts policy updates when the
advantage is negative and the importance sampling ratio falls outside the allowed range, preventing
the policy from deviating too far from the policy that generated the action. The gradient of the loss
function for the actor, with A(s,a) = R — V7 (s), is therefore:

s,a~D mp(als) — mp(als)

0 otherwise
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In contrast to the original PPO objective, which restricts policy updates when A < 0 and only when
the importance sampling ratio falls below 1 — €, our approach introduces a symmetric constraint by
also restricting updates when the importance sampling ratio exceeds 1 + €.

The baseline critic is trained using the same off-policy data. The value function is represented
by adding an affine layer followed by a sigmoid activation on top of the final hidden layer of the
transformer. We use Monte Carlo targets to avoid the need for a separate target network, which would
significantly reduce the computational efficiency of SoLS. The value network parameters are updated
by minimising the squared TD-loss:
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We refer to this algorithm as Succeed or Learn Slowly, or SoLS for short, which aims to update
the policy following the off-policy actor-critic objective when the advantage is positive, while it
follows a PPO-like regularisation in the policy updates when the advantage is negative. A high-level
illustration of SoLS is shown in Figure[I] SoLS can be combined with STR without pruning the
updates of positive samples due to small or large values in the importance sampling. Finally, we
optimise the joint loss function by adding the two losses:

L=Lsc+ X L (®)

4 Experiments

4.1 Evaluation Baselines
4.1.1 Prompting and fine-tuned methods

GPT-40 pure prompting methods: First, we compare SoLS with three baseline agents that exclu-
sively leverage large foundation models, such as GPT-40. T3A and M3A [28]] both employ a two-step
prompting process: the agent summarises the previous observation, and then proposes an action based
on this summary and the current observation. The primary distinction between T3A and M3A lies
in the input format: T3A relies only on the Ul accessibility tree, while M3A also uses a screenshot,
annotated with bounding boxes around each UI element. Additionally, we evaluate SeeAct [38]],
which also performs two-step prompting, first generating a high-level output, then a grounded action.

UGround [[14]: We evaluate two of the UGround-V1 models, UGround-V1 2B and 7B. UGround
combines aspects of the planner-grounder SeeAct framework [38] and the actor-summariser M3A
[28], along with a fine-tuned grounding model. The agent prompts GPT-40 for a high-level action,
grounds the action with the UGround model, and then creates a summary by prompting GPT-4o.



AriaUI [36]: AriaUI follows a similar three-step planner-grounder-summariser architecture to
UGround, with a fine-tuned 24.9B mixture-of-experts Aria [19] model (3.9B active parameters) as
the grounder and GPT-4o as the planner and summariser.

OS-Atlas [35]: We use the OS-Atlas-Pro-7B variant of OS-Atlas, trained on a greater number of
datasets. It has a two-stage training approach: first, GUI grounding pre-training on a custom corpus
of 2.3 million screenshots, and then action fine-tuning on agent datasets such as AndroidControl.
0OS-Atlas-Pro-7B uses Qwen2-VL-7B [33]] as a backbone, and takes as input the current goal, previous
actions, and the current screenshot. A large prompt also describes the current task and action space,
including custom action descriptions tailored to each dataset.

4.1.2 RL methods

PPO: Proximal Policy Optimisation (PPO) [29] is an RL algorithm that uses a heuristic clipping
mechanism to prevent the training policy from deviating too much from the prior distribution. PPO
can perform multiple consecutive epochs of updates using the same batch of generated data, effectively
extracting more learning signal from each environment interaction while the clipping mechanism
ensures the policy does not change too drastically between updates.

A2C-STR: Advantage Actor-Critic (A2C) [26]] is an on-policy actor-critic algorithm. We augment
it with STR by incorporating transitions from previously successful episodes into training updates.
Since A2C is designed for on-policy learning, using off-policy data from the STR buffer requires
correction. Following Degris et al. [[11]], we apply importance sampling to properly weight these
off-policy transitions and maintain unbiased gradient estimates. Notably, A2C-STR is equivalent to
SoLS when a transition has a positive advantage. However, unlike SoL.S, A2C-STR continues to fully
update parameters even when the advantage is negative, rather than clipping these updates.

DigiRL-STR: DigiRL [2] is an off-policy variant of rejection sampling [[15]] that evaluates transitions
based on their advantage rather than their total return. We augment DigiRL with STR to leverage
previously collected successful experiences, instead of the original prioritised replay buffer that was
used in the original work, to ensure consistency. Further details can be found in Appendix[A.3]

4.2 Results

Table[T] presents the success rates of SoLS and the baseline methods. For models that do not require
proprietary access, we average results over three evaluation runs and report two standard errors for
the overall success rate. Our results show that SoLS achieves the highest overall success rate on
AndroidWorld, outperforming all baseline methods.

Table 1: Success rates of different agent methods in the AndroidWorld environment, across task
difficulty levels. Overall results for non-GPT-40 methods show average success rates with two
standard errors of the mean across three runs.

Success Rate 1 Overall
Method Input Type T
Easy Medium Hard Success Rate
2 SeeAct screen + Ul tree  36.1 17.9 0.0 22.5
é T3A Ul tree 66.7 21.4 12.5 40.0
O M3A screen + Ul tree  61.1 21.4 6.3 36.3
< GPT-40 + UGround-2B  screen 63.9 25.0 6.3 38.8
% GPT-40 + UGround-7B  screen 69.4 28.6 12.5 43.8
= GPT-40 + AriaUl screen + Ul tree  66.7 28.6 6.3 41.3
= OS-Atlas-Pro screen 40.7 11.9 6.3 23.8£1.2
= SFT UI tree 38.9 9.5 4.2 22.1+27
A2C-STR Ul tree 52.8 17.9 2.1 32.1+£0.7
. PPO Ul tree 53.7 8.3 6.3 28.3 4+ 0.7
®  DigiRL-STR Ul tree 55.6 32.1 12.5 38.8+0.0
SoLS-STR Ul tree 68.5 40.5 16.6 51.3+1.2




As a method simply fine-tuned on AndroidControl, SFT performs quite poorly, solving mostly easy
tasks that are closely related to its training dataset, for example, those related to system apps, such as
turning on/off Bluetooth, Wifi, etc. OS-Atlas-Pro achieves slightly better performance, benefitting
from a GUI-grounding pre-training phase and larger range of fine-tuning datasets. Nevertheless,
success rate remains limited and much lower than other methods which are able to have a better
understanding of the task environment, either through larger priors or better domain learning.

In general, we observe that most methods using GPT-4o tend to perform similarly, in the 36%-
44% range, with methods that use a grounding model achieving the highest performance. Methods
using GPT-40 seem to perform best on easy tasks, while struggling more with medium and hard
tasks compared with the strongest RL methods. This is likely because GPT-40’s strong prior and
generalisation abilities allow it to understand and solve easier tasks well, while harder tasks usually
require more in-domain and specific knowledge, where GPT-40’s assumptions and reasoning might
not be as useful or sufficient. We also note that while UGround-2B performs worse than UGround-7B,
it still performs quite well, leveraging GPT-40’s capabilities.

Among RL methods, DigiRL-STR achieves the highest performance among existing approaches with
38.8% overall success rate. However, our proposed SoLS-STR significantly outperforms all baseline
methods, achieving 51.3% overall success rate. This represents a 32.5% relative improvement over
DigiRL-STR and significantly exceeds even the best GPT-40-based methods. The improvement
is particularly notable on medium difficulty tasks, where SoLS-STR achieves 40.5% compared to
DigiRL-STR’s 32.1%. Finally, PPO achieves the lowest success rate overall among the RL algorithms,
which highlights the need for STR, as is the only algorithm that is trained on on-policy data.

To further highlight the contribution of our asymmetric update mechanism, we compare SoLS
with standard A2C using identical STR parameters. The results show that SOLS-STR improves
upon A2C-STR by approximately 60% relative improvement (51.3% vs 32.1%). This dramatic
improvement validates our core hypothesis that conservative updates for negative-advantage actions
prevent performance degradation while maintaining aggressive learning from positive experiences.

4.3 Additional Studies

First, we evaluate the effect of STR on the success rate of different RL algorithms. For this comparison,
we augment PPO with STR and, as such, enable the reuse of successful trajectories, transforming
our implementation into an off-policy variant. This off-policy nature occasionally results in gradient
clipping for samples retrieved from the STR buffer due to the policy divergence constraints. Figure 2a]
presents the success rates of PPO, DigiRL, and SoL.S with and without STR. Our results show that STR
significantly improves the success rate for both algorithms. We also observe that SoLS outperforms
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Figure 2: Left: Bar plot presenting the average success rate and two standard errors of the mean for
PPO, DigiRL and SOLS with and without STR. Right: Scatter plot illustrating the trade-off between
success rate and inference time. The most desirable location is in the bottom-right, demonstrating
strong success rate and low inference time, which SoLS occupies.



PPO and DigiRL even when all three are trained exclusively on on-policy data, confirming our
hypothesis that the asymmetric policy updates lead to higher success rate on AndroidWorld. Notably,
SoLS outperforms even PPO-STR, and is on par with DigiRL-STR.

Figure 2b]illustrates the trade-off between success rate and inference time across different models.
SoLS occupies the best position in the bottom-right quadrant, achieving the highest success rate
(51.3%) while maintaining the fastest inference time (~ 0.9 seconds). This represents approximately
a 60x speedup compared to UGround-7B, the next-best performing agent, which requires 40-60
seconds per step due to its multi-step prompting pipeline and slow grounding model. The efficiency
gain is crucial for practical deployment in real-world scenarios where response time is critical.

In Figure[3] we show how the success rate of SoLS
evolves between the first part of training and the o :g::zjzz
end. For every task category, the success rate at the 08

end of training is higher than near the beginning,
showing the importance of RL training. This dif-
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only marginally improves performance. In other
categories, particularly Files, Maps, and Markor,
the increase in success rate is very large, as the
agent learns to solve tasks from these categories
during exploration and reinforces them throughout
training, especially with the help of STR.
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Figure 3: SoLS success rate comparison at the
beginning and end of training, by task category.

4.4 Failure Case Analysis

Most of the tasks that SOLS consistently fails to solve can be grouped into four categories: tasks
requiring memory, tasks requiring visual input, tasks requiring unseen interactions, and long-horizon
tasks. We provide further explanation below, as well as some case studies in Appendix [B.2}

Some tasks require the agent to remember information from previous steps, such as numbers or text
displayed in earlier observations. Although SoLS is provided with a history of actions, a history
of observations is not, due to context-length restrictions and concerns about information overload.
In addition to memory-related challenges, other tasks might depend on visual input, either directly
through images or because the textual representation of certain items, such as mazes, is inadequate.
Furthermore, a few tasks involve using phone features like the clipboard, which the agent has never
encountered and is unable to intuitively understand. Lastly, some tasks demand very long sequences
of interactions, with several requiring 15 to 60 steps for an "optimal" solution. These tasks are
inherently difficult, and the likelihood of the agent making a mistake, particularly without a rich
context of past observations, increases significantly. These failure cases provide avenues for future
work, such as incorporating a better form of memory into agents alongside SoLS, or using base
models with visual input and broader fine-tuning data.

5 Related Work

5.1 Reinforcement Learning with Foundation Models

There has been a growing focus on applying a final RL step to LLMs to improve alignment with
human values, a process known as RL from Human Feedback (RLHF) [7,40]. In RLHF, a reward
model is trained on human-labelled data, then the LLM is trained to maximise predicted rewards. To
prevent "reward hacking" [10} 13| [18]], the policy is regularised using algorithms like PPO [29]. RL
is also used to fine-tune models for specialised tasks like math and coding [16}30].

Several works explored LLMs for multi-turn tasks. Abdulhai et al. [[1] created tasks using the OpenAl
Gym interface to evaluate various RL algorithms. While numerous studies apply RL to multi-turn



tasks [4} 8l 39]], many focus on small-scale environments such as AlfWorld [31] or BabyAlI [6]]. Our
work aims to apply RL with LLM-based policies in real-world environments, where tasks are more
complex and simulation speeds are slow. DigiRL [2] attempts online RL but mostly evaluates on
tasks with small distribution shift between SFT and RL steps.

Recently, there has been a turn towards critic-free RL algorithms. Following DeepSeek-R1’s success
[L6], several works use Group Relative Policy Optimization (GRPO) [30], which estimates the
advantage function by generating multiple responses per prompt and using their average reward as
baseline. Extensions have been proposed [5 24] to improve GRPO. However, GRPO is expensive,
requiring typically 64 responses per prompt, while our SOLS generates a single response per prompt.

5.2 Mobile App Agents

Many recent works focus on mobile app agents for Android smartphones. Most current agents rely
on prompting large proprietary models like GPT-40. Complex prompting agents achieve strong
performance through exploration, planning, and reflection [32, |34} 37]], sometimes with replanning
and multiple passes [34]. However, this intricate prompting requires numerous costly API calls.

Some agents use two-step prompting methods, planning-grounding [38]] or acting-summarising [28]].
In subsequent work, agents were developed with fine-tuned grounding models integrated into the
pipeline, combining GPT-40 and fine-tuned models into planning-grounding-summarising [14! 36].
While achieving some of the best online app control results to date, they remain slow and costly,
requiring two proprietary API calls per step. Other agents explored using exclusively fine-tuned
models [9} 20} 21}, 23| [2'7, 135]. Several employ two-stage training, using GUI grounding datasets
prior to action generation fine-tuning [21}, 23/ [35]]. However, fine-tuned models struggle to match
large proprietary LLMs’ performance, and some works are limited to offline evaluation [9} 20, 35].

DigiRL [2]] is the most closely related, using SFT followed by RL fine-tuning for mobile app control.
They performed SFT on a VLM using small AitW subsets, then conducted RL on similar tasks. Our
evaluation differs significantly by focusing on RL in tasks that are OOD compared to the initial SFT
dataset, substantially increasing difficulty.

6 Conclusion

In this paper, we introduced Succeed or Learn Slowly (SoLS), a novel off-policy RL algorithm for
mobile app control tasks. SoLS addresses the challenges of sparse rewards and high simulation costs
through asymmetric policy updates. The core innovation is enabling aggressive learning from suc-
cessful experiences while applying conservative regularisation to unsuccessful ones. Combined with
Successful Transition Replay (STR), SoLS achieves a 51.3% overall success rate on AndroidWorld,
outperforming both state-of-the-art GPT-40-based and alternative RL methods. Moreover, this is
done with 5-60x faster inference time than the best approaches.

Despite its strong empirical performance, SoLS has several limitations. The asymmetric constraint
mechanism can potentially lead to premature convergence to local optima, especially when actions
receive positive advantages early in training due to noise or limited exploration. SoLS also depends
heavily on the quality of the initial SFT policy; if that policy has significant deficiencies in certain
action types or task domains, SoLS may struggle due to its conservative updates for negative-
advantage actions. In highly stochastic environments, where the same action may succeed or fail
inconsistently, SOoLS can suffer from inconsistent feedback, potentially causing policy oscillations.
Lastly, although STR aids knowledge transfer, SoLS fundamentally cannot learn to succeed in tasks
requiring interaction patterns entirely absent from both the initial policy and exploration distribution.

While this work focuses on technical advancements, the development of mobile app control agents
raises important societal concerns as these agents develop further. Such systems could eventually
be used to compromise user privacy through automated data access, enable new forms of digital
surveillance, and create security vulnerabilities if misused for unauthorised access to personal devices.

Our work demonstrates that well-designed RL algorithms can enable smaller language models to
outperform much larger foundation models on specialised tasks, with important implications for
resource-constrained environments. Future work could explore shaped rewards, improved exploration
strategies, and theoretical properties of selective constraint mechanisms.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claim of the paper is around the asymmetric policy updates, based
on how the performed action is evaluated by the advantage function. Our results validate the
main hypothesis of our work.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are mentioned in the Conclusion (Section [6).
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not introduce any theoretical claims or results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: The implementation details are described in Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

14



Answer:
Justification:
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The details are presented in Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Standard errors of the mean are provided in our experiments. Details are
provided in Section [4]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification:
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper focuses on developing smart assistants, with positive impacts
discussed in the Introduction (Section [I)) and negative impacts addressed in the Conclusion
(Section[6). This work is primarily focused on machine learning research and its current
applicability to real-world implementations remains limited.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No models or data are released as part of this work.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Information is included throughout the paper and in Appendix A.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not provide any new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

18



Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The paper does not use an LLM to generate ideas or suggestions around the
paper methodology.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Experimental Details

A.1 Notation

Table 2: Notation used in equations.

Symbol Description

a Action taken by the agent

S Environment state

r Episode-terminal reward

€ Clipping parameter controlling trust region around importance ratio
R Monte Carlo return

A Advantage function

Ve Value function under policy 7y

Q™ Action-value function under policy 7y

o Parametric policy with parameters 6

Tp Behavioural policy used to generate training data
d™(s)  State distribution under policy 7,

D Training dataset

Dstr STR dataset

Don On-policy dataset

Doy Off-policy dataset

J(0) Objective function of policy parameters 6
Lac Actor loss function

Ler Critic (value regression) loss

L Combined actor-critic SoLS loss function

A.2 Implementation Details

We use Llama-8B-Instruct as our base model. We fine-tune the model using LoRA [17]] adapters to
minimise computational requirements. The AdamW optimiser [25] is used across all experiments.

During SFT, we update the model parameters for three epochs using the AndroidControl training set.
We apply a learning rate of 10~* that linearly decays to 0. We use an effective batch size of 64. The
LoRA adapters are configured with 64 dimensions, lora-« of 32, and dropout rate of 0.05.

During RL fine-tuning, we train the model for 15K episodes, equivalent to approximately 200K
transitions. This transition count varies between algorithms since those with higher success rates
complete episodes more quickly, resulting in fewer overall transitions. For training, we implement
data parallelism with 8 concurrent processes. Each process asynchronously interacts with emulators
and collects data until accumulating 100 on-policy transitions. These 100 timesteps, combined with
50 transitions sampled from the STR, are used for learning. We perform mini-batch gradient updates
with batch size 64 and set the € hyperparameter to 0.2. The learning rate for RL fine-tuning remains
constant at 10~° throughout training. We conduct a single training epoch for all algorithms except
PPO, for which we perform two epochs on the training data.

For value function estimation, we add an extra affine value head on top of the policy’s last hidden
layer. We allow value loss gradients to propagate through all trainable model parameters. To balance
the policy and value loss functions, we set A to 0.5.

A.3 DigiRL Details

In our implementation of DigiRL-STR we use the STR to augment the training algorithm and
not the original prioritised experience replay used by the authors. We used this modification to
ensure consistency among training algorithms. DigiRL also performs step-level filtering, where each
transition is filtered using a step-based advantage estimation (Equation 4.3 of the original paper),
presented below and adjusted to our notations:

AP (54, a5) = N7 (spr,ap) + (1 — N0 (s4,00) ) (VP (s041) + (8¢, ag, ¢) — VP (s4)) (9)

where H is the horizon, and the value of ) is set to 0.5. Transitions with advantage larger than 0.05
are used for training, and the rest are discarded. Note that even though DigiRL is off-policy, it does
not use importance sampling, instead opting for other measures. We keep this consistent with the
original algorithm.

20



A.4 Data and Benchmark

A.4.1 Action and observation space

In this section, we describe the action space and observation inputs used by our SoLS agent, as
well as other RL methods. For the remaining baselines, we adopt their respective action spaces and
observation formats, using provided code with only minor modifications where applicable.

The action space of our agent adheres to a standardised JSON-style format, specifying both the action
type and any optional parameters: {"action-type":<type>, "action-extra':<extra>}. The
list of available action-type and action-extra options is detailed in Table[3] and is consistent
across both the AndroidControl and AndroidWorld environments. Standardising the action space
across the SFT dataset and the RL environment is critical to ensure effective transfer of training.
Therefore, actions are consistently converted to and from this format during training and evaluation in
both environments. As in prior work [e.g.,19, 120,128, [38], the click and long-press actions operate
on target Ul elements rather than on explicit (i, y) screen coordinates. This design choice simplifies
action generation and increases the likelihood of generating robust, executable actions, especially in
the absence of GUI-grounding training. The referenced target element can be translated into an (x, y)
coordinate at execution time using its bounding box.

- - Input

Action type Action extras P
AT “Take one photo”
open-app <app name> Goal: >
1nput—text <fext> <goal description>
click <target element> 0 0: {text': 74" class'
long—press <target element> /  \ i| 'android.widget.Button',
wait _ . 'content_description': 'Zoom in’, ...
Observation: 1: {class":

scroll-up - <List of Ul elements> " ‘android.widget.ImageView',
scroll-down - . J ‘content_description': 'Shutter’, ...
scroll-left - e N ‘ 2.
scroll-right - Previous Actions:
navigate-home - <List of past actions> {'action_type': 'open_app',
navigate-back - N P | RebEEnameCanera

Table 3: Our action space. Figure 4: Input to SoLS and other RL methods.

As described in Sections [2.2]and [3.1] both AndroidControl and AndroidWorld provide the task goal,
the UT accessibility tree, and a screenshot of the phone interface at each step. Since SoLS and the
other RL baselines we evaluate are based on Llama-3-8B and are text-only models, the screenshot
is omitted. This significantly reduces the number of input tokens, thereby decreasing the model’s
inference time. The Ul tree is transformed into a list of UI elements, each represented in a JSON-like
format that includes any relevant text or metadata provided by the tree. This is concatenated with the
textual goal description to form the first part of the model’s input. The final part of the input is the
history of actions, which is recorded as the agent progresses through each task and is appended to the
model’s input. A visualisation of the overall observation and input structure is shown in Figure 4]

A.4.2 Evaluation and benchmark set details

As discussed in Section [2.2] the AndroidWorld benchmark is used for evaluation throughout our
experiments. Although the original benchmark consists of 116 tasks, we employ a subset of 80 tasks.
Q&A tasks are excluded, as they represent a distinct category not supported by our agents, action
space, or by AndroidControl. Verification tasks are also removed, since our evaluation procedure
checks for task success at every step, rendering these tasks trivially solvable. Lastly, we exclude tasks
that require free-form actions, such as drawing, as these are incompatible with the agents’ current
action spaces. Notably, most of the omitted tasks fall under the "easy" difficulty category, resulting in
a task distribution that is more challenging than that of the full benchmark suite, as shown by the task
distribution charts in Figure[5}
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Figure 5: Pie charts comparing task difficulty distribution between the full AndroidWorld benchmark,
and the task subset used in this work.

B Additional Results

B.1 Inference Time and Model Size

Figure [2b]illustrates the trade-off between success rate and inference time across different agents,
demonstrating that SoLS not only outperforms the baselines in terms of success rate but also achieves
significantly faster inference times. In Figure[6] we further examine the model sizes and inference
times of the various agents side-by-side, offering insight into the memory, compute, and latency
requirements of each approach. Purely fine-tuned methods, such as OS-Atlas-Pro and our RL
implementations, are the least demanding in terms of both model size and inference time. Note that
we report the model size of AriaUI as 24.9B, reflecting the total number of parameters, even though
only 3.9B are active during inference.

= Fine-tuned Model Size

) 60
1012

B mmm GPT-40 Estimated Size

- B [nference Time -50
101 =
1010 - -20

: I I I I K
L n m B

SeeAct T3A M3A UGround-2B UGround-7B Ariaul OS-Atlas-Pro  RL Agents
Agent Name

|
IS
o

Model Size (Log Scale)
8
Inference Time (Seconds)

Figure 6: Model size and inference time of different agents. GPT-4o0 size is estimated at 1 trillion
parameters and is shown on top of the fine-tuned grounding model size for mixed prompting-fine-
tuned agents.

B.2 Failure Modes and Case Studies
The main failure modes and an analysis of the types of tasks that SoLS repeatedly fails to solve are

introduced in Section[4.4] This section provides further explanation, examples, and illustrations of
these failure cases. A representative example for each failure category is included in Table 4]

Lack of memory. Some tasks require the agent to retain information across multiple steps. While
SoLS receives a history of past actions as part of its input, this provides only limited information
about prior states. Due to context-length limitations and computational considerations, the history of
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Table 4: Example failed tasks for each failure category.

Failure Mode Example

Memory Open the file task.html in Downloads in the file manager; when
prompted open it with Chrome. Then click the button 5 times, re-
member the numbers displayed, and enter their product in the form.

Visual Input Add the recipes from recipes.jpg in Simple Gallery Pro to the Broccoli
recipe app.

Unseen Interactions  Copy the following text to the clipboard: {clipboard_content}

Long Tasks Save a track with waypoints Ruggell, Liechtenstein, Bendern, Liecht-
enstein in the OsmAnd maps app in the same order as listed.

observations is not included. Consequently, SOLS struggles with tasks that depend on remembering
past information, as illustrated by the example in Table[d] A possible mitigation strategy in future
work is the integration of a state summarisation mechanism at each step, which can be fed into
subsequent model inputs. A common approach in related works [e.g., 14} 28| 36] is to use GPT-40 as
an external summarisation module. However, this incurs the cost of querying GPT-4o0 at every step.

Lack of visual input. SoLS relies solely on text-based inputs, which leads to two primary chal-
lenges. First, although UI accessibility trees typically provide high-quality textual representations
of elements, they can be inadequate for image-based elements. This is exemplified in Figure
where the maze’s layout and the agent’s position are not described textually, leaving the agent to
take essentially random actions. Second, some tasks require extracting information from images,
capabilities that a text-only model cannot support. One such case is shown in Table 4] Mitigating this
failure mode may require transitioning to a Vision-Language Model (VLM). Alternatively, one could
apply Optical Character Recognition (OCR) to extract textual information from image components
of the UI element list and incorporate it into the input.

Unseen interactions. Tasks in AndroidWorld are out-of-distribution (OOD) relative to the An-
droidControl SFT data. Although many tasks can be addressed by generalising to new applications
through similar interaction patterns, some require the use of previously unseen device features or
unfamiliar actions. For instance, the clipboard functionality, illustrated in Table ] has never been
encountered by SoLS. Given the rarity of the long-press action in the training data (only 0.2%),
the agent is unlikely to discover and reinforce correct usage through exploration. A similar issue
is presented in Figure /bl where the agent attempts to append text to a pre-filled field without first
clearing it, again requiring a rarely used long-press action. A potential mitigation is to expand the
SFT dataset to include a broader variety of tasks and interactions, or to inject exploratory behaviours
from other models during RL training.

Long-horizon tasks. Certain tasks in AndroidWorld involve lengthy action sequences. Specifically,
nine tasks have optimal trajectories exceeding 20 steps, and three exceed 30. One particularly difficult
example in Table 4] requires a 60-step optimal solution. Such tasks are inherently difficult for any
agent, as the probability of making a critical error increases with sequence length. This is especially
problematic in sparse reward settings, where the agent only receives a positive reward upon full task
completion. In such scenarios, RL agents can only reinforce successful strategies after discovering
a full solution, which is highly improbable given the length of these tasks. While difficult to fully
mitigate, incorporating memory mechanisms (as discussed in the first failure mode) could help
improve performance on these long-horizon tasks.

Combined failure modes. Many of the most challenging tasks fall under multiple failure categories
simultaneously. This is particularly true for tasks involving visual input, which often also require
memory to retain image-derived information over multiple steps. In fact, many such tasks are
additionally long-horizon, making them exceptionally difficult under current system limitations.
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Record an audio clip and save it with
name "2023_07_04_meeting.m4a"
X | 7: {'text':'X', 'class': 'android.widget.TextView’, T AR (e D
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" 8: {'text':'Up', 'class": 'android.widget.Button'} New game
9: {'text': 'Down’, 'class': 'android.widget.Button'} 10152023 03.35.06M Predicted Action
eI 10: {'text": 'Left', 'class': 'android.widget.Button'} O sortaskomn g o o .
11: {'text": 'Right’, 'class': 'android.widget.Button'} - {“action-type”: “input-text”,
“text”: “2023_07_04_meeting.m4a”}
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{“action-type”: “long-press”,
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(a) Image and textual representation of a maze (b) Failure to clear text before adding filename

Figure 7: Two examples illustrating the cause of failure cases. (left) The textual representation of
the maze, highlighted in red, does not describe the content of the maze visible in the image. (right)
Having never seen pre-filled text fields, the agent tries to input the filename, instead of trying to clear
it first, with the long-press action.

B.3 Training Curve

Figure [§] presents the performance of a training run of SOLS-STR, as success rate across episodes.
Final training success rate is slightly lower than the evaluation value in Table[I] due to higher sampling
temperatures used during training.

05 Success Rate Over Time
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Figure 8: SOLS-STR success rate throughout training.
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