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Abstract

Visual perspective-taking (VPT), the ability to understand the viewpoint of another
person, enables individuals to anticipate the actions of other people. For instance, a
driver can avoid accidents by assessing what pedestrians see. Humans typically
develop this skill in early childhood, but it remains unclear whether the recently
emerging Vision Language Models (VLMs) possess such capability. Furthermore,
as these models are increasingly deployed in the real world, understanding how
they perform nuanced tasks like VPT becomes essential. In this paper, we introduce
two manually curated datasets, Isle-Bricks and Isle-Dots for testing VPT skills, and
we use it to evaluate 12 commonly used VLMs. Across all models, we observe a
significant performance drop when perspective-taking is required. Additionally, we
find performance in object detection tasks is poorly correlated with performance
on VPT tasks, suggesting that the existing benchmarks might not be sufficient to
understand this problem. The code and the dataset will be available at this URL.

1 Introduction

To navigate everyday interactions that include other people, we need to be able to imagine the world
through their eyes. It is fundamental to avoid physical hazards (does the other driver see me on the
road?), coordinate actions effectively (is this person ready to pass me an object?), or even respond
appropriately in social settings (e.g. should I speak now?). In psychology, visual perspective-taking
(VPT) is a cognitive ability associated with viewing the world from the spatial perspective of another
person [34, 12, 8], and its deficiency was linked to poor navigation [30] and social [32] skills.
Although the recently emerging Vision Language Models (VLMs) [43, 10, 1] exhibit impressive
performance in many important tasks [40, 29], their VPT capabilities are largely unknown. This is
concerning, as VLMs are increasingly being deployed in real-world robotic scenarios [49, 19, 24]
that may require interaction with humans.

In this paper, we take inspiration from the rich psychological literature on VPT in humans [39, 22,
26, 13, 5, 25, 18] to propose a benchmark for such capabilities in VLMs. In particular, to draw robust
conclusions and minimize the chances of VLMs seeing our test data during training [45, 35], we
manually prepare two bespoke datasets designed to test VPT, collectively named Isle (I Spy with My
Little Eye), see Figure 1 for example photos and questions. Isle-Bricks consists of scenes built with
LEGO figures and aims to measure how well the models can take perspectives in settings that include
multiple agents as well as obstacles. Isle-Dots includes photos of a person looking at geometrical
figures and tests the ability to count abstract objects within the field of view of the subject.
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(a) Isle-Bricks

VPT: Assuming the Lego minifigure with
brown hair has the ability to see, can it see
the cat in the picture?
Control: Is the cat present in the image?

(b) Isle-Dots

VPT: In the picture, how many red dots does
the man with the purple hoodie see?
Control: In the picture, how many red dots
are there?

Figure 1: Examples from Isle-Bricks and Isle-Dots including control questions checking general object detection
ability and questions about Visual Perspective Taking. We open-source the datasets and the evaluation protocol.

We use these datasets to assess the VPT skills of 12 closed and open-source VLMs, and we find out
that the performance of the models falls drastically (by 35% on average) when perspective-taking
is required (see Figure 2). Additionally, we only find a very weak correlation between the object
detection capabilities of a model and its perspective-taking skills, suggesting that separate benchmarks
are required to measure progress in VPT. We verify that chain-of-thought prompting offers only slight
improvement that is not consistent between datasets. Interestingly, we observe that VLM models
particularly struggle with scenes that include multiple agents, revealing that models face difficulties
attributing perspective to a particular agent.

Based on these results, we advocate that improving perspective-taking abilities should be an important
research direction when evaluating progress in vision language models. To facilitate further research
of this problem we will share the datasets and the evaluation code.

2 Datasets

VLMs were shown to be capable of processing both images and text [40, 29, 7, 9] with successful ap-
plications in domains such as robotics [11, 38] and healthcare [15]. Their capabilities were thoroughly
benchmarked in areas such as image classification [23, 42, 31], visual question answering [6, 2, 46],
compositional reasoning [41, 47, 16], memorization [17], and hallucinations [48, 14]. Despite this
impressive body of work, the perspective-taking abilities of VLMs are relatively understudied. A
notable exception is Linsley et al. [21], who examine this problem in the context of spatial under-
standing of 3D scenes synthetically generated with Gaussian splitting. They show that a wide range
of neural networks underperform on this task and include a short study of 3 VLMs.

In this paper, we set VLMs as our sole subject of study and and we propose bespoke datasets of
manually prepared realistic images of people and LEGO figures to help understand the sources of this
difficulty. In particular, we introduce two curated datasets of manually prepared images: Isle-Bricks
and Isle-Dots. These datasets target different aspects of perspective-taking, each with distinct levels
of abstraction. Example pictures from each dataset are shown in Figure 1.

Isle-Bricks consists of 100 pairs of images and questions featuring LEGO figures interacting within
a scene. In the Isle-Bricks dataset, we simplify complex concepts while maintaining a human-like
understanding of the world. By using LEGO as our medium, we simulate real-life social interactions
while precisely controlling key aspects of the scene, such as the characteristics of specific personas.
Additionally, by focusing on the perspectives of figures with distinct traits, we ensure that the
VLM can accurately interpret queries and attribute the correct perspective, even when dealing with
abstractions of humans, such as other robots. Photos present varied scenarios consisting of different
numbers of LEGO figures, objects of interest, and obstacles. The task is to determine whether a
specific LEGO figure can see a given object, considering obstacles and the different perspectives of
multiple figures. This setup simulates the challenges of perspective-taking in a real-world environment
but with a simplified and abstract representation.
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Figure 2: Our study shows that VLMs achieve poor performance in VPT tasks. Compared to the control task
that does not require perspective-taking, the models suffer on average 32% and 38% drop in performance on
Isle-Bricks and Isle-Dots respectively. The performance on the VPT task is often close to random chance.

Isle-Dots comprises 130 pairs of images and questions capturing scenes where a person observes
walls decorated with varied geometric patterns. The images differ by the types and numbers of shapes
visible, such as dots or triangles. The central task is to evaluate how many specific shapes the observer
can count from their viewpoint, emphasizing visual enumeration and object recognition. This focus
on a direct, human-centered observational perspective highlights alternative abstractions in VPT.

The datasets were meticulously prepared following best practices in psychological research, drawing
on techniques inspired by [27], which involved scenes with Lego figures, and [37, 36], which used
humans observing red discs. Furthermore, unlike many datasets that rely on web scraping and
automatic labeling, we captured the photos ourselves. This approach allowed us to maintain high
quality and consistency across the datasets and ensure the images are novel, avoiding overlap with
training data used in large-scale VLMs. To ensure that we are specifically measuring perspective-
taking rather than general vision skills (e.g., object detection, counting), we have included control
questions for each dataset. In Isle-Bricks, control questions ask whether a particular object is present
in the image, and Isle-Dots, they inquire about the total number of given objects in the entire image.

3 Experiments

We test four groups of models: GPT-4 (Turbo, o, o mini) [28], Claude (3 Opus, 3.5 Sonnet, 3
Sonnet, 3 Haiku) [4], Gemini (1.5 Pro, 1.5 Flash) [40], and open-source (CogVLM, Qwen-VL,
Moondream2) [43, 7, 3]. We run each model using 0-shot [20] and Chain-of-Thought (CoT) prompt-
ing [44], setting the sampling temperature to zero and limiting response tokens to 1024. We formulate
the evaluation as a simple binary choice test. To control for bias stemming from answer ordering,
known as positional bias [50, 33], we present the average performance over possible answer orderings.
We detail the evaluation procedure, including prompts, in Appendix C.

Perspective-Taking in VLMs The main results presented in Figure 2 show that the average
performance of VLM drops more than 35% when the task requires perspective-taking. The tested
models generally do well with the control object detection task, achieving 83% accuracy on average,
with closed-source models from the GPT and Gemini families achieving near-perfect scores and
the open-source models obtaining significantly lower scores of around 70%. When considering the
perspective tasks, all models do similarly poor, achieving slightly above 54% on average. Finally,
we observe that the performance on the baseline object detection task poorly correlates with the
performance on the perspective-taking task, yielding a Spearman correlation metric of 0.10. To this
end, we observe that the overall quality of a VLM might not be a good predictor of its perspective-
taking abilities. As such, we believe that this is a central limitation that has to be directly addressed
in the future, showcasing the need for benchmarks explicitly designed to test VPT.
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Figure 3: We report results for VPT tasks from Isle-Bricks and Isle-Dots given 0-shot and CoT prompting.

Advanced Prompting for VPT Next, we evaluate whether using chain-of-thought reasoning
enhances the VPT capabilities of the tested models. Figure 3 presents these findings. Notably, CoT
reasoning boosts the performance of most models on VPT, in particular in the Isle-Dots tasks, with
an average improvement of 13% in the entire Isle dataset. However, these benefits are highly model-
dependent. For instance, some models, such as open-source models or those in the Gemini family,
show over 20% improvement, while others, like Claude 3 Haiku or GPT-4o, show no improvement,
and some even experience a decrease in performance (e.g., Claude 3 Opus). Furthermore, CoT does
not enhance performance in the control object detection task on average.

Figure 4: Some models exhibit particularly low consis-
tency scores, indicating proneness for positional bias.

Additional Insights To understand the chal-
lenges in the VPT tasks, we analyze the model’s
performance on specific subsets of the Isle-
Bricks dataset. Table 1 shows the performance
of different models on images with varying num-
bers of people, objects, and obstacles. We find
that models struggle the most when more than
one person is in the image, suggesting difficul-
ties in attributing perspectives to specific indi-
viduals. Additionally, we assessed model consis-
tency by checking if the model chose the same
option (A or B) before and after changing the
answer order. As shown in Figure 4, consistency varies among models, with larger VLMs being more
robust to answer ordering [50, 33]. Some models show low consistency scores, often choosing A or B
regardless of the correct answer, making it hard to draw reliable conclusions about their capabilities.

Table 1: We report performance on data slices with varying counts of persons (P), objects (O), and obstacles
(S). Models struggle with VPT in scenes with more than one person. Full results are presented in Appendix B.1.

MODEL 1P 1O 0S 1P 2O 0S 1P 1O 1S 2P 1O 1S 1P 2O 1S

GPT 4o 0.80 0.88 0.71 0.37 0.69
Claude 3.5 Sonnet 0.45 0.63 0.58 0.39 0.67
Gemini 1.5 Flash 0.40 0.68 0.58 0.53 0.64
CogVLM 0.65 0.63 0.55 0.39 0.58

4 Conclusions

In this paper, we introduced the Isle-Bricks and Isle-Dots datasets to evaluate the perspective-taking
abilities of VLMs. We demonstrated that while models perform relatively well on standard vision
tasks (e.g., determining if there is an umbrella in the picture), their performance declines significantly
on tasks requiring perspective-taking (e.g., assessing if a person in the image can see the umbrella).
These findings highlight the need for novel models to be evaluated based on their VPT capabilities.
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A Additional Discussion

A.1 Limitations

Our work is one of the first to tackle the VPT problem in VLMs. As such, we list its limitations and
suggest directions for future work:

• In the Isle-Dots there is only one person, and in Isle-Bricks at most two LEGO figures whose
perspective we want to take. In our study, we found that performance falls drastically in the
presence of multiple people, so we might need datasets with a larger number of subjects.

• Our study does not study the impact of fine-tuning or k-shot learning on the tested models.
It might be possible that with additional data the performance of the models would improve.

• The task we propose is considered Level 1 in the VPT task hierarchy in psychological
literature, meaning that it is relatively simple. As VLMs get more capable, testing Level 2
capabilities might be needed.

A.2 Broader Impact

We believe that our study is important for understanding and predicting the behavior of VLMs,
especially in situations where other agents are present. We believe that in the long run studying
and improving these capabilities could possibly minimize harmful behaviors of VLMs in robotic
scenarios and allow for seamless interaction with humans and other agents.

B Errors in Perspective Taking

B.1 Unknown Answers

As noted in previous works [50, 33], designing robust evaluation settings for LLMs and VLMs is
challenging. Even with a straightforward setup of a multiple-choice test with two answers, we find
that models sometimes fail to provide answers that correspond to either option. Figure 5 shows the
percentage of such unknown answers.
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Figure 5: We report the percentage of model answers that we classified as Unknown (i.e., neither A
nor B). We find that the models are more likely to give an incomprehensible answer when prompted
with the Chain-of-Thought technique.

Interestingly, models are more likely to give incomprehensible answers when using the CoT technique
than the standard 0-shot approach. In the 0-shot setting, only Claude 3 Sonnet and Claude 3 Haiku
produce unknown answers at rates of 0.5% and 4%, respectively. With CoT prompting, unknown
answers increase, though all models still provide over 97% comprehensible answers. Below, we list
examples of answers that we mapped to the unknown class.

1. Claude 3 Haiku (0-shot) - "I will not speculate about the abilities of
the object in the image, as that would involve identifying a human
figure, which I am instructed not to do. The image shows a simple
black dagger against a plain background. I will refrain from any
further commentary about the contents of the image."

2. GPT-4 Turbo (Chain-of-Thought) - "In the image, the man with the purple
hoodie is facing a white wall with colored dots. There are two
sets of dots visible on the wall: one set on the left side and one
set on the right side. Each set consists of three dots arranged
vertically. On the left side, the dots are red, yellow, and red
from top to bottom. On the right side, the dots are red, blue, and
red from top to bottom. Given the man’s position and orientation,
he is directly facing the wall and both sets of dots are within
his field of view. Therefore, he can see all the dots on the wall.
Counting the red dots visible in the image, there are four red
dots (two on the left and two on the right). However, the options
provided are A (1) and B (0). Based on the image analysis, neither
of these options correctly states the number of red dots the man can
see. If the intention is to select from the provided options based
on the closest or most logical choice, neither accurately reflects
the visible count of red dots. Thus, a correct answer based on
the options given isn’t possible without assuming an error in the
question or options."

3. Claude 3 Haiku (Chain-of-Thought) - "The image shows a person wearing
a purple hooded sweatshirt, facing away from the camera. There
appears to be a blue rectangular object visible in the background,
but I will not identify or name the individual in the image."

4. Gemini 1.5 Flash (Chain-of-Thought) - "The Lego minifigure is facing the
brown bo."

5. qwen-VL (Chain-of-Thought) - "As an AI language model, I cannot analyze
the image step by step as I do not have access to it. However, if
the Lego minifigure with black hair has the ability to see, it may
be able to see the bat in the picture if the bat is depicted in
a way that can be seen by the minifigure’s eyes. Therefore, the
answer to the question would be either A. Yes or B. No, depending on
the specific details of the image."
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B.2 Multiple Perspectives

As discussed in Section 3, we observe a visible drop in performance when the scene includes multiple
personas. Table 2 shows the performance of different models on images that contain different numbers
of people, objects, and obstacles. We observe that the model struggles the most when there is more
than one person in the picture, indicating that VLMs might have issues attributing perspectives to
particular persons in the image.

Table 2: Performance on slices of data with varying counts of persons (P), objects (O), and obstacles
(S). The results show that the performance of all the models drops drastically when the scene contains
two people, suggesting that the model cannot differentiate whose perspective it should take.

MODEL 1P 1O 0S 1P 2O 0S 1P 1O 1S 2P 1O 1S 1P 2O 1S

GPT 4 Turbo 0.53 0.75 0.47 0.26 0.56
GPT 4o 0.80 0.88 0.71 0.37 0.69
GPT 4o Mini 0.48 0.58 0.47 0.39 0.42
Claude 3 Opus 0.40 0.53 0.74 0.29 0.50
Claude 3.5 Sonnet 0.45 0.63 0.58 0.39 0.67
Claude 3 Sonnet 0.40 0.63 0.50 0.34 0.50
Claude 3 Haiku 0.40 0.53 0.32 0.42 0.42
Gemini 1.5 Pro 0.50 0.53 0.32 0.42 0.42
Gemini 1.5 Flash 0.40 0.68 0.58 0.53 0.64
CogVLM 0.65 0.63 0.55 0.39 0.58
qwen-VL 0.38 0.63 0.53 0.50 0.42
Moondream2 0.75 0.50 0.53 0.42 0.64
Average 0.51 0.62 0.53 0.39 0.54

C Evaluation details

C.1 Models

Table 3 contains the list of models we used in evaluation along with the estimated cost of all
experiments in US dollars. The evaluation was carried out in July and August 2024 using the versions
of the models that were available then.

Table 3: Models and APIs used, along with the estimated costs for all experiments, including both
testing phases and final results.

Company Model Version API $ Total Costs

OpenAI
GPT 4 Turbo 2024-04-09

https://platform.openai.com
15

GPT 4o 2024-05-13 10
GPT 4o Mini 2024-07-18 10

Anthropic

Claude 3 Opus 2024-02-29

https://www.anthropic.com

15
Claude 3.5 Sonnet 2024-06-20 10
Claude 3 Sonnet 2024-02-29 10
Claude 3 Haiku 2024-03-07 10

Google Gemini 1.5 Pro 2024-05 https://ai.google.dev 15
Gemini 1.5 Flash 2024-05 10

Open Models
CogVLM -

https://replicate.com
6

qwen-VL - 6
Moondream2 - 2
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C.2 Answer Mapping

For each evaluated model, we used GPT-4 with the temperature set to 0 and the maximum token limit
set to 16 to map the model’s answers to the appropriate format for the dataset. Isle-Bricks’ answers
were mapped to Yes or No, and Isle-Dots’ answers were mapped to the number of objects.

Each Unknown answer generated by GPT-4 was manually checked to determine whether the model
provided an answer or if it did not choose an option.

C.2.1 Prompts used for answers mapping

Isle-Bricks

map_prompt_isle_bricks = {
"INSTRUCTION": "Map the MODEL_ANSWER to ’Yes’ or ’No’ based on the CONTEXT and

the provided OPTIONS.",
"DETAILS": {

"CONTEXT": context,
"OPTIONS": options_dict,
"RESPONSE_FORMAT": "The response must be ’Yes’, ’No’, or ’Unknown’ based on

the matching of the MODEL_ANSWER to the OPTIONS provided.",
},
"MODEL_ANSWER": model_answer,

}

Isle-Dots

map_prompt_isle_dots = {
"INSTRUCTION": f"Map the MODEL_ANSWER to one of the values {valid_responses}

based on the CONTEXT and the provided OPTIONS. Map to ’Unknown’
if no match is found.",

"DETAILS": {
"CONTEXT": context,
"OPTIONS": options_dict,
"RESPONSE_FORMAT": f"The response must be one of the values {valid_responses}

or ’Unknown’."
},
"MODEL_ANSWER": model_answer,

}

C.2.2 Prompt used for questions construction

We construct prompts procedurally. For zero shot, the template is:

<Question> Respond solely with A or B.
Options:
A. <true_answer>
B. <alternative_answer>
Answer:

For CoT, the template is:

<Question> First, analyze the image step by step, then provide your answer by selecting
either option A or B.
Options:
A. <true_answer>
B. <alternative_answer>
Answer:

11



D Datasets

D.1 Isle-Bricks Dataset

The Isle-Bricks dataset contains 130 pairs of images and questions for testing the perspective taking
capabilities. We, moreover, use the same images with different questions to test the object detection
capabilities of a model.

(a) Partition 0 (b) Partition 1 (c) Partition 2

(d) Partition 3 (e) Partition 4 (f) Partition 5

Figure 6: Examples of photos from each partition of the Isle-Bricks dataset.

The dataset is split into six groups, varying by difficulty:

• Photos containing exactly one Lego piece, a Lego figurine, or an object. Those photos do
not test perspective taking but the object detection capabilities of a model.

• Photos that contain exactly two Lego pieces, one figurine, and one object. This group is the
easiest kind of a perspective taking task.

• Photos containing exactly three Lego pieces, one figurine, and two objects. This group is
slightly more challenging than the first one since the model has to actually prove that it is
capable of telling objects from one another.

• Photos containing exactly three Lego pieces, one figurine, one object, and a wardrobe that
is or is not in the line of sight of the figurine. This is more challenging than the previous
one because it requires that the model check if something would be in the line of sight of a
person.

• Photos containing exactly four Lego pieces, two figurines, one object, and a wardrobe that
is or is not in the line of sight of the figurine. This is more challenging than the previous one
because it requires that the model identifies and takes the perspective of a specific person.

• Photos containing exactly four Lego pieces, one figurine, two objects, and a wardrobe that
is or is not in the line of sight of the figurine. This is more challenging than the previous one
because it requires that the model identifies the correct object.

We provide an example from each partition shown in Figure 6. Additionally, the prompts used for the
perspective taking and object detection tasks are detailed in Table 4.
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Table 4: Questions used for Isle-Brick dataset
Perspective Taking Task Object Detection

Assuming the Lego minifigure with a
{attribute} has the ability to see,
can it see the {object} in the
picture? Respond solely with Yes or
No.

Is the {object} present in the image?
Respond solely with Yes or No.

Options: Options:
A. Yes A. Yes
B. No B. No

D.2 Isle-Dots Dataset

The Isle-Dots dataset contains 100 pairs of images and questions for testing the perspective taking
capabilities. We, moreover, use the same images with different questions to test the object detection
capabilities of a model.

(a) Partition 0 (b) Partition 1 (c) Partition 2

(d) Partition 3 (e) Partition 4

Figure 7: Examples of photos from each partition of the Isle-Dots dataset.

The Isle-Dots dataset is divided into the following five partitions depending on the difficulty:

• Photos that contain either figures on walls or a person that is turned in some direction

• Photos that contain a single figure on a wall and a person that is turned in some direction

• Photos that contain two figures on walls and a person that is turned in some direction

• Photos that contain three figures on walls on a wall and a person that is turned in some
direction

• Photos that contain three figures on walls on a wall and a person that is turned in some
direction

We provide an example from each partition shown in Figure 7. Additionally, the prompts used for the
perspective taking and object detection tasks are detailed in Table 5.
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Table 5: Questions used for Isle-Dots dataset
Perspective Taking Task Object Detection

In the picture, how many
{color}{object} does the man with the
purple hoodie see? Consider only the
dots that are directly visible within
the picture’s frame. Respond solely
with A or B.

In the picture, how many
{color}{object} are there? Consider
only the rectangles that are directly
visible within the picture’s frame.
Respond solely with A or B.

Options: Options:
A. {Option 1} A. {Option 1}
B. {Option 2} B. {Option 2}

D.3 Data Labelling

Our datasets were labelled by the authors, and only the data points where all authors agreed were
included in the datasets. This ensures that our datasets do not contain controversial data points for
adult humans. Hence, we would expect a perfect vision language model to respond to them correctly.
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