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Abstract

We introduce OptRot, a data-free preprocessing method to learn fusible rotations
for post-training quantization of language models. OptRot reduces weight outliers
by finding rotations which minimize the element-wise fourth power of the rotated
weights. We show how reducing weight outliers can provably improve weight
quantization performance and how OptRot rotations can outperform both Hadamard
rotations and rotations learned by the data-dependent method SpinQuant.

1 Introduction

Increasing model size has enabled LLMs to perform a range of tasks [1} 2], encouraging practitioners
to design huge models with billions of parameters. Post Training Quantization (PTQ) is a widely
adapted strategy for compressing these models by lowering their precision, while limiting the drop in
performance [3]] to enable efficient inference. Scalar quantization is the most popular PTQ approach
and relies on mapping each parameter value to a point on a finite precision grid, determined by
the bit-width. Outliers prevent the finite grid from uniformly covering all values and can lead to
large quantization errors. Hence, outlier reduction has increasingly received attention as a crucial
pre-processing step [4} 5] for PTQ which uses a uniform quantization grid with algorithms like simple
Round-to-Nearest (RTN) or the more powerful GPTQ [6].

Recent work has applied rotations to weight matrices to mitigate outliers in weights and activations
while keeping the network functionally equivalent. Hadamard rotations have shown to significantly
improve the performance of GPTQ [4,7]]. To minimize overhead, these rotations can be materialized
online efficiently with the Walsh-Hadamard transform, and in some cases they can also be fused with
model weights. Fused rotations can be learned without increasing inference cost. SpinQuant [§]]
and Kurtail [9] learn fused rotations to improve mainly activation quantization, while FlatQuant
[LO]] learns invertible linear maps which cannot be fused, instead of rotations, to reduce outliers.
ButterflyQuant [11]] learns orthogonal transforms parameterized by Givens rotations. SpinQuant
and FlatQuant are tailored for quantization via RTN, while learning transformations that improve
quantization with GPTQ when compared to Hadamard rotations remains challenging.

In this work we introduce OptRot, a method that can learn rotations which can provably improve
weight quantization performance for both RTN and GPTQ. We leverage the theoretical framework on
incoherence processing introduced by QulIP [5] to highlight the connection between rotations and
the weight quantization error. The quantization error is bounded by the incoherence of the weights
and that of the covariance or Hessian of the input activations. The presence of outliers increases
incoherence, worsening the bound. Hadamard rotations improve this incoherence as shown by [7]],
but this bound can be further improved by explicitly optimizing the incoherence objective.

OptRot learns rotations by minimizing a smooth proxy for the weight incoherence of the model: the
element-wise fourth power of the rotated weights. We show that OptRot achieves better incoherence
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Figure 1: Rotations applied by QuaRot, SpinQuant and OptRot to improve PTQ. Ry, R| , Ry, R)
and RZ (yellow) are fusible rotations. Rg (red) and R4 (orange) are online rotations. R; is shared
across layers. In OptRot and SpinQuant R; and R, are learned without increasing inference cost.

and weight quantization performance than QuaRot, SpinQuant and QuIP#. Differently from prior
work, OptRot is data-free and (except for Kurtail) quantization-agnostic: it does not require a
calibration set or the quantization scheme to learn rotations. Additionally, OptRot can learn rotations
by optimizing a subset of the weights, without loading the entire model on GPU. We find that OptRot
is also competitive with SpinQuant with activation quantization in the W4AS8 regime. Yet, for the
more extreme W4A4 case, we find that optimizing weight incoherence with OptRot introduces a
trade-off which lowers activation quantization performance in comparison to SpinQuant.

2 OptRot

Let W € R™*™ be one original weight matrix of the LLM receiving input x € R™ from the
previous layer, and H = E[zx "] € R™*" be the uncentered input covariance or Hessian with SVD
H = QAQT. Letalso tr(A) and || A]|, ||A||r be the trace, spectral norm and Frobenius norm of the
matrix A respectively. Following [5], we define the incoherence of W and H as

KW ‘= WmaxV mn/HWHFa HH ‘= Qmax\/ﬁ; Wmax = IIlZZJlX |Wij|; Gmax = H}E}X |Q’L]| . (1)

The weight incoherence, uy, measures how heavy-tailed the distribution of weights is. It has
minimum gy = 1, which is achieved when all weights are constant (W; ; = ¢ € R), while outlier
weights can greatly increase this value. The Hessian incoherence iy has a similar role and also has
minimum 1.

QulIP# [7] exploits incoherence processing, which decreases py and pyr by transforming W <—
UWVT and H « VHVT before quantization, where U, V' are random Hadamard matrices. This
approach introduces overhead during inference since the activations must be rotated prior to matrix
multiply. QuaRot also uses Hadamard rotations, but exploits the rotational invariance of LLMs to
reduce the overhead by fusing some of the rotations with the weights. These rotations can, in part, be
learned without additional overhead during inference, as done in SpinQuant. We provide a schematic
of the rotations used in Figure E} Our method, OptRot, learns two fusible rotations (R; and Rs
in Figure (1)) to minimize the weight incoherence. This offers a simple data-free method to learn
rotations, while minimizing also the Hessian incoherence would require a calibration dataset. Instead
of directly minimizing ) p5, where W is a rotated weight matrix, we replace the non-smooth
incoherence jiy;, with ||Vec(W)Hg =2 |W;;|P where Vec flattens matrices into vectors, since

high p-norm provides a smooth approximation to the infinity norm. Concretely, for an LLM of the
Llama family with L layers we solve the following problem over our smooth incoherence loss:

L
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where W) = RITWos)for s € {q,k gate,up} and WY = RlTW(l’V)RQ,l, wto) =
Ry W Ry, Wtdowm) — R Iy (14w By To minimize the objective over the space of rota-
tions, we use Cayley Gradient Descent [12] (same as SpinQuant). We set p = 4 in our experiments.
Preliminary results showed no improvement with larger p.

2.1 Improving the Quantization Error by Reducing Incoherence

The quality of a quantized weight W in isolation can be measured by the following objective, which
measures how well we can recover the outputs of the original layer.

LW, H) =t (W = W)HW —W)T) =E[||(W - W)al|?], 3



RTN. A simple strategy to quantize a weight matrix is b-bits round-to-nearest (RTN). First, each
element of the weight matrix is scaled by applying the function g(z;s) = 217771 (% + 1) (assuming
symmetric quantization), where s > 0 is a scale parameter. Second, it is mapped to the nearest

value of the quantization grid via the function f(x) = argmin.c g, .. 2v_1y [ — ¢|. The resulting
values are then stored and during inference g~! is applied to retrieve the approximate weights
. Combining all steps we obtain Wrry = Q(W;s) = g~ (f(g9(W;s)); s), where we extended
9,9~ %, f to element-wise functions applied to the entire matrix. The scale s can be set t0 Wy ax SO
that all weights are inside the quantization grid, but the max is usually computed and applied over a
small contiguous group of weights to mitigate outliers with a small increase in memory (as scales
have to be stored). We show (Theorem|I[) that if s = wy,.x the RTN error can be bounded as

2

L(Wren, H) < (Qb"_—wwxmx(mnwui. @

GPTQ. The GPTQ algorithm finds the quantized weight which approximately minimizes £ by
exploiting the LDL decomposition of the matrix H. In particular, as shown by [[7], it finds WGPTQ =
Q(W +(W —Wgprq)U) where U is the strictly upper triangular matrix from the LDL decomposition
of the hessian H = (U + I)D(U + I) ". Obtaining a proper worst-case bound for GPTQ is more
challenging than for RTN since the corrections applied before discretization via () can push some
values far outside the quantization grid. Despite this, with some changes to the GPTQ algorithm (not
used in practice) which include the use of stochastic rounding, the worst-case error can be bounded
with probability at least 1 — § as shown in Theorem 14 in [3]:

2 2 2
N K 1/2)2 2 Amn
< —22 7 < N

L(Weaprq, H) < n2(20 — 3)2 tr (H'/?)7||W||3 log ( 5 ) (5)

Improving error bounds with rotations. Applying rotations to W or H only affects the error upper
bounds via two terms: the weight incoherence puyy, affecting both GPTQ and RTN, and the Hessian
incoherence pp, affecting only GPTQ. Rotations can modify wmax, Gmax, While ||[W{| g, tr(H) and
tr(H'/?) are rotation-invariant. OptRot learns rotations that aim at minimizing ey .
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Figure 2: Weight incoherence uyy optimized by OptRot (top row), Hessian incoherence pp (middle
row) and their product p gy (bottom row) for Llama-3.1-8B. Note that p g7 is identical for QuaRot
and QulP#, and QulP# has a higher inference cost due to the additional online Hadamard rotations.



3 Experiments

We conduct experiments on the Llama-3 series of models, for weight and activation quantization.
Weights are quantized with GPTQ, calibrated on the C4 [13]] dataset, and activations are quantized
with RTN. We report results on Wikitext [[14] and six zero-shot commonsense reasoning benchmarks:
Piqa [15], Hellaswag [[16]], Arc-E and Arc-C [[17], Lambada [18] and Winogrande [[19]. We also
report the KL divergence, on the C4 dataset, between the quantized and original model. We present
two versions of our method, OptRot (all) learns rotations by optimizing incoherence over all weights.
OptRot (top-50) is a cheaper variant which chooses the top 50 weights with the largest incoherence
loss to learn rotations. Due to space constraints we defer some results to the appendix.

Table 1: Results for weight-only quantization at 4-bits with GPTQ.

Method Llama-3.2-1B Llama-3.2-3B Llama-3.1-8B
Acct Wikil KL| Acct Wiki] KL] Acct Wiki] KL/
FP16 56.77 9.76 0 64.72 7.81 0 70.29 6.24 0
No Rotation 49.43 13.86 0.36 56.28 11.78 0.35 67.39 7.47 0.23
QuaRot 55.26 10.79 0.136 6348 &8.36 0.097 69.17 6.72 0.0926
SpinQuant 54.9 10.73 0.137 63.05 837 0.096 69.46 6.71 0.0925
OptRot (top-50)  55.53 10.68 0.123 63.48 8.32 0.093 69.5 6.65 0.0849
OptRot (all) 55.65 10.62 0.125 63.41 8.28 0.093 69.5 6.64 0.0866

OptRot improves the RTN and GPTQ error bounds. Figure |2 (top row) plots the weight incoher-
ence uy. SpinQuant and QuaRot achieve similar incoherences upon rotation as seen by the almost
overlapping curves. QulP# can further improve the incoherence on key, out and up-projection layers
but it employs additional online rotations and hence is costlier to run. OptRot generally finds the
smallest weight incoherence and hence the lowest RTN error bound (see Equation [d)), with the most
notable improvements in out, key and down-projection layers. The down-projection layer in particular
is known to be affected by outliers [20], here OptRot consistently achieves lower weight incoherence.

Minimizing weight incoherence also affects the Hessian incoherence (Figure 2] middle row), as both
the weights and their inputs are rotated. In comparison to Hadamard rotations with QuaRot or QulP#,
OptRot increases j 7 in key and out-projection layers. This suggests a trade-off between pyy and pg:
decreasing pyy seems to worsen pgy. Interestingly, SpinQuant, which learns rotations that minimize
the activation quantization error, does not improve gz in comparison to Hadamard rotations.

The GPTQ quantization error bound in Equation [3]is controlled by the product 1z poy plotted in
Figure 2] (bottom row). OptRot obtains a smaller product in all layers, except a few up-projection
layers. This suggests that optimizing the weight incoherence with OptRot should improve the error in
majority of the layers, leading to better downstream performance.

OptRot improves weight-only quantization. Results with GPTQ in Table [1| (4-bits) show that
OptRot consistently outperforms other methods, even with the cheaper top-50 version. This result
also holds for in the absence of online rotations (see Table[d) and at 3-bits (see Table[7). With the
underperforming RTN quantization, SpinQuant still outperforms OptRot (see Appendix [G).

Activation Quantization. OptRot matches or outperforms SpinQuant in the ASW4 setting (see
Table [5), which can efficiently serve large models without a significant drop in performance [21]].
In contrast, in the A4W4 setting, which sees a significant drop in performance compared to the full
precision model, OptRot performs worse than SpinQuant and often even QuaRot. We hypothesize
that this can be related to the increased Hessian incoherence (Figure 2] middle row).

Conclusion. We introduce OptRot, a method to learn rotations in a data-free manner for post-training
weight quantization. Building on [7]], we leverage the fact that rotations control the weight and
Hessian incoherence which in turn bound the weight quantization error for RTN and GPTQ. OptRot
optimizes the weight incoherence to improve these bounds, which translates to improved downstream
performance for weight-only quantization. When including activation quantization, while OptRot is
competitive with SpinQuant in the ABW4 regime, it underperforms in the A4W4 one.
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A Round to Nearest Error Bound

Round-to-Nearest (RTN) is a simple quantization method which simply rounds every weight element
to its nearest discrete value on the quantization grid. For a bit-width b, the weight values must be
scaled such that 0 < W;; < 2% — 1 assuming symmetric quantization.

Each element is rescaled as W;; — % ( —4 1) with wyax = max; ; |W; ;| followed by

Wmax

rounding to the nearest integer. The error achieved by the RTN procedure can be upper bounded by
the extreme case where each element is exactly in the middle of a quantization interval and incurs an

error of S where A = (22“5“‘“ The following theorem derives this bound.

Theorem 1 (Worst Case Error Bound for RTN). Let W € R™*™ be a weight matrix and H € R™*"™

be a symmetric positive semi-definite (PSD) matrix. Let W be the matrix obtained by applying uniform
b-bit Round-to-Nearest (RTN) quantization to each element of W. The quadratic quantization error
is bounded as follows:

2

(W — WYH(W —W)T) < Jiwl)Amax(H)llWllfw

where pyy is the weight incoherence defined in Equationand Amax (H ) is the maximum eigenvalue
of the matrix H.

Proof. Letn := W — W be the quantization error matrix. The objective function is tr(nHn ). By
the cyclic property of the trace, we can rearrange the terms:

t(nHn") = w(Hn ).
We apply the Von Neumann’s trace inequality tr(AB) < Y7 | X;(A)X;(B), where (A\;(A))™,
Ai(B))r_, are the eigenvalues of A and B, which holds if A, B are PSD. In our case A = H
B=n"ny

—~

w(Hn'n) < Z ") < Ammax(H) tr(n ' n) = Amax(H)||n] % -

Next, we bound the Frobenius norm of the error matrix 7. For a uniform b-bit quant1zat10n scheme,
the width of each quantization interval is A = 2%max  For Round-to-Nearest, the maximum error for

(20—1)"
any single element is half of this interval W1dth

A Wnax
|< ==
2 26 —1

Using this per-element bound, we can bound the squared Frobenius norm, which is the sum of the
squared magnitudes of all elements:

m n m n 2
Il =33 ol < 303 (o) <o ()

i=1 j=1

‘771‘;‘

Finally, substituting the bound for 7, yields

2
wmax
tr(anT) < mn (2}; — 1) Amax(H) .

We conclude the proof by using the definition of . O

B Experimental Setup

OptRot. We learn the rotations by optimizing the weight incoherence objective described in Equa-
tion [2) with Cayley SGD [12] (as in SpinQuant) with a learning rate of 1 for 1000 steps. For the
cheaper top-50 version of OptRot, we learn the rotations by optimizing only over the 50 weight
matrices with the largest loss.



SpinQuant/QuaRot. We use the implementation at https://github.com/facebookresearch/SpinQuant
with default parameters. In the case of SpinQuant, to learn rotations, we use 800 samples of length
2048 from C4, and we only use activation quantization to 8-bit (as recommended when using GPTQ)
if not otherwise specified. Activation quantization to 4-bits did not improve the result of SpinQuant.
Rotations are optimized with 800 steps of Cayley SGD with learning rate 1.5 and batch size 1. To
implement QuaRot, we use the same implementation (as SpinQuant) with initial rotations. Hence, we
do not include the online Hadamard rotations before the out-projection, which would add inference
cost and are less relevant for weight-only quantization.

Quantization. After rotating the model, we quantize it using GPTQ if not otherwise specified. For
GPTQ, we use 512 samples of length 256 from the C4 dataset as the calibration set and we set the
group-size parameter to 256 and the damping parameter to 0.01.

C Learning SpinQuant Rotations

By default, SpinQuant learns rotations by quantizing only the activations to 8-bits using RTN and
a straight-through estimator to backpropagate the gradients to minimize the KL divergence. Since
our focus is on weight quantization, while SpinQuant focuses more on activation quantizaton, we
measure the effect of learning the SpinQuant rotations by quantizing only the weights (SpinQuant
W4) or activations to 4-bits (SpinQuant A4) on Wikitext perplexity.

As we can see in Table [2] there are not significant improvements for both the A4 and W4 variants
when quantizing weights with GPTQ.

Since SpinQuant uses RTN to learn the rotations, choosing weight or activation quantization has an
effect on the downstream performance when quantizing weights with RTN (Table[3), i.e., when the
quantization method is aligned for both rotation learning and quantization. We observe that when
the rotations are learnt with weight quantization, weight-only quantization with SpinQuant performs
significantly better than the baseline which learns rotations with activation quantization. This version
of SpinQuant (W4) also outperforms OptRot (Table[8). See Appendix [G]for an in-depth discussion.

Table 2: WikiText perplexity for learning SpinQuant rotations with weight or activation quantization
followed by weight-only quantization to 4-bits with GPTQ.

Method Llama-3.2-1B  Llama-3.2-3B  Llama-3.1-8B
SpinQuant (Baseline) 10.73 8.37 6.71
SpinQuant (A4) 10.73 8.36 6.7
SpinQuant (W4) 10.79 8.35 6.69

Table 3: WikiText perplexity for learning SpinQuant rotations with weight or activation quantization
followed by weight-only quantization to 4-bits with RTN.

Method Llama-3.2-1B Llama-3.2-3B  Llama-3.1-8B
SpinQuant (Baseline) 13.56 10.03 7.57
SpinQuant (W4) 11.75 8.97 7.14

D Complete Incoherence Plots

We report weight incoherence iy and Hessian incoherence j g plots for the 1B, 3B and 8B models
across all layers for completeness in Figures [3[4]and[5] OptRot almost always finds the lowest weight
incoherence, corresponding to the best RTN error bound in Equation 4] It also obtains the lowest
product iz pow, which yields the best GPTQ error bound in Equation 3] in a majority of the layers
for all three models.

E Weight Quantization

In addtion to Table[2]in the main paper, we report additional results for weight-only quantization.


https://github.com/facebookresearch/SpinQuant

Without online rotations. Table || reports the performance of OptRot in the absence of the online
rotations R3, 4. Even without these online rotations, OptRot outperforms SpinQuant and QuaRot.

3-bit quantization. Table [/| reports performance of OptRot for 3-bit weight-only quantization.
OptRot achieves a larger gain over SpinQuant in this regime, further reducing the gap between the
3-bit model and the full-precision baseline.

F Activation Quantization

We show that OptRot can provably improve the error for weight-only quantization. While OptRot
does not directly optimize for activation quantization, we empirically validate its performance. We
quantize the weights with GPTQ and the activations with Round-to-Nearest (RTN). We hypothesize
that a lower Hessian incoherence benefits activation quantization. As shown in Figure 2| OptRot
improves the weight incoherence at the cost of increasing the Hessian incoherence, yet still improving
the overall weight quantization bound. Hence, we would expect OptRot to not perform as well as
SpinQuant for activation quantization.

A8W4. In this regime, OptRot is still competetive with SpinQuant with lower perplexity across
all three models, although the gain is smaller. Quantizing the activations to 8-bits still achieves an
acceptable overall performance for serving models [21]]. Results are reported in Table 3]

A4W4. Quantizing activations to 4-bits is a hard problem [21]] and the overall model performance
drops significantly in this regime, making the model unusable in practice. Here, we observe that
OptRot performs worse than SpinQuant. This is likely due to the higher Hessian incoherence achieved
by OptRot. Results are reported in Table [6]

G RTN Results

Learning rotations with OptRot improves the error bound with Round-to-Nearest shown in Equation
Ml In case of RTN, Equation (@) shows that the error is bounded only by the weight incoherence.
Figure[/|shows that OptRot achieves the lowest incoherence. This translates to lower error (higher
SNR) as shown in Figure[§] Table [§]reports results for weight-only quantization with RTN, where
OptRot outperforms QuaRot (Hadamard rotations).

SpinQuant W4. Table 8| also shows that SpinQuant (W4) performs significantly better than both
SpinQuant and OptRot on downstream tasks. However, the weight incoherence (Figure [/) and
more importantly the SNR (Figure 8] plots show that OptRot usually achieves a lower error bound
(Equation[d) and layerwise objective (Equation[3)) than SpinQuant. This difference can be explained
by the fact that SpinQuant (W4) optimizes an end-to-end quantization-aware objective: the KL
divergence between the original and quantized model. Thus, SpinQuant, differently from OptRot, can
exploit interactions between weights: the rotations can be learnt in a manner where certain weights
compensate for quantization errors in other weights, both within and between layers.

This effect benefits downstream quantization when the quantization method used for rotation learning
and quantization are the same (RTN in this case). In contrast, while using RTN for rotation learning
and quantizing with GPTQ, these improvements are not observed (see Table[2). These results suggest
that for SpinQuant, aligning the quantization method for both rotation learning and quantization yields
the best downstream results. However, performing this alignment for GPTQ is not straightforward: for
each step of rotation learning we would have to quantize each row of each weight matrix sequentially
and update the Hessian matrix, making rotation learning more costly. Our approach, provides a way
to more efficiently improve the performance of GPTQ by minimizing an upper bound to the layerwise
objective. We note that GPTQ consistently outperforms RTN, and OptRot + GPTQ achieves the best
overall results for weight-only quantization.



H SNR

We also report the Signal-to-Noise Ratio (SNR) in dB to measure the quality of the quantization with
GPTQ. The SNR is computed for GPTQ as:

2 T
SNR = 10+ log g | — V2T ) 04108, wWHW ) . (©)
E[[(W — W)z|]? tr(W - W)H(W —W)T)

where H = E[zx "] and the Expectation is computed over the calibration set. Note that any upper
bound on the incoherence can be used to lower bound the SNR.

Figure 6] shows the SNR for each method across models. A high SNR means small quantization error.
According to the bound in Equation [5]lowering the weight incoherence should improve the error and
increase the SNR. Our results confirm this observation, the lower weight incoherence achieved by
OptRot translates to a higher SNR for weight quantization.

Table 4: Results without online (R3, R,4) rotations for weight-only quantization at 4-bits with GPTQ.

Method Llama-3.2-1B Llama-3.2-3B Llama-3.1-8B
AcctT Wikiyl KLJ| AcctT Wiki] KL| Acct Wikil KL|
FP16 56.77 9.76 0 64.72 7.81 0 70.29 6.24 0
No Rotation 49.43 13.86 0.362 56.28 11.78 0.355 67.39 7.47  0.233
Quarot 54.6 11.27 0.208 62.52 8.64 0.183 68.7 6.81 0.154
SpinQuant 54.19 11.21 0.211 62.3 8.69 0.181 68.66 6.79 0.152
OptRot (top-50) 54.4 11.06 0.189 63.3 8.51 0.153 69.28 6.74 0.133
OptRot (all) 54.42 1098 0.185 62.29 8.48 0.163 69.1 6.71 0.133

Table 5: Results for ASW4 quantization, where activations are quantized with RTN and weights with

GPTQ.
Method Llama-3.2-1B Llama-3.2-3B Llama-3.1-8B
AcctT Wiki] KL| AcctT Wiki] KL| AcctT Wiki] KL|
FP16 56.77 9.76 0 64.72 7.81 0 70.29 6.24 0
No Rotation 48.9 14.49 0.367 54.93 13.03 0.367 66.38 7.65 0.249
Quarot 55.2 10.8 0.137 63.23 8.37 0.099 69.17 6.72 0.094
SpinQuant 55.21 10.75 0.133 63.95 8.34 0.098 69.5 6.72 0.096
OptRot (top-50) 55.1 10.68 0.124 63.28 8.32 0.092 69.4 6.66 0.082
OptRot (all) 55.55 10.63 0.126 63.33 8.29 0.094 69.32 6.65 0.087

Table 6: Results for A4W4 quantization, where activations are quantized with RTN and weights with

GPTQ.
Method Llama-3.2-1B Llama-3.2-3B Llama-3.1-8B
Acct Wikil KL| AcctT Wiki] KL| Acct Wikil KL
FP16 56.77 9.76 0 64.72 7.81 0 70.29 6.24 0
No Rotation 32.22 204 2.88  34.67 367 2.01 37.7 75.68 2.07
Quarot 49.85 13.67 0.392 57.64 9.96 0.297 65.05 7.81 0.275
SpinQuant 49.63 13.56 0.393 58.69 9.88 0.308 65.7 7.8 0.273
OptRot (top-50) 5047 14.05 0.429 56.92 1097 0.417 64.05 8.29 0.325
OptRot (all) 50.11 13.97 0.43 57.67 10.34 0.362 65.27 8.38 0.348
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Table 7: Results for 3-bit weight-only quantization with GPTQ.

Method Llama-3.2-1B Llama-3.2-3B Llama-3.1-8B
AcctT Wikiyl KLJ| AcctT Wiki] KL| Acct Wikil KL|
FP16 56.77  9.76 0 64.72  7.81 0 70.29  6.24 0
No Rotation 40.23 7732 1.62 50.55 1558 0.75 5813 11.82 0.64
Quarot 51.25 14.47 0427 60.68 10.24 0.322 66.36 8 0.275
SpinQuant 50.8 14.38 0415 59.83 10.28 0.327 66.81 799  0.275
OptRot (top-50) 51.77 14 0.407 60.68 10.1 0.32  66.8 7.86  0.263
OptRot (all) 51.37 13.78 0384 60.36 10.17 0313 6731 7.85 0.257
Table 8: Results for 4-bit weight-only quantization with RTN.
Method Llama-3.2-1B Llama-3.2-3B Llama-3.1-8B
Acct Wikil KLJ| AcctT Wiki] KL| Acct Wikil KL|
FP16 56.77  9.76 0 64.72  7.81 0 70.29  6.24 0
No Rotation 48.14 15.13 0451 54.84 16.2 0.416 64.38 823  0.279
Quarot 51.27  13.7 0.4  59.41 10.1  0.327 67.2 7.57  0.244
SpinQuant 51.18 13.56 0.399 59.54 10.03 0.324 67.14  7.57 0.242
OptRot (all) 52.26 12.81 0.331 60.46 9.64 0.273 67.65 74 0.224
SpinQuant (W4) 54.65 11.75 0.241 61.75 897 0.198 67.79 7.14 0.171
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