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Abstract

Public Narratives (PNs) are key tools for lead-001
ership development and civic mobilization, yet002
their systematic analysis remains challenging003
due to their subjective interpretation and the004
high cost of expert annotation. In this work,005
we propose a novel computational framework006
that leverages large language models (LLMs)007
to automate the qualitative annotation of public008
narratives. Using a codebook we co-developed009
with subject-matter experts, we evaluate LLM010
performance against that of expert annotators.011
Our work reveals that LLMs can achieve near-012
human-expert performance, achieving an aver-013
age F1 score of 0.80 across 8 narratives and014
14 codes. We then extend our analysis to em-015
pirically explore how PN framework elements016
manifest across a larger dataset of 22 stories.017
Lastly, we extrapolate our analysis to a set of018
political speeches, establishing a novel lens019
in which to analyze political rhetoric in civic020
spaces. This study demonstrates the potential021
of LLM-assisted annotation for scalable narra-022
tive analysis and highlights key limitations and023
directions for future research in computational024
civic storytelling.025

1 Introduction026

While narratives have been used within politics027

and leadership domains for centuries—to illustrate028

issue complexity and urgency, causality (Hamp-029

ton, 2004), and possible futures (O’Neill et al.,030

2017), with a central aim of motivating collec-031

tive action—only recently have pedagogical ap-032

proaches been developed to train civic actors in033

their contextually-specific use. One such approach034

is the Public Narrative framework (PN), a unique035

leadership development practice that teaches nar-036

rative framing to motivate collective action (Ganz037

et al., 2023). Between 2006 and 2016 alone, at038

least 32,184 people participated in 448 workshops039

across 25 countries, applying PN in fields such040

as education, health care, advocacy, and politics 041

(Aiello and Ganz, 2021). Notably, PN was a foun- 042

dational element in training volunteer leadership 043

teams for Barack Obama’s 2008 campaign, which 044

ultimately mobilized 2.2 million volunteers—more 045

than eight times the comparable number in the 2004 046

U.S. election (McKenna et al., 2015). 047

However, despite broad impact and adoption, 048

and beyond the relatively few experts who currently 049

teach it, PN remains challenging to precisely define 050

and analyze. Many of its key features—values- 051

based leadership, moral agency, and the strate- 052

gic use of urgency and hope—lack clear empiri- 053

cal methods for their systematic evaluation, and 054

may even be interpreted differently by different 055

subject experts trained in their application. While 056

forthcoming research (Lerner et al., 2025) proposes 057

psychological dimensions of a persuasive PN to 058

correlate with impacts with real-world behaviors, 059

no formal computational approach has been devel- 060

oped to analyze how existing or "in-the-wild" nar- 061

ratives (e.g., political speeches) align with the PN 062

framework, such that systematic analysis and cross- 063

comparison of their feature-specific impacts across 064

civic spaces becomes possible. Consequently, the 065

human text annotations that are required for such 066

work are time-consuming, costly, and difficult to 067

scale. If we seek to analyze large datasets of PNs, 068

a computational solution is necessary. 069

Given recent advances in large language mod- 070

els (LLMs) and their effectiveness in structured 071

content analysis (Ziems et al., 2024; Ruckdeschel, 072

2025; Xiao et al., 2023), we propose LLMs as a 073

viable tool for large-scale PN annotation and test 074

their performance against PN expert annotators. 075

This work makes four key contributions: 076

1. A formalized PN annotation codebook (an in- 077

structive rubric for qualitative annotation of 078

text features), co-developed with six subject 079

experts, enabling structured human annotation 080
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Figure 1: We compare an LLMs’ ability to annotate Public Narratives to human experts following our codebook
co-developed with experts. To visualize the annotations, the length of each portion corresponds to the number of
sentences coded.

and automated analysis of PN;081

2. An empirical validation of LLMs as a scalable082

PN annotation method on 8 stories, achieving083

0.80 average F1 in replicating human expert084

annotations;085

3. A discussion relating our results to prior work086

and takeaways for leveraging LLMs as quali-087

tative annotators to guide future work; and088

4. An effective application to two political089

speeches, demonstrating wider applications090

of our approach to computational social sci-091

ence and civic spaces.092

Our work is the first to use computational meth-093

ods to automate understanding of PNs. Here, we094

provide empirical findings to lay groundwork for095

future large-scale evaluations of PNs, opening new096

possibilities for understanding civic engagement097

and leadership development as well as the real-098

world impacts that unique features of narration099

have in social spaces.100

2 Related Works101

2.1 Understanding Civic Narratives102

Narrative is a historically prevalent and impact-103

ful medium for civic organizing and participation104

(Jenkins and Jie, 2024). The unique affordances of105

narrative framing—emotional activation (Bilandzic106

et al., 2019), issue comprehension (Zwaan, 1999),107

trust formation (Clementson, 2020), deictic shift108

(Appel and Richter, 2010), and persuasion (Hamby109

and Brinberg, 2016), among others—make it well-110

suited for contexts that seek to leverage individual111

and collective civic identities (Adler, 2012) (Haste 112

and Bermudez, 2017)) to motivate real-world ac- 113

tion (Dimond et al., 2013). There are many con- 114

ceptual frameworks that scientists and practition- 115

ers may use to understand such narration prac- 116

tices—from the Jungian-inspired Hero’s Journey 117

(Campbell, 2008) to the more contemporary Narra- 118

tive Policy and Engagement Frameworks (Miller- 119

Day and Hecht, 2013; Shanahan et al., 2018; Bi- 120

landzic et al., 2019). However, narratives are struc- 121

tured in many ways, composed in each case to suit 122

particular functional purposes (Bamberg, 2012), 123

and their method of analysis should therefore be 124

suitable to the context in which the narrative was 125

developed and the function for which it was cre- 126

ated. For example, Labovian oral narrative may 127

be a suitable framework for examining stream-of- 128

consciousness spoken narrations, but not for un- 129

derstanding text-based digital media. By the same 130

token, while much is known about how narratives 131

are used and transmitted in civic organizing con- 132

texts, few frameworks are appropriately positioned 133

to develop or understand them. PNs uniquely excel 134

in such framing, but they remain poorly understood 135

from a systematic and empirical perspective. 136

2.2 LLMs for Qualitative Analysis 137

Recent advances in NLP have enabled more 138

widespread use of LLMs for qualitative textual 139

analysis and annotation tasks. In particular, lever- 140

aging LLMs as zero or few-shot annotators has 141

been shown to be extremely promising (Gilardi 142

et al., 2023; Wang et al., 2021; Ding et al., 2023; 143

He et al., 2024; Huang et al., 2023; Ziems et al., 144
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2024). LLM-assisted content analysis (LACA) has145

shown effectiveness in reducing the time burden of146

deductive coding while maintaining human-level147

accuracy for well-defined coding schemes (Chew148

et al., 2023), potentially even for subjective, nu-149

anced tasks using codebooks (Ruckdeschel, 2025;150

Lupo et al., 2024; Xiao et al., 2023). While human151

validation of LLM performance remains paramount152

(Pangakis et al., 2023), this line of work may open153

up NLP research to tackle more complex, interdis-154

ciplinary, or niche datasets for which human anno-155

tation is very difficult or expensive (Ruckdeschel,156

2025).157

However, other prior works have found LLMs158

struggle with more complex, subjective or context-159

dependent tasks in NLP tasks such as annotating160

code or sentiment analysis (Ahmed et al., 2024;161

Li et al., 2023). Ashwin et al. (2023) raise con-162

cerns of bias1 in LLM-based qualitative annotation.163

Likewise, in automated story analysis using GPT-164

3.5 and Llama 2, Chhun et al. (2024) found that165

31% of LLM-generated annotation explanations166

lacked direct references to the story being evalu-167

ated. Chen and Si (2024) proposed a dual-agent168

model for automated story annotation, finding that169

their system performed well in identifying basic170

structural narrative elements (e.g., plot points), but171

failed at accounting for ambiguity or nuance (e.g.,172

thematic depth, possible alternative interpretations).173

Notably, the LLM stayed true to the coding scheme174

provided, although the scheme was developed us-175

ing another LLM instance. In the case of automatic176

grading using Mixtral-8x7b, Wu et al. (2024) find177

an alignment gap between human and LLM scores,178

partially due to the model taking heuristic shortcuts,179

skipping deeper logical reasoning. On the other180

hand, they find that high-quality analytic rubrics181

can improve LLM accuracy and argue that aligning182

LLM outputs to human expectations is important183

for reducing the performance gap between LLMs184

and humans.185

In a setup more similar to ours, Xiao et al. (2023)186

find GPT-3 has "fair to substantial" agreement with187

human experts in implementing a codebook. Ad-188

ditionally, they find that prompts centered around189

the codebook were more effective than those with190

examples. Lupo et al. (2024) similarly use LLMs191

to annotate public policy documents and find GPT-192

1This refers to bias in the technical sense, "that the errors
that LLMs make in annotating interview transcripts are not
random with respect to the characteristics of the interview
subjects" (Ashwin et al., 2023).

4 models matched or outperformed humans even 193

the on subjective annotation tasks when given a 194

detailed codebook. 195

2.3 Our Work 196

We build upon prior research by developing an an- 197

notation scheme for PNs (Section 4), then systemat- 198

ically testing whether LLMs can annotate these nar- 199

ratives as effectively as human experts (Section 7). 200

Unlike previous work focused on general content 201

analysis (Chew et al., 2023) or automated grading 202

(Wu et al., 2024; Xiao et al., 2024), we focus on 203

narratives used in politics, community organizing, 204

and movement building—a domain where story 205

effectiveness is tied to rhetorical structure, emo- 206

tional engagement, and audience resonance. Based 207

on prior findings and recommendations for best 208

practices leveraging LLMs for subjective, context- 209

dependent text annotation tasks, we design our 210

LLM prompts to be centered around our expert- 211

validated codebook to increase alignment between 212

LLM and human annotations (Xiao et al., 2023; 213

Ruckdeschel, 2025; Wu et al., 2024; Lupo et al., 214

2024; Törnberg, 2024). Moreover, we use much 215

more recent, highly capable reasoning models such 216

as OpenAI’s o3-mini (OpenAI, 2025). By apply- 217

ing structured annotation schemes and evaluating 218

LLM performance, we contribute to both compu- 219

tational narrative understanding and the broader 220

discourse on AI-assisted qualitative research. 221

3 Defining Public Narrative 222

Before constructing a codebook for LLM-human 223

annotation comparison, we first formalize our con- 224

ception of Public Narratives. PNs are developed 225

to harness storytelling to communicate values, en- 226

able agency, and inspire action, emphasizing that 227

effective leadership engages the "head," "heart," 228

and "hands": aligning strategy, motivation, and 229

action (Ganz, 2009). Narrative is a particularly 230

helpful tool in leadership, and is often most needed 231

under conditions of uncertainty, when collective 232

sensemaking is necessary to enable people to move 233

toward shared purpose (Ganz, 2024). Toward these 234

ends, a Public Narrative itself is a unique arti- 235

fact of a coached narration process, composed of 236

three linked elements: Story of Self (SoS), Story 237

of Us (SoU), and Story of Now (SoN). SoS con- 238

veys a leader’s origin story—the moment or experi- 239

ence that shaped their core values and commitment 240

to action. Often rooted in formative life experi- 241
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ences, these stories also reveal sources of hope that242

drive their continued commitment to their cause.243

The SoU illustrates how a community or group244

embodies shared values through collective expe-245

rience and action, fostering a sense of belonging,246

or "us-ness," that strengthens solidarity and moti-247

vation. Finally, SoN establishes urgency and calls248

the audience—the "us"—to action. It presents a249

vision of what could be achieved if action is taken250

(the dream) and contrasts it with the likely conse-251

quences of inaction (the nightmare). While each252

of these stories can be used in various contexts, to253

bring them together into one PN is referred to as a254

"Linked Story," which is the primary story structure255

we work with in this study.256

Each story within the PN framework follows257

a fundamental structure (Challenge → Choice →258

Outcome) that seeks to ground abstract personal259

values within concrete experiences, illustrating a260

moment of adversity or uncertainty and using the261

responsive choice to showcase valued action to ad-262

dress a collective challenge. Here, an outcome263

demonstrates the result of that choice, revealing264

the stakes and consequences of action (or inaction).265

Each of the three linked stories shares a unique266

relationship with these structural features. For a267

SoS, this structure often unfolds through forma-268

tive moments from one’s youth or early leadership269

experiences, whereas a SoU highlights collective270

challenges and a shared decision to take action to-271

wards a collective outcome, and a SoN underscores272

the present crisis and serves as a call-to-action for273

audiences. Beyond structure, there are many other274

important features are taught to make PNs both275

compelling and influential. Additional information276

is in Appendix A.277

4 Codebook Development278

In qualitative annotation tasks, human annotators279

read pieces of text line-by-line alongside a rubric280

("codebook") to isolate where different features281

appear in the text. Consequently, effective qual-282

itative annotation relies on the construction of283

clear, substantive definitions of systematic fea-284

tures—called codes—to be identified or described285

(Williams and Moser, 2019). In this case, the fea-286

tures are those that constitute the core elements of287

PNs. But what if the required feature gives rise288

cognitively—within or even across human annota-289

tors—to the feature sought rather than embodied290

within the content being analyzed (e.g., a feeling291

of hope evoked in the annotator, rather than one 292

expressed intentionally by the author)? Being a 293

framework geared toward collective mobility, PNs 294

utilize many formal concepts whose essential na- 295

ture lies more in the impact elicited (e.g., a feeling 296

of hope or urgency) than in the content that gives 297

rise to it. Over a period of months or years, PN 298

coaches learn to identify the elements of narration 299

that inspire audiences to access a sense of hope in 300

collective action, shared values, and urgency, for 301

example. While such content may take a certain 302

thematic shape, it often possesses extreme vari- 303

ability across storytellers, often making the unam- 304

biguous codebook-guided labeling of such content 305

subjective. To account for this diversity of human 306

interpretation, we draw from recent work exploring 307

the ways in which LLMs may be used, rather than 308

to "wash over" human annotator disagreement, to 309

account for human subjectivity by allowing for mul- 310

tiple possible interpretations of a particular piece 311

of text (Plank, 2022). 312

To develop an initial qualitative codebook suit- 313

able for use by both humans and LLMs, we develop 314

and test a coding scheme drawing upon the mate- 315

rials (e.g., worksheets, coaching manuals) used to 316

instruct PN coaches and students. We iteratively 317

test this codebook (83 codes across seven coding 318

categories) on two publicly available gold-standard 319

sample narratives used commonly for instruction. 320

To finalize our codebook, we then recruit six profes- 321

sional PN coaches to annotate these two narratives 322

using iterative versions of our codebook, with each 323

annotation task followed by a qualitative interview 324

for feedback. After five codebook iterations and 325

six participant interviews, we finalize a codebook 326

of 14 codes across three coding types (categorical, 327

structural, and content codes). 328

5 Public Narrative Data Collection 329

To evaluate LLM annotation performance on a 330

larger dataset, we collected PNs from former par- 331

ticipants (spanning ≈5 years) in Marshall Ganz’s 332

Leadership, Organizing, and Action (LOA) course 333

at the Harvard Kennedy School. These narratives 334

were originally developed throughout the course 335

and recorded as part of the course’s final mod- 336

ule. Through an IRB-approved protocol, we ob- 337

tained consent2 from 22 participants to analyze 338

their recorded PNs. 339

2As per the IRB protocol, participants were contacted by
Harvard personnel and provided informed consent via Do-
cuSign to share their stories for research purposes.
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Following consent, we transcribed the record-340

ings using AssemblyAI’s speech-to-text API.3 We341

then applied NLTK’s sentence tokenizer to segment342

each narrative by sentence for annotation.343

All 22 transcripts were annotated using our LLM344

schema; descriptive statistics of the 22 PNs can345

be found in Appendix Table 1. Of 22 total tran-346

scripts, we randomly selected eight4 for annotation347

by two experts. Using the final codebook defini-348

tions, the annotators applied all 14 binary codes349

to each sentence of the selected narratives. Each350

sentence was annotated using a binary scheme (1 =351

present, 0 = absent). Annotations were conducted352

in a spreadsheet interface, where all codes and their353

definitions were viewed simultaneously. Although354

no formal annotation order was required, annota-355

tors typically passed through each narrative three356

times—first for categorical codes (SoS, SoU, SoN),357

next for structural codes (Challenge, Choice, Out-358

come), and finally for the remaining content codes.359

Each story took approximately 20–30 minutes per360

annotator. To ensure consistency, annotators fol-361

lowed the definitions and usage guidelines in the362

codebook, which specified exactly how and when363

to apply each code.364

5.1 Human Inter-Annotator Agreement (IIA)365

To assess the reliability of our codebook and estab-366

lish a human benchmark for LLM evaluation, we367

measure IIA across the eight doubly-annotated PN368

described above. We report three agreement met-369

rics: raw percent agreement (po), Cohen’s κ, and370

the prevalence- and bias-adjusted kappa (PABAK).371

As Table 2 shows, agreement across codes is high372

(po = 0.84 on average). PABAK provides a more373

robust measure of agreement in cases of class im-374

balance (0.68 average), particularly where κ un-375

derrepresents agreement on absent codes (global376

κ = 0.49). Thresholds for acceptable reliability377

vary across domains (McHugh, 2012); our results378

meet or exceed typical standards for subjective379

narrative annotation. Still, variation in agreement380

across codes suggests that some PN features re-381

main inherently interpretive. Further discussion is382

available in Appendix D.1.383

3To protect privacy, we kept only the audio of each narra-
tive; transcripts were edited only to remove speaker introduc-
tions and occasional background audience speech to remove
any identifying information.

4This number was determined by the annotators’ availabil-
ities and time constraints.

6 LLM Methodology 384

In order to better understand PNs through this 385

framework, there is a need for a larger scale dataset 386

of annotated narrative samples. Not only is this a 387

difficult task even for experts, it is very time con- 388

suming and therefore expensive to collect such a 389

labeled dataset, and manual analysis thereof would 390

be infeasible. Given the recent rise in capabili- 391

ties exhibited by LLMs and their increasing use 392

in complex qualitative text analysis tasks, we test 393

whether state-of-the-art LLMs have the potential 394

to achieve near-human performance in annotating 395

PNs. To this end, we conduct several prompting 396

experiments across a few highly capable LLMs 397

and analyze their efficacy in annotating eight PNs 398

against the expert annotations we collected above. 399

6.1 Prompt and Model Selection 400

To identify the best model and prompting tech- 401

nique, we perform preliminary experiments on a 402

subset of the six core codes (3 categorical and 3 403

structural codes) on the two exemplar narratives 404

annotated each by 3 PN experts (Section 4). We 405

experiment with both gpt-4o-mini and o3-mini 406

(OpenAI, 2024, 2025), testing gpt-4o-mini using 407

two different output modes available via the API: 408

structured and predicted outputs.5 This gives us a 409

total of 3 models to compare between. We test three 410

prompting techniques described in Appendix E.1 411

and full prompts are in Appendix F. 412

Overall, the best performing model-prompt con- 413

figuration was o3-mini and COT + PROMPT 414

CHAINING. Full results are in Appendix E.2. 415

7 Evaluating LLM-Human Performance 416

To evaluate the annotations of the best performing 417

model–o3-mini and COT + PROMPT CHAINING– 418

we use this setup to annotate the eight PNs col- 419

lected in Section 5, each of which were annotated 420

by two experts. We evaluate performance on all 14 421

codes: categorical codes, (SoS, SoU, SoN); struc- 422

tural codes (Challenge, Choice, Outcome); and 423

content codes (Story Details, Hope, Values, Vul- 424

nerability, Urgency, Call-to-Action, Dream, and 425

Nightmare).6 426

To compare LLM annotation performance to hu- 427

mans, we report the weighted F1 score across the 428

5OpenAI documentation: structured & predicted. Cur-
rently, o3-mini only supports structured outputs.

6We extend the prompt schema with a 3rd prompt chain
step to annotate the content codes. The complete final prompts
with codebook definitions are in Appendix G.
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Figure 2: The average F1 scores per code of o3-mini with COT + PROMPT CHAINING compared to Minimum
Match human annotations across the eight annotated stories. The bars represent the standard deviation across 3 runs.

14 codes. While in other domains one often takes429

the majority annotation as the gold label, in this430

context, if at least one expert annotated the pres-431

ence of a code under their interpretation, this is432

considered valid (Plank, 2022). Thus, for each ex-433

periment, we compare both against the Majority434

human annotation as well as the Minimum Match,435

where the LLM must match at least one annotator436

(Piper and Bagga, 2024). For all experiments, we437

perform three runs.438

7.1 Results439

We observe that o3-mini achieves impressive per-440

formance across all codes, with Micro-/Macro-F1441

scores of 0.87/0.75 compared to the Majority hu-442

man annotations and 0.82/0.75 Micro-/Macro-F1443

compared to the Minimum Match human annota-444

tions. Looking into the results by individual codes445

(Figure 2), we see that the model consistently ex-446

cels on the categorical codes (SoS, SoU, SoN) as447

well as challenge and call to action. On the other448

hand, we observe decreased performance on the449

dream, nightmare, and urgency codes.450

8 Extrapolation to a Larger PN Dataset451

Our results demonstrate that o3-mini achieves452

near-human performance in applying our PN code-453

book, enabling large-scale, automated analysis of454

Public Narratives. Using the same model and455

prompt, we annotate all 22 stories with all 14 codes,456

conducting three runs per story and taking the ma-457

jority vote across model outputs. This annotated458

dataset allows us to explore patterns in (1) code459

frequency and distribution across stories (C.1), (2) 460

code co-occurrence (C.2), and (3) pairwise code 461

correlations (below), which we interpret in light of 462

expectations from Public Narrative theory. 463

8.1 Code Correlations 464

To better understand how codes may appear in 465

PNs in relation to each other, we compute pair- 466

wise Pearson correlations across all 14 codes for 467

the 22 LLM-annotated transcripts (see Figure 4). 468

The strongest positive correlation emerged between 469

SoN and call to action (r = 0.513), which aligns 470

closely with theoretical expectations — concrete 471

calls to action often follow the establishment of 472

immediate stakes or temporal urgency. Choice and 473

call to action (r = 0.468) were highly correlated, 474

suggesting that model annotations identified mo- 475

ments of decision as narrative pivot points leading 476

to action. Together, these codes make intuitive 477

sense and point to the common PN usage of tempo- 478

ral framing to create tension and motivate listeners 479

to action. The correlation between outcome and 480

hope (r = 0.404) also matched intuition, as many 481

stories or anecdotes may resolve themselves with 482

a future-looking sense of possibility. On the other 483

hand, SoS and SoN were strongly negatively asso- 484

ciated (r = −0.638), suggesting that these codes 485

describe different narrative moments in the con- 486

text of a PN and are used for different purposes. 487

Similarly, SoS and SoU were negatively correlated 488

(r = −0.486). This moderate negative association 489

suggests that speakers tend to alternate between 490

highlighting individual experience (self) and invok- 491
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ing collective identity (us), rather than blending492

them within the same narrative unit. The strong493

negative correlations among the three categorical494

codes suggest that there is a rhetorical separation495

and flow in PNs, in which a storyteller may first496

ground an issue in individual stakes before pivoting497

toward collective and temporal stakes.498

9 Extrapolation to Political Speeches499

Public Narrative both informs civic leaders’500

speeches, and is informed by how civic leaders501

have given effective speeches. Therefore, while502

politicians may not leverage Public Narrative ex-503

plicitly in their speeches, we would expect to be504

able to recognize PN components in "in-the-wild"505

political speeches, and differences across politi-506

cians with varying messages and styles. To inves-507

tigate the further use of our approach for political508

speeches, we annotate two recent political speeches509

using o3-mini. For this comparison, each speech510

had a unique context that we hoped to explore by511

way of which features of Public Narratives pre-512

sented more or less prominently. The first was513

Donald Trump’s DNC acceptance speech follow-514

ing a recent assassination attempt at his public rally515

in July 2024. The second speech was New Zealand516

Prime Minister Jacinda Arden’s public speech fol-517

lowing the Christchurch mosque shooting. We ana-518

lyze speeches both quantitatively (using our exist-519

ing framework) and qualitatively.520

In Figure 3, we see that Arden’s story is primar-521

ily comprised of the SoU and SoN. The annotations522

reveal how she touches on the collective values and523

identities of the communities she addresses through524

the SoU and paints a picture of a desired future525

(SoN and outcome) to call for healing and unity. In526

contrast, Trump’s speech oscillates between short527

blocks of SoS and SoN with occasional SoU inter-528

spersed. In doing so, we can see how he leverages529

his personal experiences and the present-day chal-530

lenges to rally his audience in a campaign context.531

Both speeches show the general flow of Challenge532

→ Choice → Outcome, highlighting how the core533

PN elements can be adapted to different audiences,534

contexts, and goals while still reflecting a similar535

underlying narrative structure. Appendix B con-536

tains a more thorough qualitative discussion and537

description of each.538

This demonstrates the potential of our frame-539

work for application to related texts that possess540

characteristics of PNs, even if they were not crafted541

to conform strictly to their structural components, 542

potentially enabling the further analysis of PN fea- 543

tures more broadly. 544

10 Discussion 545

10.1 Performance Varies Across Codes 546

Our analysis of LLM annotation performance 547

across codes reveals notable differences (Figure 2). 548

On the more frequent codes, the model performed 549

extremely well (SoS, SoU, Son, challenge, call to 550

action). These codes in particular may have been 551

more clear to the model due to certain keywords 552

that tend to signal these components (e.g. "I" for 553

SoS, "together" or "we" for SoU, "now" for SoN 554

and call to action, etc). On the other hand, the 555

model struggles on more subjective codes: dream, 556

nightmare, and urgency. While the results may be 557

skewed due to low frequency in the dataset, these 558

codes are often implied by the speaker, making 559

them significantly less explicit compared to the 560

categorical codes. This may indicate that while 561

LLMs are effective at analyzing individual story 562

arcs, models struggle more with the rhetorical di- 563

mensions of narration, a key element of both civic, 564

collective, and public narratives. This aligns with 565

prior work (Chhun et al., 2024) finding that when 566

used for text analysis, LLMs favor surface-level 567

(rather than inferential or relational) features. 568

Overall, this highlights a fundamental challenge 569

for LLMs in narrative annotation: while they can 570

recognize explicit structural elements, they struggle 571

with subjective or interpretative aspects of story- 572

telling, which are paramount, by design, to the 573

effectiveness of Public Narratives. 574

10.2 Results Comparison to Related Works 575

Human annotation is notoriously expensive and 576

time-consuming (Carrell et al., 2016), making the 577

use LLM-assisted annotation both reasonable and 578

necessary. As we discovered in our codebook de- 579

velopment process, wherein expert annotators fre- 580

quently disagreed with one another’s interpreta- 581

tions of elements of the established PN framework, 582

PN annotation is decidedly more interpretative than 583

"general content" coding. Nonetheless, we found 584

that our models operated within expected ranges, 585

with F1 scores aligning with prior work in related 586

narrative, civic, and similarly subjective content 587

annotations (e.g., Chew et al., 2023); our use of 588

gpt-4o-mini performing comparably to Lupo et al. 589

(2024); and our use of o3-mini slightly outper- 590

7



Figure 3: Comparison of a Donald Trump and Jacinda Arden political speech automatically annotated using
o3-mini with our PN codebook.

forming past model applications.591

We further relate our findings to the human-592

AI annotation study from Lupo et al. (2024) us-593

ing GPT-4 with similarly subjective content, a594

three-annotator evaluation pipeline, and compara-595

ble human-annotator and inter-run kappas. While596

our annotation task is more interpretative (evaluat-597

ing mobilization potential vs. categorizing social598

roles), and though our models are slightly more599

advanced, our results corroborate the evidence of600

LLMs’ utility for annotation tasks either alongside601

or in substitution for human annotators. As with602

the prior study, we likewise found that precision603

generally outperformed recall, with LLMs better at604

identifying true coding instances than they were at605

accounting for missing ones.606

For any future work leveraging LLMs as textual607

annotators across qualitative domains, we present608

a summary of our takeaways that might be useful:609

• LLMs are very capable at adhering to code-610

books when given the exact detailed coding611

definitions (corroborates (Lupo et al., 2024;612

Xiao et al., 2023)), and this performance will613

only increase as models continue to improve.614

• While SOTA LLMs boast large context win-615

dows, annotation accuracy increased when we616

split the task into three chained prompts as op-617

posed to one prompt to annotate a larger num-618

ber of codes. We suggest experimenting with619

decreasing the complexity of the annotation620

whenever possible to increase performance.621

• Few-shot examples did not improve perfor-622

mance (corroborates (Xiao et al., 2023)), caus-623

ing models to overly adhere to the examples624

instead of codebook definitions.625

• The models sometimes relied on keywords626

based on the code names instead of strictly627

adhering to the code definitions provided in 628

the codebook. This was alleviated by giving 629

more context in the system prompt regarding 630

how to interpret the codebook in our domain. 631

11 Conclusion 632

In this work, we iteratively develop a codebook to 633

systematically annotate PNs. We create a dataset of 634

22 PNs and collect annotations from two domain 635

experts on eight of them. Then, we test to what 636

extent highly capable LLMs are able to perform the 637

annotation task and find high agreement with the 638

human annotations. We perform an exploratory em- 639

pirical analysis of PNs to investigate the extent to 640

which real narratives align with PN theory. More- 641

over, we extend our methods to two recent political 642

speeches, demonstrating the wider applicability of 643

our codebook and LLM implementation to con- 644

duct civic narrative analyses. Our novel framework 645

and empirical findings lay the groundwork for fu- 646

ture large-scale evaluations of PNs to deepen our 647

understanding of how leaders leverage the unique 648

features of the PN framework how that translates 649

to real-world impact in civic spaces. 650

Moreover, results from our study support past 651

work using LLMs for text annotation tasks, rein- 652

forcing both their potential and limitations for aug- 653

menting or replacing human annotators. Specif- 654

ically, our work corroborates past studies (e.g., 655

Ahmed et al., 2024; Lupo et al., 2024) to demon- 656

strate that although LLMs can achieve human-level 657

performance, they struggle on tasks requiring con- 658

textual inference and nuanced understanding. Our 659

work contributes to an ongoing and necessary dia- 660

logue on best practices for LLM-assisted annota- 661

tions, emphasizing the importance of both struc- 662

tured codebook frameworks and task-specific vali- 663

dation procedures. 664
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12 Limitations & Future Work665

Through this work, we identify several areas for666

future work as well as possible limitations in the667

scope of our analysis. Due to resource constraints,668

we were not able to test a wider range of LLMs of669

more diverse sizes, developed by different compa-670

nies, or open source models. Moreover, there are671

infinitely more prompting techniques and other im-672

provements that could be experimented with to im-673

prove performance on specific codes. For example,674

it is likely that tweaking the codebook definitions675

specifically for LLM prompts could improve per-676

formance, which is unfortunately out of the scope677

of this work. As such, we do not claim that we678

have achieved the best possible performance, but679

rather see our work as discovering an acceptable680

lower bound of LLM performance with minimal681

prompt engineering.682

Second, beyond F1 scores, there may be addi-683

tional metrics for comparison of LLM annotations684

with human experts that better account for the nu-685

ance and diversity in human interpretation of the686

narratives. For example, future work could explore687

manual validation of LLM annotations wherein the688

expert could use their judgement on whether the689

instances of disagreement are validly subjective or690

objective violations of the codebook. To scale this,691

it could even be possible to peform this using the692

LLM-as-a-Judge paradigm (Zheng et al., 2023).693

Regarding the political speeches, while we694

demonstrate that our framework lends an interest-695

ing new analysis perspective, it is important to note696

that political speeches differ significantly from the697

coached PNs we collected in this work. While698

our annotations indicate that a large portion of699

the Trump and Arden speeches can be categorized700

via the PN codebook, we acknowledge that the in-701

stances of each element in the political speeches702

may be "less pure" examples of these elements703

compared to the true PNs. This discrepancy points704

to a limitation of our work: there is currently no705

differentiation between the quality or strength of706

the codes in our binary coding scheme. We hope707

that future work can extend the codebook to a more708

fine-grained ordinal scale to capture these nuances709

and open up further avenues of analysis.710
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A Public Narrative Details974

A well-told story enables past moments to be experienced in the present, or a distant moment to be975

experienced as proximate, through a process known as narrative transportation (Appel and Richter, 2010).976

The more specific, sensory, and visual, the more the story might feel real and be emotionally accessible.977

Hope, for example, is central to effective storytelling. Experiences of loss or hurt often serve as motivation978

for an individual’s care for a given cause or development of personal values. Likewise, hopefulness979

enables storyteller and listener to embrace "possibility" rather than be constrained by "probability" (a980

space between certainty and fantasy). Each of these components forms the basis of our coding scheme,981

which we designed to analyze PNs systematically. While there is much more to the PN framework—the982

construction of "narrative moments" serving as fundamental units of narration—in the scope of the present983

work, we focus principally on the framework’s high-level components.984

B Qualitative Analysis of Political Speeches985

We analyzed two public speeches to identify components of Public Narrative. In addition to an automated986

annotation, we performed manual qualitative analysis on each speech.987

Jacinda Arden, New Zealand PM: Arden’s speech (March, 2019) is best categorized as a collective988

resilience narrative that builds a collective "Us" by way of empathetic reflection and identity-making. She989

begins and ends her speech in the Indigenous Māori language of Aotearoa New Zealand, and scaffolds990

her speech around mentions of "As-salaam Alaikum," or, "Peace be upon you" in Arabic (the language991

of those killed, and the greeting given in the days that have followed). This greeting echoed the values992

that Arden asks people to retain as they move forward: love, peace, family. Arden’s speech is primarily993

centered around building cohesion across smaller communities to paint a picture of a diverse and collective994

"Us," New Zealanders, who are all affected by the events, and must all take up the mantle of hope. Arden995

repeatedly references the specific and diverse stories of those who were impacted, overtly referencing the996

collective and the responsibility that comes along with it. She calls for people to live their shared values,997

and uses language that emphasizes shared identity.998

Donald Trump, Presidential Candidate: Trump’s speech (July, 2024) focuses on his heroism, his999

experience, and his Story of Self. He uses imagery to place listener’s in the moment of the story. He1000

emphasizes his strength, the support he has received from Americans. He repeatedly emphasizes his1001

past successes on immigration and economics. As he shares his story, 12 large pictures of his speech are1002

projected on 12 monitors that surround him at the event. A backdrop of the White House is behind him.1003

Trump reflects that God was on his side: he took an action (moving his head in a particular way) that he1004

repeatedly tied to God’s will to save his life. Additional pictures are shown of the blood dripping from1005

his face. He compliments the crowd that was present, saying they were brave for not running when they1006

heard the gunshots, which he said is typical of mass-shootings (people running). He calls his crowd smart,1007

saying that they knew immediately what kind of gun it was (e.g., sniper), and were immediately looking1008

for the shooter, bravely, instead of trying to save themselves. He closes his speech, again, by calling it1009

God’s providence that he survived. He recalls the moment when he calls for his people to fight. Notably,1010

the images of blood dripping off Trump’s face remained up for the entirety of the speech, except when he1011

closes with God’s providence line, and shows a picture of him holding a fist up, embodying strength and1012

calling for his followers to "fight," a word that they then chant.1013

Cross-Comparison: Both speeches embody key elements of Public Narrative, but in very different1014

ways that we believe reflect differences in the function of each speech. Trump’s speech is dominated by1015

Stories of Self and Now, connecting his past actions to the future sought by listeners—positioning his1016

narrative as functional towards his then-candidacy. Arden’s speech is instead driven largely by Story of Us1017

and Now, connecting the actions of others, and by a larger collective population, to hopeful outcomes in1018

the future—functioning to leverage collectivism to motivate healing. While Arden calls on the collective1019

to recover, and heal, Trump calls instead on his collective to fight. Trump celebrates the death of the1020

shooter at his rally, whereas Arden celebrates the values of survivors. Values appear in both speeches,1021

but are more religious in Trump’s speech, and more family- and collective-based in Arden’s (e.g., love).1022

Both sets of values, we note, are pro-social, but the pro-social values of the former’s speech appear1023
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only inclusive of particular groups (e.g., Christians), whereas Arden’s are inclusive of a larger array of 1024

individual identity groups. Trump places himself at the center of his community, whereas Arden diffuses 1025

the community to comprise a wide array of individuals, never mentioning herself explicitly. There is 1026

no real Story of Self (SoS) in Arden’s speech, but Trump’s speech is almost entirely SoS, with Trump 1027

focusing almost exclusively on the past and his own deeds and heroism. The crowd during Arden’s 1028

speech was exceptionally quiet compared to those of Trump’s, who cheered and chanted (e.g., "Fight!") 1029

repeatedly. While imagery (e.g., blood, American flags, White House backdrop, etc.) was used during 1030

Trump’s speech, no imagery was clearly used during Arden’s. 1031

C LLM-Annotated PN Exploratory Analysis 1032

Code Overall Average (%)

self 48.61
story details 47.37
now 30.77
challenge 27.02
us 24.34
outcome 19.65
choice 16.83
vulnerability 16.23
values 14.57
call-to-action 11.21
hope 10.63
urgency 4.23
nightmare 3.76
dream 1.43

Table 1: Overall average percentage of each narrative code across the 22 LLM-annotated workshop speeches.

C.1 Discussion of Code Frequency 1033

Across the 22 LLM-annotated workshop narratives, certain codes appeared with greater frequency than 1034

others. The most prevalent code was SoS (48.6%), reflecting the importance of personal storytelling 1035

in participants’ public narratives. Story details were also highly present (47.4%), which suggested that 1036

participants frequently used specific context, vivid sensory details, or characterizations to ground their 1037

narratives. These features were followed by SoN (30.77%), challenge (27.02%), and SoU (24.34%), 1038

reflecting the usage of temporal urgency, tension, and collective framing in shaping PNs. However, 1039

emotional or motivational appeals such as vulnerability (16.2%), values (14.6%), and hope (10.6%) were 1040

much less dominant. Content-related and more affective codes like urgency (4.2%), nightmare (3.8%), and 1041

especially dream (1.4%) were annotated sparingly, suggesting these abstract or aspirational elements were 1042

less consistently invoked across the workshop narratives. The disparity between structural and categorical 1043

vs. content codes supports the argument that just as structural elements may be more consistently legible 1044

to human and LLM annotators, affective features like hope and urgency may surface more subjectively 1045

and thus pose greater difficulty for consistent identification. 1046

C.2 Code Co-occurrence Similarity 1047

To examine how codes co-occur within the same sentences, we computed pairwise Jaccard similarities 1048

across all 14 codes for the 22 transcripts (see Figure 5). This metric reflects the proportion of lines in 1049

which two codes appear together out of all lines in which either appears: 1050

J(A,B) =
A ∩B

A ∪B
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Figure 4: Pearson correlation heatmap of code co-occurrence for o3-mini with COT + PROMPT CHAINING,
averaged across the 22 PNs.

The strongest co-occurrence was between SoS and storydetails (J = 0.455), suggesting that personal1051

storytelling nearly always includes rich narrative detail—an observation consistent with their high individ-1052

ual frequencies noted earlier. This finding reinforces the idea that narrators ground individual experience1053

through contextual specifics, and mirrors the prominence of both codes discussed in the frequency analysis.1054

Several high-similarity pairings also echoed the strongest Pearson correlations. For example, choice1055

and call to action (J = 0.361) and SoN and call to action (J = 0.354) were among the top Jaccard1056

pairs, aligning closely with their respective Pearson values (r = 0.468 and r = 0.513). This cross-1057

metric agreement strengthens the conclusion that temporal framing (SoN) and decision-making (choice)1058

frequently precede or accompany explicit prompts for action in public narratives. Outcome and hope1059

(J = 0.305) also co-occurred meaningfully, reinforcing their observed moderate correlation (r = 0.404)1060

and suggesting that expressions of results often carry a forward-looking emotional tone.1061

At a moderate level (0.2 ≤ J < 0.3), we observe additional thematic pairings that provide further1062

nuance:1063

• self & vulnerability (J = 0.282): personal-experience lines often reveal emotional openness.1064

• challenge & story details (J = 0.236): accounts of conflict are frequently embedded in narrative1065

specifics.1066

• now & challenge (J = 0.210): temporal immediacy is often used to present obstacles.1067

• now & choice (J = 0.209): time-bound stakes frequently set up decision points.1068

• challenge & vulnerability (J = 0.208): narrators often frame challenges as emotionally resonant1069

experiences.1070

• us & values (J = 0.207): collective identity appeals often evoke shared moral frameworks.1071

Interestingly, while the Pearson analysis revealed strong negative associations—such as between SoS1072

and SoN (r = −0.638), and between SoS and SoU (r = −0.486)—these inverse relationships are not1073
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Figure 5: Jaccard similarity heatmap of code co-occurrence for o3-mini with COT + PROMPT CHAINING, averaged
across the 22 PNs.

captured by Jaccard similarity, which only considers joint presence. This contrast illustrates the difference 1074

between measuring association (via correlation) and co-occurrence (via Jaccard): the former captures 1075

whether codes tend to appear in opposition or together, while the latter strictly quantifies overlap when 1076

either is present. 1077

Finally, no code pair exceeded a Jaccard index of 0.5, indicating that even the most commonly co- 1078

occurring codes are not overwhelmingly inseparable on a line-by-line basis. This underscores the flexibility 1079

and combinatory nature of code application across different narrative contexts. 1080

D Human Annotator Agreement 1081

D.1 Discussion on Subjectivity and IIA 1082

Notably, the relationship between categorical elements of the second exemplar narrative were more 1083

traditionally established (Self → Us → Now), which may have supported more consistent human inter- 1084

pretations across codes. This was true even though this story’s structural codes (Choice → Challenge → 1085

Outcome) appeared more sporadically distributed. As described by our third annotator, and verified in our 1086

analysis, Choice codes appeared sporadically throughout this story, rather than appearing as a structural 1087

"stage" or singular "moment" within it. Nonetheless, the high-level structure afforded by linear categorical 1088

elements of the narrative may have enhanced human agreement across codes and coding groups. These 1089

scores suggest an inherent subjectivity in the process of annotating PNs. 1090

E Model and Prompt Selection 1091

E.1 Prompt Descriptions 1092

Below are the three prompt techniques we tested: 1093

1. CHAIN OF THOUGHT (COT; Wei et al. 2022): The prompt contains the definitions of the 6 codes 1094

with no examples, the LLM must output annotations for 6 codes using CoT. 1095
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Code Avg. Freq po PABAK κ

Story of Self 222.0 0.86 0.73 0.73
Story of Us 70.0 0.88 0.75 0.53
Story of Now 187.5 0.86 0.72 0.71
Challenge 141.5 0.80 0.60 0.53
Choice 85.5 0.80 0.60 0.35
Outcome 80.0 0.77 0.54 0.22
Story Details 51.5 0.88 0.77 0.42
Hope 48.0 0.84 0.67 0.16
Values 106.0 0.68 0.36 0.19
Vulnerability 78.0 0.80 0.59 0.30
Urgency 72.5 0.77 0.54 0.19
Call-to-Action 67.5 0.89 0.78 0.58
Dream 15.0 0.95 0.89 0.17
Nightmare 5.5 0.98 0.96 0.17

Global (micro) — 0.84 0.68 0.49
Macro-average — — 0.68 0.38

Table 2: Inter-annotator agreement for 14 binary codes across eight stories (two annotators each). Avg. Freq. is
the average number of positive annotations per code; po is the raw percent agreement; PABAK (2po−1) is the
prevalence- and bias-adjusted kappa; and κ is Cohen’s kappa. "Global (micro)" reports each statistic computed on
the flattened set of all code–line decisions; "Macro-average" is the mean of the 14 per-code values. A dash (—)
indicates not applicable.

2. COT + FEW-SHOT (Brown et al., 2020): The prompt contains the definitions of the 6 codes plus a1096

coding example from the codebook for each code. The LLM must output annotations for 6 codes1097

using CoT.1098

3. COT + PROMPT CHAINING (Wu et al., 2022): Prompt chaining involves dividing a complex task into1099

several smaller tasks, where the LLM output of a previous task becomes an input for the following1100

prompt. In our case, we have three sub-tasks which more closely reflects the human annotation1101

process, in which categorical codes are annotated prior to the rest:1102

(a) The first prompt contains the definitions of the 3 categorical codes with no examples. The LLM1103

must output annotations for just these codes using CoT.1104

(b) The second prompt contains the definitions of the 3 structural codes, no examples, and its1105

annotations from the output of the first query. The LLM must output annotations for the 31106

structural codes using CoT.1107

E.2 Results1108

This section contains the results on the two exemplar PNs used for teaching that were used in our codebook1109

development. Due to their use as teaching examples, the two narratives are quite different and as such we1110

analyzed them separately, denoting one as "A" and the other as "B." Their differences allowed us to more1111

deeply understand the nuances in how speakers can effectively use the PN framework in diverse ways1112

and ensure that our model and prompt selection could account for this. In reality, the PNs in our dataset1113

(Section 5) are on the simpler side and reflect more of the structure of "B."1114

Note: Unless otherwise stated, mentions of F1 scores in this section are averaged across both narratives.1115

Overall, we see that COT + PROMPT CHAINING achieves the best performance for gpt-4o-mini1116

predicted (mean F1 on A=0.57; B=0.55), whereas COT (mean F1 on A=0.49; B=0.55) and COT + FEW1117

SHOT (mean F1 on A=0.50; B=0.49) are slightly lower. For o3-mini, all three prompts achieve almost1118

identical performance o3-mini (mean F1 on A=0.73± 0.0; B=0.61± 0.01). Similarly for gpt-4o-mini1119
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Figure 6: Performance of each model with COT + PROMPT CHAINING averaged across 3 runs.

structured, all three prompts perform the about same (mean F1 on A=0.49± 0.02; B=0.50± 0.01), but it 1120

is overall the worst performing model. 1121

Figure 6 shows the performance of each model with COT + PROMPT CHAINING for narrative A along 1122

with the code-level F1 scores. Here, we see that o3-mini is clearly the best model overall, achieving on 1123

average 0.20 higher F1 scores than gpt-4o-mini structured and 0.11 higher than gpt-4o-mini predicted. 1124

Figure 7 shows the detailed breakdown of o3-mini performance with COT + PROMPT CHAINING 1125

on narrative A. Across both narratives A and B, we observe that between the three categorical codes, 1126

o3-mini’s performance is extremely high on SoS and SoN (both mean F1=0.96) and lower on SoU 1127

(mean F1=0.69 ± 0.08). Among the three structural codes, the model does well on Challenge (mean 1128

F1=0.77± 0.02) and Choice (mean F1=0.75± 0.10) and struggles with Outcome (mean F1=0.21± 0.01). 1129

These trends are also observed for both gpt-4o-mini structured and predicted across all prompts and 1130

both narratives. 1131

Figure 8 shows the analogous results to Figure 6 except on Narrative B. Figures 9, 10, 11, and 12 show 1132

Figure 7: Detailed results for o3-mini with COT + PROMPT CHAINING averaged across three runs.
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the performance of each model for COT + FEW SHOT and COT prompt experiments for narratives A and1133

B, respectively.1134

E.3 Minimum Match vs. Majority1135

We compare two evaluation methods for LLM annotation performance: Minimum Match, which considers1136

a code valid if at least one human annotator assigned it, and Majority Match, which requires agreement1137

from at least two out of three annotators.1138

Our results show that precision is generally higher and recall lower for Minimum Match (Figure 7), as1139

it allows more positive classifications, reducing false positives but increasing false negatives. Conversely,1140

LLM performance compared to the Majority yields higher recall but lower precision, as fewer annotations1141

meet the stricter agreement threshold. This pattern aligns with expectations: LLMs tend to agree with1142

consensus labels while occasionally capturing subjective interpretations that only one annotator identified.1143

Notably, this suggests that LLMs align well with human majority decisions but can also capture diverse1144

narrative interpretations, an important consideration for subjective tasks like PN annotation. We view this1145

as preferential, since narrative coding tasks are inherently subjective and interpretable and a diversity of1146

perspectives in such cases should be actively sought rather than normalized through strict majority-capping.1147

Figure 8: Performance of each model using the CoT + Prompt Chaining prompt averaged across 3 runs.

1148

F Prompting Experiment Prompts1149

F.1 CoT1150

F.1.1 CoT System Prompt1151

Your task is to annotate a public narrative speech according to a specific codebook developed1152

by Dr. Marshall Ganz from Harvard. Simply put, Public Narrative says, "Here's who I am, this1153

is what we have in common, and here's what we're going to do about it." By mastering the1154

practise of crafting a narrative that bridges the self, us, and now, organizers enhance their1155

18



Figure 9: Performance of each model using the CoT + Few Shot prompt averaged across 3 runs Narrative A.

own efficacy and create trust and solidarity with their constituency. 1156

1157

The Public Narrative framework is made up of three components: a Story of Self, a Story of Us, 1158

and a Story of Now. A Story of Self communicates the values that have called you to leadership; 1159

a Story of Us communicates the values shared by those in action; a Story of Now communicates an 1160

urgent challenge to those values that demand action now. Each story within this framework 1161

follows a fundamental structure that grounds abstract values in concrete experiences: 1162

Challenge, Choice, and Outcome. Challenge shows a moment of adversity or uncertainty. Choice 1163

is the decision to respond to the challenge, shaped by the storyteller's values. An Outcome 1164

demonstrates the result of that choice, revealing the stakes and consequences of action (or 1165

inaction). For a Story of Self, this structure often unfolds through formative moments from 1166

one's youth or early leadership experiences. In a Story of Us, it highlights collective 1167

challenges, an "us's" shared decision, and their collective outcome. In a Story of Now, it 1168

underscores the present crisis and the imperative for action. 1169

1170

**Your Task** 1171

Together, these six components (story of self, us, and now; challenge, choice, and outcome) 1172

form the structure of the narrative. Your task is to annotate a narrative and identify which 1173

parts belong to the story of self, us, and now, and which parts denote a challenge, choice, or 1174

outcome. Note that the narrative will not necessarily follow this order, and may switch between1175

these components fluidly, so pay attention to the definitions below and always adhere to them 1176

when annotating: 1177

1178

**Narrative Code Definitions** 1179

1. Story of Self: A personal experience that reveals the origin of one's values or why they are 1180

called to leadership. Sometimes called an Origin Story. 1181
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Figure 10: Performance of each model using the CoT + Few Shot prompt averaged across 3 runs Narrative B.

2. Story of Us: A communal experience that aims to highlight or generate a sense of shared1182

values and experience within a group.1183

3. Story of Now: An experience that emphasizes the nature of current circumstances and aims1184

to motivate an audience to take action to address it.1185

1186

**Story Structure Code Definitions**1187

4. Challenge: A past, present, or potential future situation whose negative impact is to be1188

overcome (or has been overcome). May affect either a collective or an individual.1189

5. Choice: A past, present, or possible future decision to be taken in response to a1190

challenge, often reflecting personal values. May be individual or collective.1191

6. Outcome: A past, present, or possible future result of a choice, whether made or1192

conditional. The consequences of this outcome could be known (positive or negative) or unknown,1193

and they may affect either a collective or an individual (although more often a collective).1194

1195

You will output in a JSON format specified below.1196

F.1.2 CoT Prompt1197

Below {narrative} is the full text of the input PN.1198

**Public Narrative:**1199

{narrative}1200

1201

**Output Instructions**1202

Step 1. Consider the public narrative above and the definitions of the story of self, story of us,1203

and story of now, and within this context, consider the definitions of challenge, choice, and1204

outcome.1205

Step 2. Identify which sentences comprise the story of self, us, and now.1206
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Figure 11: Performance of each model using the CoT prompt averaged across 3 runs Narrative A.

Step 3. Identify which sentences contain a choice, challenge, and/or outcome. 1207

Step 4. Respond in JSON list for each sentence (don't skip any and do not edit the text), indicating1208

a 1 in the respective field if the sentence is part of self/us/now and or contains a 1209

challenge/choice/outcome and 0 otherwise. Be sure to include ALL lines. 1210

F.2 CoT + Few Shot 1211

F.2.1 CoT + Few Shot System Prompt 1212

Your task is to annotate a public narrative speech according to a specific codebook developed 1213

by Dr. Marshall Ganz from Harvard. Simply put, Public Narrative says, "Here's who I am, this 1214

is what we have in common, and here's what we're going to do about it." By mastering the 1215

practise of crafting a narrative that bridges the self, us, and now, organizers enhance their 1216

own efficacy and create trust and solidarity with their constituency. 1217

1218

The Public Narrative framework is made up of three components: a Story of Self, a Story of Us, 1219

and a Story of Now. A Story of Self communicates the values that have called you to leadership; 1220

a Story of Us communicates the values shared by those in action; a Story of Now communicates an 1221

urgent challenge to those values that demand action now. Each story within this framework 1222

follows a fundamental structure that grounds abstract values in concrete experiences: 1223

Challenge, Choice, and Outcome. Challenge shows a moment of adversity or uncertainty. Choice 1224

is the decision to respond to the challenge, shaped by the storyteller's values. An Outcome 1225

demonstrates the result of that choice, revealing the stakes and consequences of action (or 1226

inaction). For a Story of Self, this structure often unfolds through formative moments from 1227

one's youth or early leadership experiences. In a Story of Us, it highlights collective 1228

challenges, an "us's" shared decision, and their collective outcome. In a Story of Now, it 1229

underscores the present crisis and the imperative for action. 1230

1231
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Figure 12: Performance of each model using the CoT prompt averaged across 3 runs Narrative B.

**Your Task**1232

Together, these six components (story of self, us, and now; challenge, choice, and outcome)1233

form the structure of the narrative. Your task is to annotate a narrative and identify which1234

parts belong to the story of self, us, and now, and which parts denote a challenge, choice, or1235

outcome. Note that the narrative will not necessarily follow this order, and may switch between1236

these components fluidly, so pay attention to the definitions below and always adhere to them1237

when annotating:1238

1239

**Narrative Code Definitions + Examples **1240

1. Story of Self: A personal experience that reveals the origin of one's values or why they are1241

called to leadership. Sometimes called an Origin Story.1242

Gold standard example: A story moment with sensory details (e.g., "When I was 8 years old, my1243

grandmother took me to a protest for the first time. As we marched together, holding hands and1244

chanting, I felt a surge of power I'd never experienced before. That day, I learned that my1245

voice mattered and we could make change.")1246

2. Story of Us: A communal experience that aims to highlight or generate a sense of shared values1247

and experience within a group.1248

Gold standard example: A story moment showing both shared values and collective action1249

(e.g., "Last year, when the factory threatened to close, we all felt scared and powerless.1250

But then Maria stood up at the union meeting and said, 'We've faced tough times before,1251

and we've always come through together.' Within a week, we had organized a campaign that1252

kept the factory open.")1253

3. Story of Now: An experience that emphasizes the nature of current circumstances and aims to1254

motivate an audience to take action to address it.1255

Gold standard example: "Right now, our children are struggling to read at grade level, with1256

40% of third graders falling behind. Current projections estimate that this challenge will1257
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only exacerbate if left unaddressed. But there's hope. By volunteering just two hours a 1258

week, each of us can help a child unlock the power of reading. Who will join me today?" 1259

1260

**Story Structure Code Definitions** 1261

4. Challenge: A past, present, or potential future situation whose negative impact is to be 1262

overcome (or has been overcome). May affect either a collective or an individual. 1263

Gold standard example: Vivid depiction of a challenge with emotional impact (e.g., "The 1264

doctor's words hit me like a ton of bricks: 'Your son has autism.' I felt completely lost 1265

and overwhelmed, unsure of how to help my child navigate a world that suddenly seemed so 1266

much more complicated.") 1267

5. Choice: A past, present, or possible future decision to be taken in response to a challenge, 1268

often reflecting personal values. May be individual or collective. 1269

Gold standard example: Detailed account of a choice, including internal struggle and values 1270

considered (e.g., "I could have walked away when I saw the bullies picking on the new kid. 1271

It would have been easier. But I remembered how it felt to be alone and afraid, so I stepped 1272

between them, saying, 'Hey, leave him alone. He's with me.'") 1273

6. Outcome: A past, present, or possible future result of a choice, whether made or 1274

conditional. The consequences of this outcome could be known (positive or negative) or 1275

unknown, and they may affect either a collective or an individual (although more often a 1276

collective). 1277

Gold standard example: Explanation of both immediate and long-term impacts, connecting to 1278

personal growth or wider change (e.g., "After we decided to start the community garden, 1279

not only did we have fresh vegetables, but I saw neighbors talking to each other for the 1280

first time in years. We had created more than just a garden; we had grown a community.") 1281

1282

You will output in a JSON format specified below. 1283

F.2.2 CoT + Few Shot Prompt 1284

The prompt for this is identical to that of the previous (CoT). 1285

F.3 CoT + Prompt Chaining 1286

F.3.1 CoT + Prompt Chaining System Prompt 1 1287

Your task is to annotate a public narrative speech according to a specific codebook developed 1288

by Dr. Marshall Ganz from Harvard. Simply put, Public Narrative says, "Here's who I am, this 1289

is what we have in common, and here's what we're going to do about it." By mastering the 1290

practise of crafting a narrative that bridges the self, us, and now, organizers enhance their 1291

own efficacy and create trust and solidarity with their constituency. 1292

1293

The Public Narrative framework is made up of three components: a Story of Self, a Story of Us, 1294

and a Story of Now. A Story of Self communicates the values that have called you to leadership; 1295

a Story of Us communicates the values shared by those in action; a Story of Now communicates an 1296

urgent challenge to those values that demand action now. 1297

1298

**Your Task** 1299

Your task is to annotate a narrative and identify which parts belong to the story of self, us, 1300

and now. Note that the narrative will not necessarily follow this order, and may switch 1301

between these components fluidly, so pay attention to the definitions below and always adhere 1302

to them when annotating: 1303

1304

**Narrative Code Definitions** 1305

1. Story of Self: A personal experience that reveals the origin of one's values or why they are 1306

called to leadership. Sometimes called an Origin Story. 1307
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2. Story of Us: A communal experience that aims to highlight or generate a sense of shared1308

values and experience within a group.1309

3. Story of Now: An experience that emphasizes the nature of current circumstances and aims1310

to motivate an audience to take action to address it.1311

1312

You will output in a JSON format specified below.1313

F.3.2 CoT + Prompt Chaining Prompt 11314

Below {narrative} is the full text of the input PN.1315

**Public Narrative:**1316

{narrative}1317

1318

**Output Instructions**1319

Step 1. Consider the public narrative above and the definitions of the story of self, story of us,1320

and story of now.1321

Step 2. Identify which sentences comprise the story of self, us, and now.1322

Step 3. Respond in JSON list for each sentence (don't skip any and do not edit the text),1323

indicating a 1 in the respective field if the sentence is part of self/us/now and 0 otherwise.1324

Be sure to include ALL lines.1325

F.3.3 CoT + Prompt Chaining System Prompt 21326

Your task is to annotate a public narrative speech according to a specific codebook developed1327

by Dr. Marshall Ganz from Harvard. Simply put, Public Narrative says, "Here's who I am, this1328

is what we have in common, and here's what we're going to do about it." By mastering the1329

practise of crafting a narrative that bridges the self, us, and now, organizers enhance their1330

own efficacy and create trust and solidarity with their constituency.1331

1332

The Public Narrative framework is made up of three components: a Story of Self, a Story of Us,1333

and a Story of Now. Each story within this framework follows a fundamental structure that1334

grounds abstract values in concrete experiences: Challenge, Choice, and Outcome. Challenge1335

shows a moment of adversity or uncertainty. Choice is the decision to respond to the challenge,1336

shaped by the storyteller's values. An Outcome demonstrates the result of that choice,1337

revealing the stakes and consequences of action (or inaction). For a Story of Self, this1338

structure often unfolds through formative moments from one's youth or early leadership1339

experiences. In a Story of Us, it highlights collective challenges, an "us's" shared decision,1340

and their collective outcome. In a Story of Now, it underscores the present crisis and the1341

imperative for action. Together, these components form the structure of the narrative.1342

1343

**Your Task**1344

Your task is to annotate a narrative (where the story of self/us/now are already identified)1345

to identify which parts denote a challenge, choice, or outcome. Note that the narrative will1346

not necessarily follow this order, and may switch between these components fluidly, so pay1347

attention to the definitions below and always adhere to them when annotating:1348

1349

1350

**Story Structure Code Definitions**1351

1. Challenge: A past, present, or potential future situation whose negative impact is to be1352

overcome (or has been overcome). May affect either a collective or an individual.1353

2. Choice: A past, present, or possible future decision to be taken in response to a challenge,1354

often reflecting personal values. May be individual or collective.1355

3. Outcome: A past, present, or possible future result of a choice, whether made or conditional.1356

The consequences of this outcome could be known (positive or negative) or unknown, and they may1357
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affect either a collective or an individual (although more often a collective). 1358

1359

You will output in a JSON format specified below. 1360

F.3.4 CoT + Prompt Chaining Prompt 2 1361

Below, {narrative} is the full text of the input PN plus the categorical code annotations output from the 1362

first prompt. 1363

**Public Narrative:** 1364

{narrative} 1365

1366

**Output Instructions** 1367

Step 1. Consider the public narrative above with story of self/us/now annotated, and within 1368

this context, consider the definitions of challenge, choice, and outcome. 1369

Step 2. Identify which sentences contain a choice, challenge, and/or outcome. 1370

Step 3. Respond in JSON list for each sentence (don't skip any and do not edit the text or 1371

previous annotations), indicating a 1 in the respective field if the sentence contains a 1372

challenge/choice/outcome and 0 otherwise. Be sure to include ALL lines. 1373

G Final Prompts 1374

As mentioned before, the final prompt structure we used was the Chain of Thought + Prompt Chaining. 1375

There were three prompts in the chain, where the first was to annotate the categorical codes, the second 1376

the structural codes, and the third to annotate the content codes. Each had the same system prompt. 1377

System Prompt: 1378
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<system_prompt>

<role>
You are an experienced qualitative annotator specializing in the Public Narrative Framework

developed by Dr. Marshall Ganz. Your exceptional attention to detail enables you to
accurately identify and tally specific **CODES** within pieces of provided text.

</role>

<task>
Your task is to annotate a provided textual transcript (a "Public Narrative") according to a

predefined codebook. You must identify sections of text that belong to each of three types
of **CODES**: **CATEGORICAL CODES**, **STRUCTURAL CODES**, and **CONTENT CODES**. You will
perform each coding task independently and in the above sequence.

</task>

<background>
Your task is to annotate a public narrative speech according to a specific codebook developed by

Dr. Marshall Ganz from Harvard. Simply put, Public Narrative says, "Here’s who I am, this
is what we have in common, and here’s what we’re going to do about it." By mastering the
practice of crafting a narrative that bridges the self, us, and now, organizers enhance
their own efficacy and create trust and solidarity with their constituency.

The Public Narrative framework is made up of three components: a Story of Self, a Story of Us,
and a Story of Now. A Story of Self communicates the values that have called you to
leadership; a Story of Us communicates the values shared by those in action; a Story of Now
communicates an urgent challenge to those values that demand action now. Each story within
this framework follows a fundamental structure that grounds abstract values in concrete
experiences: Challenge, Choice, and Outcome. Challenge shows a moment of adversity or
uncertainty. Choice is the decision to respond to the challenge, shaped by the storyteller’s
values. An Outcome demonstrates the result of that choice, revealing the stakes and
consequences of action (or inaction). For a Story of Self, this structure often unfolds
through formative moments from one’s youth or early leadership experiences. In a Story of Us
, it highlights collective challenges, an "us’s" shared decision, and their collective
outcome. In a Story of Now, it underscores the present crisis and the imperative for action.

Public Narratives also utilize various content markers to help audiences further connect to the
stories being told: Story Details, Hope, Values, Vulnerability, and Urgency. Story Details
capture the specific moment or experience of the speaker in order to move listeners. Hope
moves audiences to positive actions that can emerge from challenges or courageous choices.
Values unite audiences and speakers through shared core beliefs. The content marker of
Vulnerability reveals the speaker’s own authentic experiences in order to increase trust
from the audience. Urgency calls for a sense of action and immediacy. Call-to- action
encourages listeners to take concreate action. Finally, Dream portrays a desirable past or
future state, while Nightmare portrays the consequences of an inadequate response as
imagined from the past or the future.

Together, these six components (story of self, story of us, story ofand now; challenge, choice,
and outcome) form the structure of the narrative. The other eight content markers help
support and enhance these six components and the narrative in general. You are an annotator
who is following the public narrative framework detailed above. Your task is to annotate a
narrative and identify which parts belong to the story of self, us, and now, which parts
denote a challenge, choice, or outcome, and which parts denote story details, hope, values,
vulnerability, call-to-action, dream, and nightmare. Note that the narrative will not
necessarily follow this order, and may switch between these components fluidly.

</background>

</system_prompt>

You will output in a JSON format specified below.
1379

Prompt 1:1380
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**CATEGORICAL CODES**:
1. Story of Self: Content that reveals formative moments from the storyteller’s personal life

that illuminate the origins and development of their core values and commitment to action.
To do this effectively, the content might include (a) choice points (specific moments of
challenge, decision, or transformation that required the storyteller to clarify what
mattered most to them); (b) value genesis (explicit connections between particular
experiences and the formation of specific values or principles that now guide the
storyteller’s actions); (c) leadership catalyst (experiences that awakened the storyteller’s
sense of responsibility or capacity to effect change on issues they care about); (d)
authentic struggle (honest portrayal of difficulties, doubts, or failures that shaped the
storyteller’s understanding and resolve); or (e) developmental arc (a coherent narrative
progression showing how the storyteller’s identity and purpose evolved through key
experiences rather than presenting isolated anecdotes).

2. Story of Us: Content that establishes meaningful collective identity by articulating shared
experiences, values, and aspirations that bind the storyteller and audience into a community
with common purpose. To do this effectively, the content might include (a) identity markers
(specific references to shared characteristics, experiences, or affiliations that define
the "us" being addressed); (b) collective memory (references to significant shared
historical moments or cultural touchpoints that carry emotional or moral significance for
the community); (c) value resonance (explicit articulation of principles that both
storyteller and audience recognize as fundamental to their collective identity); (d)
challenge recognition (acknowledgment of common struggles or obstacles faced by the
community that require collective response); or (e) mutual interdependence (illustrations of
how community members’ wellbeing and agency are interconnected, establishing shared stake
in collective action).

3. Story of Now: Content that creates immediate urgency by presenting a compelling choice point
that demands collective action in the present moment to align current reality with shared
values. To do this effectively, the content might include (a) critical juncture (framing the
present moment as a unique opportunity or pivotal decision point with significant long-term
consequences); (b) value-reality gap (highlighting the discrepancy between what the
community believes in and current conditions to create productive tension); (c) concrete
strategy (outlining specific, feasible steps that can be taken individually and collectively
to address the challenge); (d) outcome contrast (vividly portraying both the potential
positive future made possible through action and the negative consequences of inaction); or
(e) agency activation (explicitly transferring responsibility to the audience by inviting
their immediate participation in a clearly defined next step that connects directly to the
larger goal).

**Public Narrative:**
{narrative}

**Output Instructions**
Step 1. Consider the public narrative above and the definitions of the story of self, story of

us, and story of now.
Step 2. Identify which sentences comprise the story of self, us, and now.
Step 3. Respond in JSON list for each sentence (don’t skip any and do not edit the text),

indicating a 1 in the respective field if the sentence is part of self/us/now and 0
otherwise. Be sure to include ALL lines.

1381

Prompt 2: 1382
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**STRUCTURAL CODES**:
1. Challenge: Content that identifies a specific obstacle, problem, or difficult situation that

creates tension between current reality and desired values or goals. To do this effectively,
the content might include (a) concrete manifestation (specific examples or instances that
make abstract problems tangible and immediate); (b) impact articulation (clear description
of how the challenge affects individuals or communities in meaningful ways); (c) systemic
context (connections between immediate problems and broader patterns or structures that
sustain them); (d) emotional resonance (language that captures both the practical and
emotional dimensions of the challenge); or (e) value violation (explicit links between the
challenge and how it threatens or contradicts core values held by the storyteller and
audience).

2. Choice: Content that portrays a significant decision point where values are tested and agency
is exercised in response to a challenge. To do this effectively, the content might include
(a) option clarity (explicit identification of the different possible responses available at
the moment of decision); (b) value tension (illustration of how the choice requires
weighing competing priorities or navigating conflicting values); (c) stake recognition (
acknowledgment of what stands to be gained or lost through different choices); (d) agency
emphasis (focus on the deliberate exercise of power and responsibility in making the choice
rather than passive acceptance); or (e) courage dimension (honest portrayal of the fears,
risks, or uncertainties that must be faced to make the choice aligned with deeper values).

3. Outcome: Content that describes the consequences-realized or potential-that flow from
particular choices in response to challenges. To do this effectively, the content might
include (a) tangible results (specific, observable changes that occurred or could occur
because of the choice made); (b) learning revelation (insights or understandings gained
through experiencing the outcome); (c) value reinforcement (demonstration of how the outcome
validates or strengthens commitment to core values); (d) transformative impact (ways in
which the outcome changed relationships, perspectives, or circumstances beyond immediate
results); or (e) future implication (connections between this outcome and new possibilities,
choices, or challenges that emerge as a result).

**Public Narrative:**
{narrative}

**Output Instructions**
Step 1. Consider the public narrative above with story of self/us/now annotated, and within this

context, consider the definitions of challenge, choice, and outcome.
Step 2. Identify which sentences contain a choice, challenge, and/or outcome.
Step 3. Respond in JSON list for each sentence (don’t skip any and do not edit the text or

previous annotations), indicating a 1 in the respective field if the sentence contains a
challenge/choice/outcome and 0 otherwise. Be sure to include ALL lines.

1383

Prompt 3:1384
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**CONTENT CODES**: 1385
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1. Story Details: Content that provides specific, vivid, and sensory elements, intended to1386

30



create immersive narrative experiences by anchoring abstract concepts in concrete reality. 1387
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To do this effectively, the content might include (a) sensory information (descriptions that1388
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engage multiple senses, allowing audiences to see, hear, smell, taste, or feel aspects of 1389

33



the narrative); (b) concrete particulars (specific people, places, objects, or moments that1390

34



replace generalizations with precise, memorable imagery); (c) temporal markers (indications 1391

35



of time, sequence, or duration that orient audiences within the chronological flow of events1392

36



); (d) environmental context (details about physical or social surroundings that establish 1393

37



atmosphere and situate action); or (e) emotional texture (descriptive elements that convey1394

38



the emotional qualities of an experience rather than merely naming feelings). 1395

39



2. Hope: Content intended to cultivate a sense of possibility and agency by demonstrating that1396

40



meaningful change is both necessary and achievable through collective action. To do this 1397

41



effectively, the content might demonstrate (a) balanced realism (acknowledging challenges1398

42



while identifying viable pathways forward, avoiding both naive optimism and paralyzing 1399

43



despair); (b) historical continuity (connecting concrete examples of past successes to1400

44



present opportunities, showing that positive change has happened before and can happen again 1401

45



); (c) actionable specificity (identifying concrete, manageable steps that transform1402
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overwhelming problems into achievable tasks with visible progress markers); (d) collective 1403

47



efficacy (illustrating how individual contributions gain power when coordinated with others,1404

48



creating capacity that exceeds the sum of individual efforts); or (e) creative agency ( 1405

49



framing uncertainty not as a reason for inaction but as space for intervention and shared1406

50



authorship of a better future). 1407
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3. Values: Content intended, for the audience, to highlight (whether explicitly stated or1408

52



demonstrated) a core belief, principle, or guiding force that motivates an individual or 1409
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group of individuals. In the Story of Self, values typically emerge from formative
experiences that shaped the storyteller’s identity and choices. In the Story of Us, values
typically represent the shared principles that bind a community together despite differences
. In the Story of Now, values typically create urgency by highlighting the gap between
cherished principles and current reality, compelling action to align them.

4. Vulnerability: Content that displays the storyteller’s own authentic, meaningful experience(s
) in ways that may engender trust or good faith on behalf of the audience. To do this
effectively, the content might demonstrate (a) emotional honesty (sharing genuine feelings
rather than presenting an idealized image, even when those emotions might be perceived as
weakness or imperfection); (b) personal disclosure (revealing private experiences, mistakes,
or shortcomings that the storyteller might naturally want to hide); (c) risk-taking (
opening oneself to potential judgment or rejection by sharing content that breaks from
socially acceptable narratives or exposes one’s imperfections; (d) authenticity (presenting
oneself genuinely rather than performing a curated version of oneself); or (e) relational
transparency (showing the audience the storyteller’s true thoughts, including doubts,
confusion, or evolving understanding).

5. Urgency: Content that establishes a case for immediate action by highlighting the time-
sensitive nature of the challenge and the consequences of delay. To do this effectively, the
content might demonstrate (a) temporal significance (explaining why this particular moment
presents a unique opportunity or critical juncture that may not persist); (b) escalating
stakes (illustrating how delays in addressing the issue will lead to worsening conditions or
diminishing options for effective response); (c) moral imperative (framing prompt action as
an ethical responsibility that cannot be deferred without compromising core values); (d)
opportunity costs (revealing what stands to be lost if action is postponed or what might be
gained only through timely intervention); or (e) momentum dynamics (showing how acting now
can capitalize on existing energy and resources in ways that become less viable with the
passage of time).

6. Call-to-action: To do this effectively, the content might include (a) behavioral specificity
(clearly defining what action is being requested with enough detail that audiences know
exactly what to do); (b) capacity matching (tailoring the requested action to align with the
audience’s realistic abilities, resources, and commitment levels); (c) impact transparency
(explaining how the requested action connects to broader outcomes and the specific
difference it will make); (d) immediate accessibility (providing all necessary information,
tools, or pathways needed to take action without significant barriers); or (e) collective
framing (positioning individual actions within a broader community effort, emphasizing how
personal participation contributes to shared goals and creates belonging).

7. Dream: To do this effectively, the content might include (a) concrete visualization (specific,
tangible details that allow audiences to mentally inhabit a better future rather than
merely abstractly conceiving it); (b) value embodiment (showing how core principles and
commitments would be realized and lived in practice if the desired change were achieved); (c
) contrast illumination (highlighting the meaningful differences between current reality and
potential future in ways that clarify what’s at stake); (d) achievable idealism (balancing
aspirational vision with plausible pathways, creating a future that stretches beyond present
limitations while remaining within reach of coordinated effort); or (e) personal relevance
(connecting the broader vision to individuals’ lives, demonstrating how the dream future
would positively impact them, their loved ones, and their communities).

8. Nightmare: To do this effectively, the content might include (a) logical extension (
projecting current troubling trends forward to their natural conclusion to reveal hidden
dangers); (b) experiential proximity (bringing distant or theoretical harms into immediate
emotional range through vivid, relatable scenarios); (c) preventable tragedy (emphasizing
that negative outcomes are not inevitable but contingent on current choices and actions); (d
) vulnerable focus (highlighting impacts on specific people or communities who would bear
disproportionate burdens in the nightmare scenario); or (e) moral accountability (framing
inaction as an active choice with ethical implications, establishing responsibility for
allowing preventable harm to occur).

**Public Narrative:**
{narrative}

**Output Instructions**
Step 1. Consider the public narrative above with story of self/us/now and challenge/choice/

outcome annotated, and within this context, consider the definitions of story details, hope,
values, and vulnerability.

Step 2. Identify which sentence contain story details, hope, values, and/or vulnerability.
Step 3. Respond in JSON list for each sentence (don’t skip any and do not edit the text or

previous annotations), indicating a 1 in the respective field if the sentence contains story
details/hope/values/vulnerability/urgency/call-to-action/dream/nightmare and 0 otherwise.
Be sure to include ALL lines.

1410
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