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ABSTRACT

Test-time adaptation updates pretrained models on the fly to handle distribution
shifts in test data. While existing research has focused on stable optimization dur-
ing adaptation, less attention has been given to enhancing model representations
for adaptation capability. To address this gap, we propose Test-Time Ensemble
(TTE) grounded in the intriguing property of linear mode connectivity. TTE lever-
ages ensemble strategies during adaptation: 1) adaptively averaging the parameter
weights of assorted test-time adapted models and 2) incorporating dropout to fur-
ther promote representation diversity. These strategies encapsulate model diver-
sity into a single model, avoiding computational burden associated with managing
multiple models. Besides, we propose a robust knowledge distillation scheme to
prevent model collapse, ensuring stable optimization and preserving the ensemble
benefits during adaptation. Notably, TTE integrates seamlessly with existing TTA
approaches, advancing their adaptation capabilities. In extensive experiments,
integration with TTE consistently outperformed baseline models across various
challenging scenarios, demonstrating its effectiveness and general applicability.

1 INTRODUCTION

As machine learning advances with larger and more complex architectures, the demand for sub-
stantial computational resources and extensive datasets rises. This trend has made off-the-shelf pre-
trained models more valuable than training models from scratch. However, these pretrained models
often struggle with data distributions that deviate from their training environments, underscoring the
need for effective methods to adapt to diverse distribution shifts and maintain robust performance.

Test-Time Adaptation (TTA) has emerged as an online adaptation method for handling distribution
shifts in test data. By leveraging off-the-shelf models, TTA enables the adjustment of model param-
eters to better align with test distributions (Wang et al., 2021)). Previous studies have highlighted
the importance of maintaining optimization stability to prevent model collapse (Zhang et al.|[2022b;
Niu et al.}[2023 Lim et al.|[2023)). Addressing more practical environments, some research has tack-
led stability issues related to dynamic distribution shifts that static models struggle to handle (Gong
et al.| 2022; [Wang et al.| 2022} |Yuan et al.| 2023)). However, there has been limited exploration into
enhancing model representations during test time to further improve adaptation capabilities.

In parallel, several studies have explored offline methods to enhance the adaptability of off-the-shelf
models for out-of-distribution. Notably, empirical evidence suggests that fine-tuned models from a
pretrained model are ‘linearly connected’ (Neyshabur et al., 2020), with the fine-tuning operation
often approximated by first-order or linear expansions (Jacot et al., 2018; [Wortsman et al., 2022;
Evci et al.| [2022). This property enables straightforward techniques for improving domain general-
ization. For instance, several approaches have constructed ensembles by averaging the weights of
fine-tuned models (Rame et al., 2022; Wortsman et al., [2022), where these ensembles, built from a
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single model, incur no additional computational cost during inference. Recent work has also utilized
high-level dropout rates to mitigate shortcut learning and encourage diverse collaboration of exist-
ing representations (Zhang & Bottou, [2024). As a result, robust fine-tuning seeks to enhance the
representation of off-the-shelf models under linear approximation conditions, demonstrating strong
generalization performance across distribution shifts (Zhang et al., 2022a; Zhang & Bottoul 2023).

This paper explores the intersection between TTA and robust fine-tuning, both enhancing model
performance on out-of-distribution but differing in their online and offline operation, respectively.
Building on the insight that fine-tuning under linear approximation can streamline adaptation pro-
cesses, we extend this advantage to TTA. Our preliminary study empirically shows that TTA models
can exhibit the linear connectivity. This finding opens the door to incorporating advancements in
offline domain generalization into TTA to enrich versatile representations in test time.

We propose Test-Time Ensemble (TTE) that leverages ensemble strategies to dynamically enrich
representations during online adaptation. TTE constructs an ensemble network by adaptively aver-
aging the parameter weights of assorted TTA models. Notably, unlike prior methods that require
multiple predictions to improve adaptation (Jang et al., 2022} [Yuan et al., |2023)), this simple weight
averaging captures model diversity in a single model, boosting representation quality but reducing
the computational burden of multiple model inference. To further promote diverse collaboration
among the representations within TTA models, we incorporate dropout, ensuring it does not hinder
adaptation or inference. However, existing TTA models often collapse, such as consistently assign-
ing all samples to the same class. Ensemble from such unstable models can lead to performance
degradation. To address the instability, we propose de-biased and noise-robust knowledge distilla-
tion schemes to stabilize the learning of TTA models within the ensemble. TTE is straightforward to
implement and integrates effortlessly with existing TTA methods. By building on the foundational
efforts, TTE achieves a significant leap in adaptation performance.

Author contributions. 1) We reveal that TTA models exhibit linear mode connectivity, an in-
triguing insight that simplifies and enhances the adaptation process. 2) Based on this insight, we
introduce Test-Time Ensemble (TTE), a novel and computationally efficient approach that not only
enriches model representations but also stabilize TTA optimization through de-biased and noise-
robust knowledge distillation. 3) TTE integrates effortlessly with existing TTA methods, enhancing
adaptation in diverse scenarios and showing potential for applicability to future TTA methods.

2 PRELIMINARIES

This section covers the main categories of prior work and preliminary analysis that inspired the
proposed TTE. Detailed discussions of related works are included in Appendix [A]

2.1 TEST-TIME ADAPTATION

Let f(0) a pretrained model with parameters 6 for the task X}, — ) where training inputs ;. € X},
and labels y € ). TTA adapts the model f to learn X;. — ) only using out-of-distribution test
inputs x;. € A in online. The majority of objective functions in TTA are based on entropy
minimization (Wang et al., [2021), which aims to reduce uncertainty in the model’s predictions,
9 = f(we,0), by adjusting the affine transformation layers of f. Specifically, Shannon entropy
is adopted as H(y) = —>_.p(9°)logp(y°), where p(y©) denotes the probability of class ¢ with
the softmax function p. Entropy minimization offers a training-independent method that effectively
adapts off-the-shelf models for TTA. However, it is prone to model collapse, especially under severe
distribution shifts (Gong et al., 2022).

To address challenges in test-time adaptation (TTA), previous approaches have focused on ensuring
stable optimization through methods such as selecting reliable samples (Niu et al.|, 2023} 2022;
Yuan et al., [2023} [Lee et al., [2024)), maintaining prediction consistency (Wang et al.| [2022} Zhang
et al.| [2022b; [Chen et al., |2022), manipulating affine transform statistics (Gong et al., [2022; |Lim
et al., |2023} [Zhao et al., |2023)), and using robust optimizers (Niu et alJ, 2023} |Gong et al.l [2024).
In contrast, our work shifts the focus to enhancing adaptation capability, a less explored aspect of
TTA research. Some methods have aimed to improve adaptation through dense image augmentation
(Yuan et al.| 2023} Dobler et al., [2023) or multiple predictions (Jang et al., [2022)). Unfortunately,
such strategies resulted in heavy computational complexity.
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Figure 1: Accuracy trajectories of weight-space and output-space interpolated TTA models in
ImageNet-C with 15 corruptions (level 5). The interpolation is performed with adjusting o from
0 to 1 in steps of 0.1. The x-axis shows accuracy for the target corruptions (or distributions) which
two TTA models are adapted for and the y-axis for all non-targets. Interpolating model weights
(solid line) and interpolating outputs (dashed line) often show similar trajectories.

2.2  CAN TEST-TIME ADAPTATION BE APPROXIMATED BY LINEAR EXPANSION?

Domain generalization under linear approximation. Several studies provide empirical evidence
that fine-tuning a pretrained model can be approximated by a linear expansion when using a dataset
much smaller than what is needed to train the network from scratch (Jacot et al., [2018; Maddox
et al., [2021). This linear approximation simplifies the process and offers a pathway for applying
straightforward strategies to enhance domain generalization. Some researchers have revisited model
weight averaging, originally designed for convex problems (Rame et al.| 2022; [Wortsman et al.,
2022), and introduced fine-tuning methods under the premise that fine-tuning primarily leverages
existing representations in pretrained models (Evci et al.| 2022} Zhang & Bottou, 2024).

We view TTA as a form of domain generalization, where adaptation to currently shifted test samples
seeks to improve performance on future samples with potentially different distributions. Building
on previous work on fine-tuning with linear expansion, we investigate whether TTA, fine-tuning on
domain-shifted test data, can also be approximated by linear expansion.

Preliminary analysis. We investigate whether TTA models can be approximated by a linear expan-
sion. Using the setup from |Frankle et al.[(2020); Wortsman et al.|(2022)), Linear Mode Connectivity
in TTA is empirically demonstrated, as described by

(1 —a)-Accp(f1) + a-Accp(f2) < Accp((1 —a) - 01 + - 69) (1)

where 07 and 6, are the weights of two TTA models adapted to different distributions, « is a mix-
ing coefficient in the range [0, 1] and Accp is classification accuracy for a certain distribution D.
This property suggests that averaging the weights of two models can yield better performance than
each model by mimicking output-space ensemble effect. The connection between weight-space and
output-space averaging implies that 6; and 65 can be linearly approximated around the pretrained
o, indicating that they are linearly connected (Fort et al., 2020). Neural networks, being non-linear,
usually do not benefit from weight interpolation, but linear mode connectivity enables enhanced
performance. Appendix presents theoretical analysis for linear approximation in TTA.

Figure [I| presents the preliminary results for linear mode connectivity, using a visualization method
for robustness in distribution shifts (Recht et al., 2019} Taori et al., [2020). Weight-space interpo-
lation can provide higher accuracy both on target and non-target corruptions than single models,
following the accuracy trajectories of output-space interpolation. Although trajectory differences
grow as the corruption properties become more distinct (noise and blur in Figure [T (a)), perfor-
mance improvements are still valid. The results suggest that TTA models can be linearly connected
across different distributions, indicating the applicability of domain generalization strategies based
on linear approximation. Appendix describes the details of the preliminary experiments. We
also report additional preliminary results under various TTA scenarios in Appendix
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Figure 2: Overall framework of TTE. The ensemble network f. is constructed from f, using weight-
space and dropout ensembles. Ensemble outputs g, serve as predictions and drive de-biased, noise-
robust knowledge distillation to enhance the representation and stability of f,. The procedures
integrate seamlessly with existing TTA methods, yielding significant accuracy improvements across
three representative methods. Stronger methods achieve even higher performance through TTE.

3 TEST-TIME ENSEMBLE

We propose a test-time ensemble (TTE) approach, designed to enhance the adaptation capabilities
of existing TTA methods (Figure 2). TTE is built on a teacher-student framework, comprising an
adapter network f, and an ensemble network f.. The proposed TTE involves 1) constructing f,
from orignal TTA models f, through adaptive ensemble strategies and 2) distilling the knowledge
from f, to f, to ensure stable optimization. The proposed knowledge distillation maintains linear
mode connectivity between f, and f. during TTA and also mitigates model collapse, a common
issue in TTA processes. Further details are provided in the following sections.

3.1 ENSEMBLE STRATEGIES FOR ENHANCING ADAPTATION PERFORMANCE

TTE uses the same input view for both f. and f, without augmentation. Instead of multiple pre-
dictions with dense augmentations in teacher-student frameworks (Wang et al., 2022} |Yuan et al.,
2023)), we propose computationally efficient ensemble strategies to enhance the representation of f,.

Adaptive weight-space ensemble. Our preliminary results in Figure [T|underscore two insights: 1)
TTA models even adapted to different distributions would have non-redundant representations and
their ensemble are further beneficial for diverse distribution shifts. 2) Weight-space interpolation can
emulate the rich representations of ensembles with a single model, eliminating the computational
burden of multiple models at test time. In this paper, we propose an online weight-space ensemble
approach, where the weights of f. is iteratively updated via an exponential moving average (EMA)
as 0, + mb. + (1 — m)0, with a momentum m, where 0. and 6, denote weights of f. and f,,
respectively. Our preliminary findings suggest that using a wide range of momentum m does not
hinder optimization but rather enhances domain adaptation. Thus, we propose an adaptive EMA
modulated by the divergence L, ;, which measures the probability distance between f,. and f,,.

m=mg-e Lrr/T 2)

where mg is a base momentum and 7 is a temperature controlling sensitivity to the divergence. Eq.
[2 promotes a lower momentum to actively construct ensembles when f, and f, have different repre-
sentations. This adaptive scheme is particularly valuable in online TTA, where data distributions are
unknown and subject to dynamic shifts. The method for calculating the divergence L,; is described
in Section[3.2

Dropout ensemble. Dropout is traditionally used to introduce noise that hinders optimization, pre-
venting overfitting, and is typically applied in long-range learning a non-linear function from scratch.
However, recent studies have shown that applying dropout during fine-tuning create diverse collab-
oration between existing features |Zhang & Bottou| (2024), based on the assumption that fine-tuning
a pretrained model is a near-linear process that primarily leverages existing representations [Evci
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Figure 3: Failure case study. Classification accuracy in applying the proposed ensemble strategies
to a conventional TTA approach (Tent, Wang et al.| (2021)). The loss barrier between f, and f.
is measured, as a common metric for assessing linear mode connectivity between them (Eq. [/]in
Appendix). The predictions in (b) and (d) present the model outcomes of ensemble f.. Details of
this study are included in Appendix [D.T]

et al.| (2022)); Jacot et al|(2018). Building on this insight, TTE incorporates dropout in the penul-
timate layer of f, during test-time adaptation as f,(-; p) = he(dropout(g,(-),p)), where h, and
g, are the linear head and the backbone of f,, respectively, and p is the dropout probability. This
dropout encourages model diversity of f, during exploring distribution shifts in test data, which is
then transferred to f. through weight-space ensemble.

3.2 DE-BIASED AND NOISE-ROBUST KNOWLEDGE DISTILLATION

Existing TTA models often collapse, such as consistently assigning all samples to improperly biased
classes (Niu et al.| [2023)). To solve the issues, TTE employs a robust knowledge distillation objective
within a teacher-student framework for stable optimization, addressing a key degradation factor in
output y.: bias as a prominent aspect of model collapse.

De-biased distillation. Simply constructing ensembles with unstable TTA models can rather de-
grade performance. Figure [3]illustrates failure cases: while ensemble improves performance under
glass blur, it degrades as the TTA model collapses under shot noise, providing long-range biased
predictions (Fig. 3(d)). In terms of linear mode connectivity, the loss barrier spikes as the TTA
model f, begins to collapse (Fig. 3(c)). This indicates that the linear connectivity between the TTA
model f, and its ensemble f, is disrupted on the loss surface, stopping the benefits of the ensemble
for adaptation. To solve collapse issues, we introduce a de-biased representation g/, for knowledge
distillation to reduce improper bias in f, and maintain linear mode connectivity. First, we quantify
the accumulated bias ¢y, in f, by applying EMA to the first-order batch statistics of y,, as follows

M
1 Z .
Cpigs < T * Chigs + (1 - Tl) ‘ M ya,i (3)
i

where n is a momentum constant, M is a batch >
size and ¢yp;,, is initialized as all zero. Due to &
the long-range effects of improper bias, Cp;qs £
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more likely to intensify the bias in f, during Figure 4: Comparisons of standard and reverse

distillation. Third, for bias-guiding samples, KL divergence with Gaussian noise on ImageNet-
Ye,i is adjusted to construct de-biased repre- C (Level 5), combined with the TTA objective
sentations g, ;. The g ; is generally described ~(Tent,[Wang et al|(2021)).

with a weight function w(s) = max(0, « - s) with a scale « as follows

Uoi = Yei — w(S;) - Chias- (4)
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When s; > 0, 9., is adjusted with cp;,5 to introduce the effects of label smoothing, increasing the
probabilistic distance between 9, ; and ¢, during distillation. This adjustment acts as a regularizer
for the unsupervised TTA process, helping to prevent model collapse.

Noise-robust distillation. Besides, to mitigate the impact of noisy predictions in g., which are
used as pseudo-labels for f, during distillation, we employ reverse KL divergence as the distillation
objective. Figure ] compares standard and reverse KL divergence when they integrate with a con-
ventional TTA approach. Reverse divergence improves accuracy over standard one by penalizing the
gradient of incorrect predictions. True labels are used to distinguish correct from incorrect samples,
and the gradient ratio is calculated by dividing the gradient of incorrect predictions by that of correct
ones. These findings are consistent with results observed in supervised learning with noisy labels
(Wang et al.,2019b). The mathematical analysis is included in Appendix

Consequently, the proposed knowledge distillation objective is mathematically defined as the
Kullback-Leibler (KL) divergence between the predictions of f, and f. as L.pi(9a,9.) =
KL(9,||y.). This term is also used to dynamically update the momentum value in Eq.

3.3 OBIECTIVE FUNCTION IN TTE

Consequently, the objective function for TTE combines the existing TTA objective Ly, with the
knowledge distillation objective L, ;. Note that Ly, is usually based on entropy H(y,) in prior
TTA approaches (Wang et al., 2021; Niu et al., 2023} |Lee et al.,|2024). The combined objective can
be interpreted as aiming to reduce the uncertainty of ¢y, while ensuring noise-robust alignment with
the de-biased ensemble output from g, as given by

Ltte (yaa Qé; ea) = Ltta (’ga; 90,) + erl(’.{/aa f/é; 9(1)' (5)

To avoid over-tuned hyperparameter configurations, the two objective terms are assigned equal
weights. Beyond basic entropy minimization, some prior approaches have proposed reliable sam-
ple selection or weighting strategies (Niu et al.| 2022} |Lee et al., 2024), and robust optimization
techniques (Niu et al |2023). In our framework, we integrate these methods directly into the Ly,
objective. Algorithms outline how TTE performs with each prior approach in Appendix

4 EXPERIMENTS

Datasets and models. We conducted experiments with four benchmark datasets: ImageNet-C
(Apache-2.0 License) (Hendrycks & Dietterich, 2019) assesses adaptation performance under 15
types of corruptions at five severity levels, reflecting extreme distribution shifts from the original Im-
ageNet (Deng et al.,2009). All experiments were conducted at level 5, the most severe. ImageNet-S
(MIT License) (Wang et al.,|2019a) and ImageNet-R (MIT License) (Hendrycks et al.,|[2021) eval-
uated adaptation performance under natural distribution shifts. Unlike ImageNet-C’s artificial cor-
ruptions, ImageNet-S features sketch-style images for every ImageNet classes, while ImageNet-R
includes diverse renditions of 200 ImageNet classes, such as art, cartoons, graffiti, etc. ImageNet-
V2 (MIT License) (Recht et al., 2019) consists of data sampled after a decade of progress on the
original ImageNet dataset. It was used to measure performance unaffected by adaptive overfitting,
offering a measure of adaptation performance to intrinsic shifts.

We evaluated two types of architectures: Vision Transformer Base (ViTBase) and ResNet-50 with
Group Normalization (ResNet50-GN). Architectures with batch normalization were excluded due
to their batch size sensitivity and instability during the TTA process (Niu et al., [2023; [Mounsaveng
et al.,[2024). The models’ parameters were initialized using pre-trained weights from the PyTorch
Image Models library (Wightman, |2019). For adaptation, the affine parameters of normalization
layers in each architecture were trainable. For the ensemble strategies in TTE, the temperature 7
was set to 1.0 with a dropout ratio of 0.9 for ResNet50-GN, and 7 = 10.0 with a dropout ratio of
0.4 for ViTBase. The value of mg was fixed at 1.0 for both ResNet and ViT models. For de-biased
knowledge distillation, n was set to 0.99 and « to 3.0. These settings were consistent across all
test-time scenarios and baseline methods integrated with TTE to avoid over-tuned hyperparameter
configuration. When integrating TTE with existing TTA approaches, we followed the original im-
plementations and hyperparameter settings as specified in their papers to ensure accurate evaluation
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Table 1: Integration with previous TTA approaches. Classification accuracy (%) with Label Shifts
and Batch Size 1 setups (ImageNet-C, level 5). Underline depicts performance improvement when
applying TTE. Bold numbers are the best results.

Label Shifts | Gauss ~ Shot Impul Defoc Glass Motion Zoom Snow  Frost Fog Brit  Contr Elastic Pixel JPEG | Avg

ResNet50-GN | 180 198 179 198 114 214 249 404 473 336 693 363 186 284 523 | 306
o Tent 3.9 4.6 47 164 60 272 290 189 274 24 721 461 81 524 561 | 250
eTent+TTE | 362 384 373 296 258 361 386 502 488 549 721 477 400 530 564 | 444
® SAR 331 35 352 189 208 333 298 278 449 352 719 466 7. 521 562 | 367
*SAR+TTE | 359 384 373 297 253 362 374 498 480 532 719 476 391 528 562 | 439
® DeYo 281 443 429 234 166 415 61 529 520 202 732 530 377 600 594 | 408
®DeYo+TTE | 430 453 4.0 344 336 434 460 552 536 610 734 544 515 610 602 | 50.7
ViTBase | 94 6.7 83 291 234 340 270 158 263 474 547 439 305 445 476 | 299
o Tent 30.9 1.0 232 549 532 588 543 133 125 698 763 663 597 698 668 | 474

o Tent + TTE 46.6 454 479 55.4 54.4 59.0 553 62.7 62.0 69.9 76.4 66.3 61.7 69.8 67.0 | 60.0

* SAR 466 295 481 552 542 590 546 580 441 698 762 661 609 697 666 | 572
*SAR+TTE | 486 464 484 558 552 594 558 632 624 701 764 664 624 700  67.0 | 60.5
® DeYo 491 359 536 576 586 638 375 679 660 731 779 665 686 735 701 | 613
eDeYo+TTE | 540 547 552 589 597 645 621 683 667 739 780 683 693 738 703 | 65.2

Batch Size I | Gauss ~ Shot  Impul Defoc Glass Motion Zoom Snow  Frost Fog Brit  Contr Elastic Pixel JPEG | Avg
ResNet50-GN | 18.0 19.8 17.9 19.8 11.4 214 249 404 47.3 33.6 69.3 36.3 18.6 284 523 | 30.6

o Tent 31 4.1 37 166 52 272 290 177 251 19 720 462 81 527 563 | 246
o Tent + TTE 416 439 427 338 312 410 441 535 522 593 731 513 478 577 S58.1 | 487
© SAR 234 265 239 184 151 286 303 444 448 274 723 447 146 470 561 | 345
® SAR + TTE 259 286 267 237 177 308 324 480 461 42.1 722 452 342 477 561 | 385
o DeYo 413 442 424 237 251 414 199 546 522 19 734 534 399 509 597 | 422
eDeYo+TTE | 425 449 435 348 328 433 459 558 537 605 734 544 510 609 604 | 505
ViTBase | 94 6.7 83 200 234 340 270 158 263 474 547 439 305 445 476 | 299
o Tent 432 16 440 526 489 558 512 223 215 670 750 649 543 672 644 | 489
o Tent + TTE 492 488 501 562 558 602 569 643 636 714 769 670 641 707  68.1 | 61.6
o SAR 209 366 419 534 505 574 529 5001 572 689 755 656 581 689 659 | 569
© SAR + TTE 436 404 443 552 531 592 554 6lLS 619 7007 767 667 619 702 673 | 592
o DeYo 5301 512 543 588 506 640 374 681 664 737 783 682 685 737 705 | 63.1
eDeYo+TTE | 538 540 546 591 597 644 623 684 668 739 783 685 692 739 707 | 652

of TTE’s effects. Comparative methods are introduced in each comparison section. Implementation
details are provided in Appendix[C.1]and [C.2]

4.1 COMPARISON STUDY

Integration with previous TTA approaches. TTE Table 2: Classification accuracy (%) with
was applied to three representative TTA approaches the Mix Shifts setup (ImageNet-C, level 5).
to verify its effectiveness and general applicability: Underline depicts improvement when apply-
Tent (Wang et al.| 2021) introduced entropy mini- ing TTE. Bold presents the best results.
mization; SAR (Niu et al., 2023)) added sharpness-

EOCIE] T P . - Methods ResNet50-GN  ViTBase
aware entropy minimization for optimization stabil- oAl 06 9
ity; and DeYO (Lee et al.} 2024) introduced object- © Adapt : :

= . o Tent 33.1 523
based sample weighting and selection. We followed o Tent+TTE 387 572
the three wild test scenarios from [Niu et al.| (2023) * SAR 38.1 57.1
using ImageNet-C: Label Shifts where batches are :SD/:\I;STTE % %
class-imbalanced with most samples belonging to  DeYO+TTE 2.9 60.6

the same class, Batch Size 1 where each batch con-
tains only one sample, testing adaptation with minimal information, and Mix Shifts where batches
contain samples from various distributions, testing adaptation with multiple shifts simultaneously.

Table [T] presents classification accuracy across 15 distributions in ImageNet-C with the two setups
of Label Shifts and Batch Size 1. Table [2] shows classification accuracy for the Mix Shifts setup.
The results along with the standard deviations are detailed in Table [T4] and [T5] Integrating TTE
(+TTE) significantly improved accuracy compared to using the original methods alone. Interest-
ingly, while Tent initially performed worse than SAR, Tent+TTE achieved comparable results to
SAR+TTE in Label/Mix Shifts and even outperforms SAR+TTE in Batch Size 1 (48.7% vs. 38.5%
on ResNet50-GN, and 61.6% vs. 59.2% on ViTBase). This suggests that sharpness-aware optimiza-
tion in SAR has less benefit for adaptation with small batch size. The DeYO+TTE delivered the
best performance across all challenging scenarios, outperforming DeYO. Specifically, it achieved
an average accuracy improvement of +9.9% in Label Shifts, +8.3% in Batch Size 1, and +11.1% in
Mix Shifts on ResNet50-GN, and +3.9%, +2.1%, and +1.9% on ViTBase. Notably, +TTE remained
stable across most setups while previous methods experienced model collapse in certain cases (e.g.,
shot noise in Label Shifts). The experiments showed that TTE can enhance adaptation performance
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Table 3: Continual TTA with non-i.i.d. conditions. Classification accuracy (%) with ImageNet-C
(level 5). Bold numbers are the best results.

| Adaptation Order (—) |
Methods | Gauss Defoc Snow Contr Shot Glass Frost Elastic Impul Motion Fog Pixel Zoom  Brit JPEG | Avg
ResNet50-GN | 18.0 198 404 363 19.8 114 473 18.6 179 214 336 284 249 693 523 | 30.6
o Tent 3.9 1.8 1.6 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.6
o CoTTA 23.5 5.5 2.0 0.7 04 0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 22
e SAR 33.1 168 447 446 423 188 457 378 397 9.3 3.1 2.1 0.7 54 1.2 | 230
e DeYO 28.1 3.7 7.2 0.9 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 2.8
o TTE (w. DeYO) | 43.0 317 527 523 451 364 522 536 409 430 591 603 474 689  59.0 | 49.7
ViTBase | 94 29.1 158 439 6.7 234 263 305 83 340 474 445 270 547 476 | 299
o Tent 30.9 18.5 7.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.1 3.9
e CoTTA 34.1 13.6 2.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 34
e SAR 46.6 542 547 490 387 389 453 453 375 400 458 500 373 586 48.6 | 46.0
e DeYO 49.1 367 633 614 528 499  59.1 622 489 540 615 692 22 648 672 | 535
o TTE (w. DeYO) | 54.0 552 646 625 542 559 626 668 520 591 685 699 552 749 684 | 616

Table 4: TTA with natural distribution shifts. Classification accuracy (%) with ImageNet-Sketch
(S), ImageNet-Rendition (R), ImageNet-V2 (V2). Bold numbers are the best results.

(a) Label Shifts (b) Batch Size 1
Methods S R v2 Avg Methods S R V2 Avg
ResNet50-GN 29.2 40.8 68.9 46.3 ResNet50-GN 29.2 40.8 68.9 46.3
o Tent 30.8 41.5 68.9 47.1 o Tent 319 42.1 68.9 47.6
e CoTTA 30.8 41.2 68.8 46.9 o CoTTA 26.7 40.6 68.7 45.3
e SAR 30.6 41.6 68.9 47.0 e SAR 31.6 41.9 68.9 47.5
e DeYO 34.6 44.4 68.9 49.3 e DeYO 37.0 46.0 69.0 50.7
o TTE (w. DeYO)  36.9 45.1 68.9 50.3 o TTE (w. DeYO) 39.1 47.1 69.0 51.7
ViTBase 18.2 43.1 66.2 37.9 ViTBase 18.2 43.1 66.2 379
o Tent 8.8 419 68.9 39.8 o Tent 7.0 40.6 69.1 38.9
e CoTTA 28.4 45.1 67.5 47.0 e CoTTA 24.0 46.0 66.9 45.6
e SAR 17.8 45.1 68.5 43.8 e SAR 264 44.7 69.4 46.8
e DeYO 424 58.6 71.1 57.3 e DeYO 43.6 59.8 712 582
o TTE (w. DeYO) 43.6 59.1 71.1 57.9 o TTE (w. DeYO) 45.0 61.3 71.3 59.2

even further when paired models have stronger representations. TTE would have potential to boost
performance in future TTA methods.

Continual TTA with non-i.i.d. conditions. We extended the ImageNet-C scenarios to continual
TTA with non-i.i.d. distributions and classes. These challenging scenarios require models to adapt to
imbalanced classes (Label Shifts) across 15 corruptions continuously, a setting where TTA models
are prone to collapse. For comparison, we included CoTTA (Wang et al.|[2022), originally designed
for continual TTA with a teacher-student framework. Table [3| reports classification accuracy, with
detailed results and standard deviations in Table TTE consistently achieved the highest average
accuracy, with 49.7% on ResNet50-GN and 61.6% on ViTBase, while other methods, including
DeYO, showed unstable and near-zero accuracy in later adaptation stages (all comparative methods
on ResNet50-GN and Tent, CoTTA on ViTBase). The results highlight that ensemble strategies
improve model representations for better adaptation, while robust knowledge distillation stabilizes
TTA optimization and prevents model collapse. Furthermore, we conducted these experiments with
other baseline methods integrated with TTE, as shown in Table[T] and compared their performance
in addressing the issue of catastrophic forgetting in Figure[§]

Natural distribution shifts. We evaluated adaptation under natural distribution shifts by combining
two challenging scenarios: Label Shifts and Batch Size 1. Table ] presents classification accuracy
for both ResNet50-GN and ViTBase. TTE proved highly effective on natural distribution shifts,
consistently outperformed DeYO with a +1.0% gain on ResNet50-GN and +0.6% on ViTBase for
Label Shifts, and a +1.0% on ResNet50-GN and +1.0% on ViTBase in the Batch Size 1. Notably,
the ensemble strategies demonstrated strong benefits on ImageNet-R where natural shifts occur con-
currently, outperforming DeYO across all cases. However, in ImageNet-V2, which features intrinsic
shifts, TTE provided modest gains (0.0% to 0.1%) compared to DeYO, suggesting that further in-
vestigation is needed for this type of shift. Additionally, Table[I2]reports the results of other baseline
methods integrated with TTE.

Computational complexity. Integrating TTE required only an additional feedforward pass for fe,
resulting in minimal computational overhead. Table [9]in Appendix compares the computational
complexity with baseline models. Further discussion is provided in Appendix
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Table 5: Impacts of TTE components on classification accuracy (%) in Label Shifts with ImageNet-
C. DB: de-biasing in knowledge distillation, WSE: weight-space ensemble with adaptive momen-
tum, RKL: reverse KL divergence, Do: dropout ensemble.

Methods Gauss  Shot Impul Defoc Glass Motio Zoom Snow Frost Fog Brit Contr Elast Pixel JPEG | Avg
ResNet50-GN 180 198 179 19.8 114 214 249 404 473 336 693 363 186 284 523 | 30.6
DeYO 28.1 443 429 234 166 415 6.1 529 520 202 732 530 377 600 594 |408
+DB 328 363 359 237 208 356 329 499 471 517 726 490 366 552 57.6 |425
+DB+WSE 425 447 436 343 327 428 442 538 525 592 732 535 494 595 597 | 497
+DB+WSE+RKL 426 449 439 344 330 429 444 540 527 595 733 537 499 596 597 | 499
+DB+WSE+RKL+DO | 43.0 453 440 344 336 434 460 552 536 610 734 544 515 610 602 | 50.7
ViTBase 9.4 6.7 8.3 29.1 234 340 270 158 263 474 547 439 305 445 476 | 299
DeYO 49.1 359 536 576 586 638 375 679 660 731 779 665 68.6 735 70.1 | 613
+DB 493 478 504 570 561 607 558 649 643 717 780 665 650 720 689 | 619
+DB+WSE 53.0 507 54.1 587 590 633 596 673 661 734 782 685 682 732 699 | 642
+DB+WSE+RKL 534 533 544 589 593 638 596 677 664 737 782 685 685 734 70.1 | 64.6
+DB+WSE+RKL+DO | 54.0 547 552 589 597 645 621 683 667 739 780 683 693 738 703 | 652

0.981 FA’W’H
0.961

m

-
B Constant m - 59.8% (avg.)

£ —— Window averaged m ‘ W Adpative m - 61.6% (avg.)
0.941 T
60
0.92 I I I I 55
000 il | I i . | | | I B s

Gauss Defoc Snow Glass Frost Elastic Impulse Motion Zoom Br\éht
Adaptation order (-)

Accuracy (%)

Figure 5: Momentum profile in Continual TTA with non i.i.d. conditions (left axis). Classification
accuracy (%) of TTE, reported to compare constant m and adaptive m in this setup. (right axis)

4.2 ABLATION STUDY

Impact of the proposed components. We analyzed the contribution of each proposed component
to improving the baseline DeYO. Table [5] shows classification accuracy as components are added
sequentially. First, we constructed a conventional teacher-student framework with DeYO, updated
using EMA with m = 0.999 and standard KL divergence for knowledge distillation, which are
the standard setting in such frameworks (Performance for this setup is not included). Adding de-
biasing in knowledge distillation (+DB) prevented collapse and led to general gains of +1.7% on
ResNet50-GN and +0.6% on ViTBase in average. Introducing the weight-space ensemble with
adaptive momentum (+WSE) improved performance across all distributions, with average gains of
+7.2% on ResNet50-GN and +2.3% on ViTBase. Replacing the standard KL divergence with reverse
KL (+RKL) provided the average gains of +0.2% on ResNet50-GN and +0.4% on ViTBase. Lastly,
applying dropout to f, (+DO) further improved average accuracy by +0.8% on ResNet50-GN and
+0.6% on ViTBase.

Adaptive momentum. Table [6] compares the proposed adap- Table 6: Classification accuracy
tive momentum scheme with the conventional constant scheme (%) with varying momentum val-
across a wide range of m values in Label Shifts for TTE ues in TTE (ImageNet-C, level 5).
with DeYO. The commonly used value of m = 0.999

from other momentum-based approaches (Wang et al. 2022} ResNet50-GN _ ViTBase
Yuan et al] [2023) did not yield significant ensemble ef- DeYO 408 61.3
fects, resulting in lower accuracy. In contrast, lower momen- m = 0.999 43.0 62.0
tum values enhanced the ensemble effect, leading to better 228:39 ‘5‘3;2 gi:g
performance—specifically m = 0.5 for ResNet50-GN and m =05 50.7 64.6

Adaptive m 50.7 65.2

= 0.99 for ViTBase. The proposed adaptive momentum
scheme, which lower momentum based on probabilistic dis-
tance, achieved the best performance for ViTBase. For ResNet, lower momentum generally worked
well. These results are consistent with our preliminary study, which observed linear mode connec-
tivity between TTA models.

To further verify effectiveness of the adaptive scheme, we tested it in the challenging scenario of
Continual TTA with non-i.i.d. conditions for ViTBase, where distribution shifts were sequentially
changed. Figure [5]illustrates the momentum values during TTA and compares classification accu-
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Figure 6: Hyperparameter Sensitivity. Average classification accuracy (%) in Label Shifts
(ImageNet-C, level 5). If not specified in experiments, the default values were: dropout ratio =
0.9, 7 = 15.0 for ResNet50-GN and dropout ratio = 0.4, 7 = 15.0 for ViTBase.

racy between constant and adaptive schemes. Note that the constant momentum value was set to
m = 0.99, as it achieved the best performance in Table[§] As shown in Figure 5] momentum values
were adjusted to lower levels during transitions to new distributions, actively promoting ensemble
construction. This dynamic adjustment led to a +1.8% accuracy improvement. For additional study,
the proposed adaptive weight averaging is compared with stochastic weight averaging (Izmailov

et all 2018) in Appendix [D.3]

Ensemble hyperparameter sensitivity. Figure [6]illustrates the impact of varying ensemble hyper-
parameters (with DeYO) on ViTBase and ResNet. It is noteworthy that TTE steadily outperformed
DeYO across different hyperparameter values, demonstrating the low sensitivity of hyperparameter.
For dropout, increasing the ratio generally enhanced accuracy compared to a ratio of 0.0. However,
the extreme case of a high dropout ratio above 0.9 led to decreased accuracy in ViTBase while led
to increased accuracy in ResNet. For the temperature 7 controlling decaying factor in adaptive mo-
mentum, TTE achieved the best performance with 7 = 1.0 for ResNet and 7 = 10.0 for ViTBase.

Analysis for de-biasing scheme. The de- i
biasing scheme, which penalizes biased rep-
resentations in knowledge distillation, is more
closely related to optimization stability than to
adaptation capability. To assess optimization
stability, Figure [/| presents the standard devia-
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tion of performance across three random seeds.
As a, controlling de-biasing degree in ., ap-
proched 1.0, classification accuracy dropped
and standard deviation increased, indicating the
models struggled with biasing under certain
random seeds. When the bias update rate n ap-
proached 1.0, accuracy decreased with greater
standard deviation, suggesting the update was
too slow to estimate bias properly. Extensive
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Figure 7: Average classification accuracy (%)
with standard deviation in Label Shits for ViT-
Base, with varying hyperparameters in de-biasing
scheme. The values for ensemble hyperparame-
ters were set to dropout ratio=0.4 and 7 = 15.0.

experiments with « = 3.0 and n = 0.99 con-

firmed the de-biasing scheme effectively prevented model collapse in diverse test-time scenarios.
However, we observed the sensitivity of the proposed de-biasing scheme with true-biased scenario
where same class samples were fed into the model consecutively over 100 times. Further analysis is
included in Appendix [D.6]

5 CONCLUSION

We proposed a novel test-time adaptation (TTA) approach, TTE, that enhances the performance of
existing methods through ensemble strategies. TTE consistently improved adaptation, demonstrated
broad applicability, and remained computationally efficient. Extensive experiments confirmed its
effectiveness, and notably, TTE exhibited exceptional stability, preventing model collapse across
four datasets and four test-time scenarios. This approach holds significant potential for advancing
future TTA developments.

10
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A RELATED WORK

Test-time adaptation (TTA), using pretrained models, has become essential for adjusting to distri-
bution shifts in test data (Wang et al., 2021). Many existing methods have focused on optimizing
stability to prevent model collapse amid dynamic distribution shifts, by selecting reliable samples
(Niu et al., 2023} 2022; [Yuan et al., |2023)), ensuring consistency in predictions (Wang et al., 2022}
Zhang et al. [2022b} [Chen et al, [2022), manipulating affine transform statistics (Gong et al., [2022;
Lim et al) 2023 Zhao et al.l 2023)) and using a robust optimizer (Niu et al.| 2023} |Gong et al.,
2024)). However, enhancing model representation for adaptation capability remains less explored to
date. Similar to the proposed TTE, several researchers have adopted student-teacher networks and
employed an exponential moving average strategy to update the teacher network (Wang et al., 2022}
Yuan et al., 2023; Dobler et al., 2023} (Chen et al.,[2022). Unlike TTE, however, they typically have
introduced a weight-averaged network to ensure optimization stability and minimize abrupt model
changes by using a high momentum value for the average, close to 0.999. To achieve relevant rep-
resentations, these methods have often utilized dense image augmentation or relied on source data.
Unfortunately, such strategies resulted in increased computational complexity.

Test-time training, similar to TTA, has been designed to actively adjust a pretrained model to dis-
tribution shifts using test data. Unlike TTA, which domain adaptation processes are independent
of the training phase, test-time training starts by developing a training process that can be extended
into a test phase for adaptation (Sun et al., 2020). Most strategies have implemented a combined
optimization of supervised and self-supervised learning during a training phase, subsequently per-
forming the self-supervised learning with test data (Sun et al.| 2020; [Liu et al.| 2021} |Gandelsman
et al., 2022). However, dependence on specific training procedures and architectures, designed for
self-supervised objectives, could restrict the methods’ applicability to various off-the-shelf models.
Additionally, these methods sometimes demanded substantial computational resources due to the
intensive augmentations used in self-supervised learning (Gandelsman et al.| 2022).

Fine-tuning under linear approximation has garnered significant attention as an efficient strategy
for adapting complex pretrained models to downstream tasks. Research has shown that the later
stages of training deep neural networks often stabilize within nearly-convex regions, suggesting that
the landscape of the models’ cost functions is more tractable (Izmailov et al.l 2018} [Frankle et al.,
2020; Fort et al.,[2020). This observation persists even when fine-tuning large networks with datasets
much smaller than those required to train a model from scratch. Further advancing this concept,
fine-tuning processes have been approximated by a first-order Taylor expansion, transforming the
process into a linear system based on Neural Tangent Kernel (NTK) features (Maddox et al.| 2021}
Jacot et al., 2018). More recently, notable approaches have proposed averaging the weights of
various fine-tuned models, effectively replicating the performance of output ensembles across both
in-distribution and out-of-distribution datasets, and underscoring the near-linear characteristics of
the fine-tuning process (Wortsman et al.| 2022} |Rame et al., 2022). Inspired by these intriguing
findings, we aim to develop a TTA method based on the premise that test-time tuning of pretrained
models can also exhibit near-linear characteristics.

Constructing versatile representations is crucial for improving generalization performance, espe-
cially in distribution shifts. Researchers have increased the versatility of representations by diversi-
fying architectures, datasets, and hyper-parameters (Dvornik et al., 2020; [Chowdhury et al., 2021}
Ganaie et al.|2022), rather than merely enlarging dataset sizes. Some studies have collected features
from different models (Li et al., 2023)), while others have integrated diverse representations through
weight averaging (Wortsman et al., [2022; [Rame et al.| [2022)). Notably, recent research has shown
that redundant representations, although not beneficial for in-distribution performance, can signifi-
cantly enhance out-of-distribution generalization (Zhang & Bottoul 2023). Building on this concept,
the proposed components in TTE aim to cultivate versatile representations during test time, thereby
enhancing performance against unexpected distribution shifts.
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B DETAILS OF THE PRELIMINARY STUDY

B.1 THEORETICAL ANALYSIS OF LINEAR MODE CONNECTIVITY IN TTA

Our preliminary experiments suggest that weight-space interpolation can mimic the effects observed
in output-space interpolation. It is crucial, however, to understand the conditions under which
weight-space interpolation can theoretically approximate output-space interpolation. Previous re-
search (Mu et al.l |2020; Maddox et al., 2021} has proposed approximating the fine-tuning process
using a first-order Taylor expansion, resulting in a linear system that operates on Neural Tangent Ker-
nel (NTK) features (Jacot et al., 2018} [Fort et al., 2020). We extend this hypothesis to TTA, a specific
form of fine-tuning, positing that it can similarly be approximated by a linear expansion. Under this
framework, weight-space interpolation approximates output-space interpolation correctly.

Proposition. If for any 6 within © = {(1 — )6, + a3 : o € [0, 171} the function f(6) can be
approximated linearly around 6y as follows: f(6) = f(6o) + V f( (90 (6 — 6o), then weight-space
interpolation between 67 and 6 is equivalent to performing an output-space mterpolation. Here, 6
denotes the parameter of a pretrained model.

Proof. We initiate with output-space ensemble and retrieve weight-space ensemble

(1—a)f(61)+ af(b2)

=(1—a)f(f) + (L — a)Vf(0o) (61 — bo) + af(Bo) + aV f(6o) T (62 — 6o)

= f(60) + Vf(60) " (1 — @) (61 — 6o) + (62 — 6p)) (6)
= f(60) + Vf(60) " ((1 — a)1 + afls — b5))

= f((1 — )by + abs)

B.2 PRELIMINARY STUDY FOR LINEAR MODE CONNECTIVITY

We conducted a preliminary study to empirically investigate the linear connectivity between two
TTA models and to suggest strong cues for the benefits of weight-space interpolation for TTA. All
experiments in the preliminary study were performed with ImageNet-C (severity level 5) by using
Tent (Wang et al.L|2021). The sample selection scheme suggested in|[Niu et al.|(2023) was integrated
with Tent to prevent model collapse and to clearly analyze the linear property in TTA. The details of
experimental procedures are as follows:

1. We performed TTA for four corruptions individually, which were Gaussian noise, defocus
blur, snow, and contrast.

2. Two TTA models were interpolated with a mixing coefficient « in both output and weight
spaces.

3. Classification accuracy was measured over all 15 corruptions in ImageNet-C (level 5), by
using the predictions from the two types of interpolation.

4. We repeated the second and the third steps by changing « in [0, 1].

Accuracy values averaged across two target corruptions were used as x values in Figure[I] to show
adaptation performance. Accuracy over all other corruptions were used as y values to show gener-
alization performance.

B.3 EXPANDING TO VARIOUS TTA SCENARIOS

Inspired by the results in Appendix [B.2] we conducted an additional preliminary study to verify the
effects of linear mode connectivity across various TTA scenarios. In this study, four corruptions
(Gaussian noise, defocus blur, snow, and contrast) were selected as target distributions, while the
remaining corruptions were considered as non-target distributions. We assessed weight-space inter-
polation through two scenarios: single-instance TTA, where each model adapts to one corruption,
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and continual TTA, where a model sequentially updates across four target distributions, reflect-
ing practical settings. The classification accuracy for both target and non-target corruptions was
measured after TTA processes.

Single-instance TTA. We constructed a ensemble by averaging the parameters of four models with
0.25 mixing coefficients. Table [/|compares the performance of each TTA model and their ensem-
ble. Interestingly, the ensemble model achieved the best average performance on both target and
non-target corruptions, suggesting that merely averaging model parameters can effectively capture
diverse representations from multiple models.

Continual TTA. Model parameters were saved before transitioning to subsequent corruptions,
yielding three intermediate models plus a final model. Table [8| compares the performance of the
final model against the ensemble of the four models with 0.25 coefficients. The ensemble models
generally outperformed the continual models, demonstrating that linear mode connectivity remains
valid in continual setups. Notably, even with the sample selection scheme in the baseline TTA mod-
els, the continual model collapsed in the sequence of D— S— C— G, providing near-zero accuracy,
while the ensemble model mitigated the performance degradation.

Table 7: Classification accuracy (%) under single-instance TTA. Note that WSE stands for weight-
space ensemble. G,D,S and C represent Gaussian noise, defocus blur, snow and contrast respec-
tively. Bold and underlined numbers are the best and the second best results.

Target corruptions Non-target corruptions
ER a & Y > & & S5 & . & > ©)

Method 0§ Q&}Q %§ Q§ Avg %@ \é‘Q & é&\ /\)Qo‘ Q‘O% Q°% P <§;§ Q-Qg‘ \Q‘O Avg
No adapt ‘ 9.4 29.1 158 439 ‘ 24.6 ‘ 6.7 8.3 234 340 270 263 474 547 305 445 476 ‘ 31.8 ‘
TTA (G) 51.0 284 423 29.1 | 377|478 517 299 388 324 49.0 442 702 395 571 571 |47.1
TTT (D) 129 572 385 525|403 | 11.8 121 352 534 404 421 0600 71.7 344 573 574|432
TTA (S) 210 355 609 374|387 | 163 208 314 433 320 582 526 747 408 557 57.8 |44.0
TTA (C) 140 435 290 67.7 | 386 | 114 131 302 46.1 347 392 614 655 322 539 565|404
WSE (G+D+S+C) | 30.7 457 495 56.0 | 455|262 316 345 495 382 51.1 593 73.7 387 60.6 60.5 | 47.6

Table 8: Classification accuracy (%) under continual TTA with four corruption orders. Notations
are identical to Table [}

Target corruptions Non-target corruptions
g & @ $ S S & & £ & & & F 2 KL

Method 0‘}0 & ofo Q§ Avg & \SQ & § /\)DO ‘4@ IS %¢ Q’}‘V QQ’V \QQ/ Avg
No adapt | 94 291 158 439|246 6.7 83 234 340 270 263 474 547 305 445 476 | 318 |
TTA(G—=D—S—C) | 387 525 402 66.1 | 494|369 399 350 505 331 510 601 752 383 624 635 ]49.6
WSE (G+D+S+C) 459 517 491 56.1 | 50.7 | 435 468 359 504 364 538 586 754 399 633 629 |515
TTA (C— G—D—S) | 404 464 425 519|453 |38.1 408 274 449 279 517 521 742 352 60.1 624 | 468
WSE (C+G+D+S) 436 513 499 641 | 522|398 443 353 514 383 525 61.8 745 385 625 633 | 511
TTA(S=C—-G—=D) | 440 558 563 622 | 546|412 445 381 537 414 528 613 758 415 614 637|523
WSE (S+C+G+D) 400 486 60.0 64.0 | 53.1 | 355 407 378 516 394 569 609 756 425 62.7 638 | 516
TTA (D—S—C—=G) | 02 0.3 02 0.1 02| 02 01 0.2 0.1 01 04 01 99 0.6 23 37 1.6
WSE (D+S+C+G) 24 169 35 68 | 74 | 28 1.9 49 115 49 185 131 623 11.6 448 44.1 | 20.0
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C DETAILS OF IMPLEMENTATION

C.1 BASELINE MODELS

We utilized pre-trained ViT-bas and ResNetSO-G obtained from the publicly available PyTorch
Image Models repository Wightman| (2019). The public models used were trained on ImageNet-1k
for image recognition tasks. The implementations of the comparative methods were obtained from
their public repositories and followed the guidelines outlined in their original papers. Additionally,
when integrating TTE with existing TTA approaches, we followed the original implementations and
hyperparameter settings as specified in the respective papers to ensure accurate evaluation of TTE’s
effects. Further details are provided below.

Tent (Wang et al., 2021 ﬂ Tent used stochastic gradient descent (SGD) with a momentum of 0.9 as
the optimizer. The learning rate was set to 0.00025 for ResNet50-GN and 0.001 for ViTBase. For
a batch size of 1, the learning rates were adjusted to 0.00025/32 for ResNet50-GN and 0.001/64 for
ViTBase. The trainable parameters included all affine parameters in the normalization layers.

CoTTA (Wang et al., 2022 used the Adam optimizer with a learning rate of 0.0025 for ResNet
and 0.001 for ViTBase. The method employed model-specific hyperparameters and reported their
values for ResNet, prompting us to search for optimal values for ViTBase. The restoration factor
p was explored within the range [0.01,0.9], and the EMA smoothing factor o was searched within
[0.1,0.001]. Based on performance, we selected p = 0.7 and o = 0.001 for ViTBase, while for
ResNet, we followed the author’s recommendation with p = 0.01 and o = 0.001. Additionally,
the augmentation confidence threshold p;;, was set to 0.1. All weights in the architectures were
trainable.

SAR (Niu et al.} 2023ﬂused SGD with a momentum of 0.9 as the optimizer. The learning rate was
set to 0.00025 for ResNet50-GN and 0.001 for ViTBase. For a batch size of 1, the learning rates
were adjusted to 0.00025/16 for ResNet50-GN and 0.001/32 for ViTBase. We set the sharpness
threshold to p = 0.05 and the entropy threshold to Ey = 0.4 - In(1000). The learnable parameters
included affine parameters in the normalization layers, while the top layers were frozen: layer 4 in
ResNet and blocks 9-11 in ViTBase.

DeYO (Lee et al., 2024ﬁ used SGD with a momentum of 0.9 as the optimizer. The learning rate
was set to 0.00025 for ResNet50-GN and 0.001 for ViTBase. For a batch size of 1, the learning rates
were adjusted to 0.00025/16 for ResNet50-GN and 0.001/32 for ViTBase. The required hyperpa-
rameters for DeYO are the entropy threshold 7y, the probability difference threshold 7p; pp, and the
normalizing factor Entg. We set 75, = 0.5 x In(1000), 7ppp = 0.3, and Enty = 0.4 x In(1000).
The learnable parameters included the affine parameters in the normalization layers, while the top
layers were frozen: layer 4 in ResNet and blocks 9-11 in ViTBase.

+ TTE (Ours) employed SGD with a momentum of 0.9 as the optimizer. The learning rate was set
to 0.00025 for ResNet50-GN and 0.001 for ViTBase. For a batch size of 1, the learning rates were
adjusted to 0.00025/16 for ResNet50-GN and 0.001/32 for ViTBase. The temperature 7 was set to
1.0 with a dropout ratio of 0.9 for ResNet, and 7 = 10.0 with a dropout ratio of 0.4 for ViTBase. For
the de-biasing scheme, o = 3.0 and n = 0.99 were used. Note that a linear ramp-up was applied
to gradually increase m from 0.0 to mg over initial 100 iterations for a batch size of 64, and initial
6400 iterations for a batch size of 1, where ensemble effects were insignificant. After the ramp-up
phase, the active momentum scheme was applied. The trainable parameters in TTE were identical
to those of the baseline model with which TTE was integrated.

1https://storaqe.qooqleapis.com/vit_models/auqreq/B_l67i21k7300epflr_
0.001-aug_mediuml-wd_0.1-do_0.0-sd_0.0--imagenet2012-steps_20k-1r_0.
Ol-res_224.npz

“https://github.com/rwightman/pytorch-image-models/releases/download/
v0.l-rsb-weights/resnet50_gn_alh2-8fe6c4d0.pth

‘https://github.com/DequanWang/tent

‘nttps://github.com/ginenergy/cotta

Shttps://github.com/mr-eggplant/SAR

®https://github.com/Jhyunl7/DeYO
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https://github.com/DequanWang/tent
https://github.com/qinenergy/cotta
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https://github.com/Jhyun17/DeYO
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C.2 ALGORITHMS

TTE was integrated into three existing methods to verify its effectiveness and broad applicability:
Tent (Wang et al.| [2021)), SAR (Niu et al.| [2023)), and DeYO (Lee et al.l[2024). TTE was seamlessly
incorporated by leveraging the optimization procedures and sample selection/weighting mechanisms
originally proposed in these methods. The algorithms for Tent, SAR, and DeYO are detailed in Al-
gorithm(T] 2] and 3] respectively, with the parts introduced by TTE highlighted in blue. Importantly,
TTE required few implementation lines, adding minimal computational burden.

Algorithm 1: TTE + Tent (Wang et al., 2021)

Input: Test samples Diest = {:ci}il‘il, adapter model fq (+; 0a, p) With trainable parameters 0o C 04 and a dropout
ratio p, ensemble model fe(-; 0e) with ée aligned to éa, bias vector ¢p;qs, Step size 7 > 0, momentum m,
debiasing parameters n, c.

Output: Predictions {ge,; } ;.

Initialize éa — 50, 0~e — 9~o, Chias < 0;

for ; € Dy, do

Predict 'gu,i = fa(a:i; O, /7)7 Qe,i = fe(ms; 95) and compute entropy E(:’Ja,i; Oa);

Compute weight w(ge,;) and de-biased representation Qé I

Compute KL(QL”HQQZ, 0.) and total objective Lite:

Lite (?)a,i:ﬁé,i? ea) = E('ga,i? ea) + KL('ga,,ng,e,i; ea)

Compute gradient g = Véa Lite(Ya,i, ?3:3,1'5 0a);

Update éa +— éa —ng;

Compute momentum 7 from Eq and update ensemble parameters: ée —m- ée +(1—m)- éa;
Compute first-order batch statistics g, ; = % Ef\; 1 Ya,is

Update bias vector: cyiqs <= 1+ Chias + (1 — 1) - pg, .3
end

Algorithm 2: TTE + SAR (Niu et al.| 2023)

Input: Test samples Diest = {mz}f\i 1> model fo(+; 0a, p) with trainable parameters 04 C 0, and a dropout ratio p,
ensemble model fe¢(+; 6¢) with ée aligned to éa, bias vector cp;q s, Step size n > 0, neighborhood size p > 0,
Tene > 01in Eq. (2), eg > 0 for model recovery. momentum m, debiasing parameters n, a.

Output: Predictions {g.,;}} ;.

Initialize éa — 50, ée — éo, moving average of entropy e,, = 0 ¢Cpiqs < 0;

for ; € Diesr do

Predict §o,s = fa(®i;0a, p), Ye,i = fe(®s;0c) and compute entropy E; = E(Ya,i;0a);

if £; > 7g, then

continue;
end
Compute weight w(ge,;) and de-biased representation g, FH

Compute K L(Ya,:||9, ;; 0a) and total objective Lie:

Ette(@a,iy?)/e,ﬁ 0a) = E(Ya,i;0a) + KL(Qa,iHQé,i%ea)

Compute gradient Véa Lite(Ya,i, Qé,i; 0a);
Compute é() per Eq. (4);
Compute gradient approximation: g = V5 Lite(Ga,i» U ;3 9a)loeco)s
Update O — 00 — ng;
Compute momentum m from Eq and update ensemble parameters: O < m -0 + (1—=m) - 0q;
Compute first-order batch statistics g, ; = % Zf\le Ya,is
Update bias vector: cpigqs ¢ 1+ Chiqs + (1 —n) - Ky i
em = 0.9 X em + 0.1 X E(Yq,i;0a + €(0a)) if em # 0 else E(x;; 0a + €(0a));
if e;, < e then
Recover model weights: Oa < 00, 0o « o
end

end
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Algorithm 3: TTE + DeYO (Lee et al., [2024))

Input: Test samples Diest = {; ﬁl, model fq(+;0q, p) with trainable parameters 04 C 0, and a dropout ratio p,
ensemble model fe¢(+; 6¢) with O aligned to 04, bias vector Cpias, an object-destructive transformation A, step
size n > 0, and hyperparameters Ento, Tgn, 7pLpp > 0, momentum m, debiasing parameters n, a.

Output: Predictions {g;} .

Initialize 0~a — 50, ée — éo, Chias < 0;

for ; € Diesr do

Predict §o,; = fa(®i;0a, p), Ye,i = fe(®i;0c) and compute entropy E; = E(Yaq,i;0a);
if £; > 7g, then
continue;
end
Obtain x}, = A(x;);
Compute pseudo-label probability difference PLPDg (x;, 2} );
if PLPD@ (mi, m;) < TpPLPD then
‘ continue;
end
Compute weight w(ge ;) and de-biased representation g}éﬂ.;
Compute KL(Qa,iHQé,i; 0. ) and total objective Lite:
Lite(Pa.ir Ut i30a) = E(Ya,i;0a) + KL(Ya,illGe 53 0a)
Compute sample weight ag, (;);
Compute the overall loss Lpeyo = ag, (@) - Lite;
Compute gradient g = Véa Lpeyo;
Update éa “— éa —ng;
Compute momentum m from Eq and update ensemble parameters: ép +—m- ée + (1 — m) . éa;
Compute first-order batch statistics Hig; = % Zivzl Ya,is
Update bias vector: cpiqs = 1 Chias + (1 — 1) - pg, ;3
end

C.3 COMPUTATIONAL COMPLEXITY

Integrating TTE required only an additional feedforward pass for f., resulting in minimal computa-
tional overhead. Table 0] details the computation and runtime required for adaptation with ViTBase
under Gaussian noise (ImageNet-C, level 5). ViTBase was chosen for its superior performance over
ResNet. Integrating TTE introduced an additional network, f., requiring only a single feedforward
pass to compute y., adding minimal computational overhead. For example, a single feedforward
pass without adaptation took 3 minutes 57 seconds. That was why TTE integration resulted in about
a 4-minute increase in GPU time. In contrast to CoTTA, which relied on dense augmentations and
multiple feedforward passes for knowledge distillation, TTE maintained efficiency by requiring only
a single pass.

Table 9: Computational complexity and runtime for adaptation using ViTBase under Gaussian noise
(ImageNet-C, level 5) with a Label Shifts setup. The total sample size is 100,000. Bold numbers
present accuracy gain by applying TTE.

Methods #Model #Forward #Backward Other Computation GPU time (100k images)  Accuracy (%)
No adapt 1 100k - n/a 3 min 57 sec (x1.0) 94

Tent 1 100k 100k n/a 8 min 12 sec (x2.1) 30.9
SAR 1 100k+75k 75k+72k weight perturbation 14 min 46 sec (x3.7) 46.6
DeYO 1 100k+92k 75k probability difference 11 min 49 sec (x3.0) 49.1
CoTTA 2 200k+479k 100k anchor probability 81 min 14 sec (x20.5) 34.1
Tent+TTE 200k 100k 12 min 30 sec (x3.2) 46.6(+15.7)
SAR+TTE 2 200k+72k 72k+72k Lyki» Chias 20 min 30 sec (x5.2) 48.6(+2.0)
DeYO+TTE 200k+89k 72k 15 min 47 sec (x4.0) 54.0(+4.9)
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D FURTHER ANALYSIS

D.1 FAILURE CASE ANALYSIS

In this section, we analyzed failure cases when applying ensemble strategies to TTA alone. Two en-
semble strategies were applied to a representative TTA method, Tent (Wang et al., [2021): construct-
ing an ensemble network f. through a weight-space ensemble of the original TTA model f, and
using knowledge distillation with standard KL divergence between outputs. Additionally, dropout
was applied to the penultimate layer of f, to further enhance ensemble representations. The hyper-
parameters for ensemble strategies were set as mg = 1.0, 7 = 1.0 and a dropout ratio 0.6.

We evaluated classification accuracy under the challenging Label Shift scenario on ViTBase and
ImageNet-C (level 5). To gain deeper insights, the loss barrier between f, and f. was measured as
a typical metric for assessing linear mode connectivity, following [Fort et al.|(2020). The loss barrier
was calculated along a linear interpolation path between the models in weight space, as described
by

max (R(&a) - % (R(ae) + R(Ga)>) : )

a€gl0,1]

where R(6,) = + va L(fo(2i;64),v:) and « is interpolation coefficient in [0,1]. Here, L is
classification loss with input x and label y.

Table [I0] compares TTA with and without the two ensemble strategies. Figure [3] visualizes the
average accuracy profile and prediction distributions for two representative datasets. The results
show that TTA is unstable in the challenging scenario and can sometimes perform worse than no
adaptation, due to biased class predictions (we call it model collapse). Applying ensemble strategies
could occasionally worsen performance by constructing ensembles with unreliable f,. Additional
methods are needed to prevent the model from biasing.

Table 10: Classification accuracy (%) of ViTBase measured under Label Shifts (ImageNet-C, level
5). Red number indicates lower performance than without adaptation, signifying model collapse.
Bold number highlights the best performance.

Gauss Shot Impul Defoc Glass Motio Zoom Snow Frost Fog Brit Contr Elast Pixel JPEG | Avg
No Adapt 9.4 6.7 83 29.1 234 340 270 158 263 474 547 439 305 445 476 | 299

TTA 20.1 1.2 19.0 549 534 589 54.1 143 136 698 763 664 598 69.8 669 | 46.6
TTA + Ensemble | 47.0 14 327 555 548 595 554 149 176 708 769 667 620 704 67.5 | 50.2

D.2 MATHEMATICAL ANALYSIS OF REVERSE KL DIVERGENCE

In this section, we mathematically analyzed the robustness of reverse KL divergence in the context
of TTA. Since KL divergence is asymmetric, swapping its inputs resulted in different effect. To
understand this difference, we computed the gradients of both standard and reverse KL divergence
when integrated with a typical TTA objective. Specifically, we used Tent (Wang et al.| [2021), which
minimized Shannon entropy via —g, log(g, ). The objective L. could be described in two ways as

| H(ga)+ KL(9.||g,) for Standard
Lute(a; e) _{ H(9,) + KL(y.||y,) for Reverse ®)

where H(9a) = — 3. p(95) log p(95) and K L(p(:)lp(9:) = — 3. p(92) log(p(9¢) /p(95))-
Here, p(y¢) denotes the probability of class ¢ with the softmax function p. To simplify expressions,
p(95) and p(y.©) are denoted as ¢S and ¢/°. The gradient magnitude of the objective function is
calculated for the weight 6, as

OLtte(Ya, )| [ Y. —(1+1logqS +q/¢/q5) for Standard %
90, | >, —loggy for Reverse (
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In standard KL divergence, the term ¢'¢/q¢ produces larger gradients for samples where ¢.° is high
but ¢/¢ is low. This term results in those misaligned samples being implicitly weighted more dur-
ing gradient updates, as compared to samples where ¢/° and ¢¢ align. While this weighting can
be beneficial when ¢/¢ is reliable, it may lead to overfitting to noise if ¢/ is noisy. In contrast, re-
verse KL divergence lacks the ¢/¢/qS term, treating all samples only based on ensemble prediction
(= > logql). Figure empirically supports the analysis by comparing classification accuracy and
gradient ratio during TTA process. Reverse KL divergence reduces the gradient weight on incorrect
predictions while increasing it for correct ones.

D.3 FURTHER EXPERIMENTS FOR TENT+TTE AND SAR+TTE

To further validate the robustness of TTE, we revisited the experiments in Tables (3 and |4} incor-
porating other baselines integrated with TTE (e.g., Tent+TTE and SAR+TTE). Tables |1 1| and
present the additional results alongside some previous findings, demonstrating consistency with the
DeYO+TTE results and reaffirming the effectiveness of TTE.

Table 11: Continual TTA with non i.i.d. conditions. Classification accuracy (%) with ImageNet-C
(Ievel 5). Underline depicts performance improvement when applying TTE. Bold numbers are the
best results.

| Adaptation Order — |

| Gauss  Shot Impul Defoc Glass Motion Zoom Snow  Frost Fog Brit ~ Contr Elastic Pixel JPEG | Avg
ResNet50-GN | 18.0 19.8 17.9 19.8 114 214 249 404 473 336 693 36.3 186 284 523 | 306
® Tent 3.9 1.8 1.6 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.6
o Tent + TTE 36.2 279 468 481 421 304 494 452 368 347 503 528 394 670 559 | 442
e SAR 33.1 16.8 447 446 423 188 457 378 397 9.3 3.1 2.1 0.7 5.4 1.2 23.0
e SAR + TTE 35.9 283 469 489  43.1 30.7  50.1 456 382 355 515 544 397 678 57. 449
e DeYO 28.1 3.7 7.2 0.9 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 2.8
e DeYO + TTE | 43.0 317 527 523 451 364 522 536 409 43.0 591 603 474 689 59.0 | 49.7
ViTBase | 94 439 305 445 29.1 6.7 8.3 27.0 158 234 340 547 263 474 476 | 299
o Tent 30.9 18.5 7.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.1 3.9
e Tent + TTE 46.6 516 610 599 495 513 60.8 628 494 552 645 684 525 746  66.1 | 583
e SAR 46.6 542 547 490 387 389 453 453 375 400 458 500 373 586  48.6 | 46.0
e SAR + TTE 48.6 538 623 628 515 542 622 648 515 577 668  69.8  55.1 753 615 | 603
e DeYO 49.1 367 633 614 528 499  59.1 622 489 540 615 692 22 648 672 | 535
e DeYO + TTE | 54.0 552 646 625 542 559 626 668 520 591 685 699 552 749 684 | 61.6

Table 12: TTA with natural distribution shifts. Classification accuracy (%) with ImageNet-Sketch
(S), ImageNet-Rendition (R), ImageNet-V2 (V2). Underline depicts performance improvement
when applying TTE. Bold numbers are the best results.

(a) Label Shifts (b) Batch Size 1
Methods S R V2 Avg Methods S R V2 Avg
ResNet50-GN  29.2 40.8 68.9 46.3 ResNet50-GN  29.2 40.8 68.9 46.3
o Tent 30.8 41.5 68.9 47.1 o Tent 31.9 42.1 68.9 47.6
o Tent+TTE 334 42.1 68.9 48.1 o Tent+TTE 36.2 44.1 68.9 49.7
e SAR 30.6 41.6 68.9 47.0 e SAR 31.6 419 68.9 47.5
e SAR+TTE 325 419 68.9 47.8 e SAR+TTE 317 418 68.9 475
e DeYO 34.6 444 68.9 49.3 e DeYO 37.0 46.0 69.0 50.7
e DeYO+TTE  36.9 45.1 68.9 50.3 ¢ DeYO+TTE  39.1 47.1 69.0 51.7
ViTBase 18.2 43.1 66.2 37.9 ViTBase 18.2 43.1 66.2 37.9
o Tent 8.8 41.9 68.9 39.8 o Tent 7.0 40.6 69.1 38.9
e Tent+TTE 369  52.1 69.1 527 e Tent+TTE 385 537 69.3 53.8
e SAR 17.8 45.1 68.5 43.8 e SAR 26.4 447 69.4 46.8
e SAR+TTE 370 519 68.8 52.6 e SAR+TTE 337 504 68.9 51.0
e DeYO 424 58.6 71.1 57 e DeYO 43.6 59.8 71.2 58.2
e DeYO+TTE  43.6 59.1 71.1 579 ¢ DeYO+TTE  45.0 61.3 71.3 59.2

D.4 FURTHER EXPERIMENTS FOR CATASTROPHIC FORGETTING

The proposed TTE effectively prevents model collapse and demonstrates stable optimization across
extensive TTA experiments. To further evaluate its stability, we conducted additional experiments to
determine whether TTE can address catastrophic forgetting—a phenomenon where a model exhibits
severe performance degradation on source domain dataset after adaptation. To test this, we concur-
rently measured the accuracy on the clean ImageNet dataset immediately after each adaptation to
a distribution in Table [TT} Figure [§] shows that integrating TTE successfully mitigates forgetting
issues, whereas other baseline methods suffer from them.
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Figure 8: Comparison of preventing catastrophic forgetting on Continual TTA with non-i.i.d. con-
ditions. Classification accuracy on in-distribution data (ImageNet). Each point was measured after
TTA on each out-of-distribution data in Table

D.5 FURTHER EXPERIMENTS FOR WEIGHT AVERAGING STRATEGY

The proposed ensemble strategy is inspired by weight-averaging methods originally developed for
offline domain generalization. In this section, we compare the proposed adaptive weight-averaging
method with the stochastic weight-averaging (SWA) method (Izmailov et al., 2018). For this com-
parison, we create a variant of the TTE method by replacing the proposed ensemble strategy with
SWA while keeping all other components identical. SWA focuses on the uniform averaging of TTA
models generated during the TTA process and is implemented as follows:

Wswa * Mmodels T W
Wena swa * Tvmodels (10)
Nmodels + 1

where nmodels Tepresents the number of ensemble models, wsyw, and w denote the parameters of the
TTA model f, and the ensemble model f., respectively. The value of npeges is determined by the
frequency f of model selection during TTA. We extensively optimized f within the range [1, 20]
and selected 1 for ResNet50-GN and 5 for ViTBase to achieve maximum performance. Table
presents the comparison results on ImageNet-C under the Label Shifts setup. The results indicate
that the proposed adaptive scheme achieves higher adaptation performance compared to the SWA
approach.

Table 13: Comparison study between different weight averaging schemes. Classification accuracy
(%) with the Label Shifts setup (ImageNet-C, level 5). Note that swa stands for stochastic weight
averaging. Bold numbers are the best results.

Label Shifts | Gauss ~ Shot  Impul Defoc Glass Motion Zoom Snow  Frost Fog Brit  Contr Elastic Pixel JPEG | Avg
ResNet50-GN | 18.0 19.8 17.9 19.8 11.4 21.4 24.9 40.4 473 33.6 69.3 36.3 18.6 28.4 52.3 | 30.6

DeYO 28.1 443 429 234 16.6 41.5 6.1 529 52.0 20.2 732 53.0 377 60.0 594 | 408
+ TTE (swa) 39.8 42.9 41.6 30.2 28.7 39.8 40.4 529 50.9 58.4 73.3 51.6 45.1 57.5 585 | 474
+ TTE (ours) 43.0 453 44.0 344 33.6 434 46.0 55.2 53.6 61.0 73.4 54.4 515 61.0 60.2 | 50.7

ViTBase | 94 6.7 8.3 29.1 234 34.0 27.0 15.8 26.3 47.4 54.7 439 30.5 44.5 476 | 29.9

DeYO 49.1 35.9 53.6 57.6 58.6 63.8 375 67.9 66.0 73.1 77.9 66.5 68.6 735 70.1 | 61.3
+ TTE (swa) 535 53.6 54.4 58.7 59.4 63.7 60.7 67.9 66.3 73.9 78.3 68.4 68.7 73.6 702 | 64.7
+ TTE (ours) 54.0 54.7 55.2 58.9 59.7 64.5 62.1 68.3 66.7 73.9 78.0 68.3 69.3 73.8 703 | 65.2

D.6 FURTHER EXPERIMENTS FOR LONG-RANGE TRUE-BIASED SCENARIOS

The proposed de-biasing scheme is designed to prevent the model from biasing towards specific
classes, a key issue when models collapse. However, in cases where true label stream is heavily
biased (i.e., a model encounter the same class samples consecutively for over 100 iterations), we
assessed whether the de-biasing scheme could still perform effectively. To simulate extreme sce-
narios, we combined a batch size of 1 with the Label Shifts setup, where class-imbalanced streams
persisted over 100 iterations.

Figure [9] shows the average accuracy across all distributions in the Label Shifts setup for ViTBase.
Unfortunately, the default de-biasing configuration (o« = 3.0, n = 0.99) penalized true-biased
predictions, providing lower accuracy than the baseline DeYO. By reducing the de-biasing strength
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(v = 1.0) and more gradually estimating model bias (n = 0.999), TTE stabilized and achieved
higher accuracy than DeYO. However, over-tuning hyperparameter based on test data performance
could be controversial. Future work should explore additional methods to distinguish between true
bias and false bias, which can lead to model collapse.
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Figure 9: Average classification accuracy (%) in varing with hyperparameter of de-biasing schemes
in Lable Shifts for ViTBase (ImageNet-C, level 5). The extremely biased scenario is used to assume
that same class samples are fed into the model consecutively over 100 times.
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E MAIN RESULTS WITH STANDARD DEVIATION

In this paper, experiments were conducted with three different random seeds: 2022, 2023, and 2024.
The results presented in Tables [I] [2] and [3]include the mean values across these three repetitions.
The corresponding standard deviations are provided in Tables[T4] [T5] and [T6] respectively.

Table 14: Integration with previous TTA approaches. Classification accuracy (%) with Label Shifts
and Batch Size 1 setups (ImageNet-C, level 5). Underline depicts performance improvement when
applying TTE. Bold numbers are the best results.

Label Shifts | Gauss ~ Shot  Impul Defoc Glass Motion Zoom  Snow  Frost Fog Brit ~ Contr Elastic Pixel JPEG | Avg
ResNet50-GN | 18.0 19.8 17.9 19.8 11.4 214 249 404 473 336 693 363 18.6 284 523 | 30.6
3.9 4.6 4.7 16.4 6.0 27.2 29.0 18.9 27.4 2.4 72.1 46.1 8.1 524 56.1 25.0

o Tent £027  £05  £024 004  £2.06  £06  +194  +10  £051  £025  £003 02  +£076  +£003  +0.07 | 048
oTent+TTE | 362 384 373 206 258 361 386 502 488 549 721 477  40.1  53.0 564 | 444
S0 ¥023  F011  F005 021  *00 004 022  +023  F006 014  £001 016 007 +0.13 002 | 006

© SAR 33.1 36.5 352 18.9 20.8 333 29.8 27.8 449 352 71.9 46.6 7.6 52.1 56.2 36.7
1079 +017 X072 4051 X119 1041 378  +604  +£036 £2221  £005 018  +224  +011  £0.09 | £1.04

© SAR + TTE 3519 384 373 297 R5%) 362 374 498 480 532 719 476  39.1 528 56.2 | 439
£025  £029 £0.08 £032  £04 £0.1 £016  £0.19 018  £053  £006  F021  £029  £004 009 | £0.09
© DeYo 28.1 44.3 429 234 16.6 415 6.1 529 520 202 732 53.0 37.7 60.0 594 | 40.8
+1889  £0.07  +042  £073  £10.19  £034  £118  +046  £0.19  £27.32  £008  £025 £1493  +0.1 +005 | 4087
o DeYo+ TTE | 430 453 440 344 336 434 460 552 536 610 734 544 515 610 602 | 50.7
+031  £027 X004 X017 £038 028 £02I £013  £008  £031  £0014 £035 £044 £003  £005 | £0.13

0.
6.7 83 29.1 234 34.0 27.0 15.8 26.3 47.4 54.7 439 30.5 445 476 | 29.9

ViTBase | 94
© Tent 309 1.0 232 54.9 53.2 58.8 54.3 13.3 12.5 69.8 76.3 66.3 59.7 69.8 66.8 474
en +11.44 +0.15 +6.06 +0.04 +0.27 +0.13 +0.2 +0.91 +0.86 +0.03 +0.06 +0.18 +0.47 +0.06 +0.09 +1.01

oTent+TTE | 466 454 479 554 544 590 553 627 620 699 764 663 617 8 670 | 600
+£033 £0.09 £0.07 £0.05 £0.19 £0.08 +0.13 £0.08 +0.14 +0.14 £0.15 +0.16 £023 +0.06 £0.05 £0.05
466 295 481 552 542 590 546 580 441 698 762 661 609 697 666 | 572

¢ SAR +2.46 +14.73 +1.37 +0.07 +0.06 +0.08 +0.31 +5.7 +2.78 +0.14 +0.14 +0.18 +0.27 +0.06 +0.08 +0.91
© SAR + TTE 48.6 46.4 48.4 55.8 55%2) 59.4 55.8 63.2 62.4 70.1 76.4 66.4 62.4 70.0 67.0 | 60.5
+042  E187  E165  £005 £022  £0.02  £0.17  E02 017  EO0I +0.05  £022  £0.08  £007  £0.09 | 024

DeY 49.1 : 53.6 57.6 58.6 63.8 37.5 67.9 66.0 73.1 77.9 66.5 68.6 735 70.1 613
® Dexo +5.79 +25.22 +0.9 +0.29 +0.11 +0.07 +21.33 +0.15 +0.04 +0.06 +0.04 +0.09 +045 +0.08 +0.09 +3.5
o DeYo+ TTE | 340 54.7 55.2 58.9 59.7 64.5 62.1 68.3 66.7 73.9 78.0 68.3 69.3 73.8 70.3 | 65.2
B £0.37 +0.49 +0.14 +0.2 +0.06 +0.05 +0.58 +0.13 +0.06 +0.2 +0.04 +0.26 0.1 +0.16 +0.04 +0.11
BS1 | Gauss  Shot Impul Defoc Glass Motion Zoom Snow  Frost Fog Brit  Contr Elastic Pixel JPEG | Avg

ResNet50-GN | 18.0 19.8 17.9 19.8 1.4 214 249 404 473 336 693 36.3 18.6 284 523 | 306
T 3.1 4.1 3.7 16.6 5.2 272 29.0 17.7 25.1 1.9 720 462 8.1 527 56.3 | 24.6

o fent +0.01 404 £028  £006  £199 068  £255  £056  £1I12  £009 008  £006  £0.64  £008  +007 | 005
o Tent + TTE 41.6 439 427 33.8 312 410 441 535 522 59.3 73.1 513 47.8 571 58.1 | 487
£003 0T £003  £007 £005 006 £013  £008 £001  E0I1  £005 011  E0.014  £0.07  £002 | £0.02

© SAR 234 26.5 239 18.4 15.1 286 303 444 448 274 723 44.7 146 470  56.1 34.5
4032 £022  +024 4018  £0.1 4018  +009  £04  £015  £217  £0.03  +007  £096  £0.04  £0.06 | +021

© SAR + TTE 259 286  26.7 237 17.7 30.8 324 48.0  46.1 42.1 722 452 34.2 47.7 56.1 38.5
£007  £021  £025  F007  E02 0.1 £02 X013 X008 X097 4004 E008  E0I8  F0.14  +004 | F008

« DeYo 413 442 424 237 25.1 414 19.9 546 522 1.9 734 534 399 599 597 | 422
+023 0.1 +0.08  +033 018 £009  £934  £004  +007  £012 012 £011  £1057  £023  +009 | *1.19

2.5 49 435 348 328 433 459 558 537 60.5 734 544 510 609 604 | 50.5

¢ DeYo + TTE :HJ..()‘) +0.28 +0.24 +0.13 +0.22 +0.19 i(].‘()S +0.19 +0.12 +0.12 :HJ.‘()S :HJ.‘(M +0.3 :HJ..(M :HJ.’]S :H)..()é

2
ViTBase | 94 6.7 83 29.1 234 340 270 158 26.3 474 547 439 30.5 4.5 476 | 29.9
© Tent 432 1.6 440 526 489 55.8 51.2 223 21.5 670 750 649 543 67.2 644 | 489
4008 £0.19  +£022  £009  £0.1 +0.01  £008  £073  £07  £006  +£0.04  +£004  £043  £006  £00 | +0.11
o Tent + TTE 49.2 48.8 50.1 56.2 55.8 60.2 56.9 64.3 636 714 769 67.0  64.1 70.7 68.1 | 616
F006  £008  £005 £007 £007 £008  E0I £02  £013  £003 X007 £008 X008 001  £003 | £0.0I
© SAR 40.9 366 419 534 505 574 529 59.1 572 689 75.5 65.6  58.1 68.9 659 | 569
4023 £026  £0.02  +0.18 4014  £004  £002  £048  +203  +001 4039  £0.03  £0.13  £008  +0.11 | £0.19
© SAR + TTE 43.6 404 443 55.2 Sl 59.2 554 6L5 619 70.7 76.7 66.7 619 70.2 673 | 59.2
F048 X024 X028 X015 017 004 E0I7  F039  EO0I F008 003 008 E0I5  F0I F009 | £001
« DeYo 53.1 512 543 58.8 596 640 374  68.1 664 737 783 682 68.5 73.7 70.5 | 63.1
+0.1 +3.1 +0.05  +0.14  £009 017  £668 0.1 +0.012  +016  £006  £005  £0.17  £004  +005 | +033
e DeYo + TTE | 338 540 546  59.1 59.7 644 623 684 668 739 783 68.5 692 739 707 | 65.2
£014  £007  £006  £001 009 £007 £016  £0I1  *015  F0I3  £003  F008 E0I1  F004  F003 | £00

Table 15: Integration with previous TTA approaches. Classification accuracy (%) with the Mix
Shifts setup (ImageNet-C, level 5). Underline depicts performance improvement when applying
TTE. Bold numbers are the best results.

Methods ResNet50-GN  ViTBase
No Adapt 30.6 29.9

e Tent 33.1+0.12 52.3+3.99
o Tent+TTE 38.7+032 57.2+037
e SAR 38.1+021 57.1+0.04
e SAR+TTE 39.1+033 57.5+0.34
e DeYO 33.8+16 58.640.13

¢ DeYO+TTE 42.9+0.18 60.6+0.45
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Table 16: Continual TTA with correlatively sampling. Classification accuracy (%) with ImageNet-C
(level 5). Bold numbers are the best results.

| Correlative Sampling in Both of Domain and Class (Adaptation Order —) |

| Gauss  Shot Impul Defoc Glass Motion Zoom Snow Frost — Fog Brit  Contr Elastic Pixel JPEG | Avg
ResNet50-GN | 18.0 19.8 17.9 19.8 114 214 249 404 473 336 693 363 18.6 284 523 | 306
39 1.8 1.6 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.6

o Tent £027  £028 4019 £003  £00  £00  +00  +£00  £00 00 400  £00  £00  +00  £0.0 | =005
o CoTTA 235 5.5 2.0 0.7 0.4 0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 2.2
+031  £129  £047  £045  £019  £0.02  £002  £003  £003  £003  +£004  £003  £003  £003  £003 | =£0.1
© SAR 33.1 168 447 446 423 188 457 378 397 9.3 3.1 2.1 0.7 5.4 1.2 23.0
+079  £036  £0.04  +025  £008 +£058  £037  £051  £0.19  £197  £0.05  £027  £006 +048  £046 | +0.06
© DeYO 28.1 3.7 7.2 0.9 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 2.8
+1889 4267  £828  £094  £003  +£002  £003  £003  £002  £003  +£001  £002 £001  £002  £003 | *186
o TTE (w. DeYO 430 317 527 523 451 364 522 536 409 430 591 603 474 689  59.0 49.7
(w.DeYO) | £531  Fo30 102 012 024 016 £022 011  £019  +£025 006 027  £023 02 02 | 007
ViTBase | 94 439 305 445 291 6.7 83 270 158 234 340 547 263 474 476 | 299
o Tent 30.9 18.5 7.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0. 0. 0.2 0. 39
+1144  £2476  £974  £00  £004  £00  £00  £001  £00  £00  £00  £00  £00  £005  £00 | £306
o CoTTA 34.1 13.6 2.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 34
4279 4£993 429  4£00  £00  +00  £00  £00  £00  £00  £00  £00 00  £00  £00 | +093
o SAR 466 542 547 490 387 389 453 453 375 400 458 500 373 586 486 | 46.0
4246 £032  £512 £219 1704  £2257 +2345 42806 £2071 £2608 £3159 £27.96 42539 42407 4269 | £19.67
© DeYO 49.1 367 633 614 528 499 591 622 489 540 615 692 2.2 648  67.2 535
4579 £2519  £321  +043  £025 4307  £202  £396  +231  £138  +479  £071  £14  £961  £05 | £209
o TTE (w. DeYO) 540 552 646 625 542 559 626 668 520 591 685 699 552 749 684 61.6
w. De 4037  +056  £0.03  +031  £006 £022  +002 £032 +094  £08  +05  +045  =£l.I +0.1 £021 | +036

Table 17: TTA with natural distribution shifts. Classification accuracy (%) with ImageNet-Sketch
(S), ImageNet-Rendition (R), ImageNet-V2 (V2). Bold numbers are the best results.

(a) Label Shifts (b) Batch Size 1

Methods S R V2 Avg Methods S R V2 Avg

ResNet50-GN 29.2 40.8 68.9 46.3 ResNet50-GN 29.2 40.8 68.9 46.3

o Tent 30.84+0.0 41.54+0.1 68.9+0.0 47.1+0.0 e Tent 31.9+02 42.14+0.1 68.940.0 47.6+0.0
e CoTTA 30.8+0.1 41.240.1 68.8+0.1 46.9+0.0 e CoTTA 26.7+£0.0 40.6+0.3 68.7+0.2 45.340.1
e SAR 30.6+0.1 41.6+£0.0 68.9+0.0 47.0+0.1 e SAR 31.6+0.2 41.9+0.1 68.9+0.1 47.5+0.1
e DeYO 34.6+04 444402 68.9+0.1 493402 e DeYO 37.0+£0.5 46.0+£0.2 69.0+0.1 50.7+0.3
o TTE (w. DeYO)  36.94+0.0 45.1+04 68.9+0.1 50.3-+0.1 o TTE (w. DeYO)  39.14+0.1 47.14+00 69.0+0.0 51.7+0.1
ViTBase 18.2 43.1 66.2 379 ViTBase 18.2 43.1 66.2 379

e Tent 8.8+0.5 41.940.6 68.9+0.0 39.840.3 e Tent 7.04+£0.2  40.6+0.5 69.14+0.1 38.940.1
e CoTTA 284+1.2 451408 67.5+£0.1 47.0+04 e CoTTA 24.0+£0.0 46.0+0.0 66.9+£0.0 45.6+0.0
® SAR 17.8+2.7 45.1+£09 68.5+0.1 43.8+1.0 e SAR 264+28 44.7+0.6 69.4+02 46.8+1.0
e DeYO 424406 58.6+03 71.14+02 57.3+02 e DeYO 43.6+£0.5 59.8+03 71.2+0.2 58.2+0.1
o TTE (w. DeYO)  43.6+0.1 59.14+0.1 71.1+02 57.9+0.1 o TTE (w. DeYO)  45.0+0.1 61.3+02 71.3+0.1 59.2+0.0

F LIMITATIONS AND FUTURE WORKS

The proposed TTE, as a TTA approach, performs optimization with limited, unlabeled data during
inference. In scenarios where test data is identical to training data, over-tuning hyperparameters
based on the performance of test data could be controversial. To avoid this risk, we maintained con-
sistent hyperparameter settings across all experiments, although these settings were still determined
by performance outcomes. Additionally, reliance on hyperparameter values tailored for specific
out-of-distribution characteristics may lead to performance degradation when encountering out-of-
distribution scenarios not anticipated in pre-experimental setups. Therefore, developing an effective
validation method that determines hyperparameters using either in-distribution data or a subset of
out-of-distribution data represents a valuable direction for future research.
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