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Abstract

In this paper, we present the first benchmark001
dataset for paraphrase detection in Bangla lan-002
guage. Despite being the sixth most spoken003
language1 in the world, paraphrase identifi-004
cation in the Bangla language is barely ex-005
plored. Our dataset contains 8,787 human-006
annotated sentence pairs collected from a total007
of 23 newspaper outlets’ headlines on four cate-008
gories. We explore different linguistic features009
and pre-trained language models to benchmark010
the dataset. We perform a human evaluation011
experiment to obtain a better understanding of012
the task’s constraints, which reveals intriguing013
insights. We make our dataset and code pub-014
licly available.2015

1 Introduction016

Paraphrase identification is considered to be one017

of the pivotal and fundamental tasks of Natural018

Language Processing (NLP). When two differ-019

ent sentences express the same meaning, they are020

called paraphrases. Paraphrase identification has021

many implications on tasks like question answer-022

ing (Fader et al., 2013), text summarization (Barzi-023

lay et al., 1999), plagiarism detection (Barrón-024

Cedeño et al., 2013), information retrieval (Wallis,025

1993), first story detection (Petrović et al., 2012),026

and so on. As a result, extensive research has been027

conducted on paraphrase identification, and nu-028

merous paraphrase corpora have been developed in029

various languages like English (Dolan and Brock-030

ett, 2005), Turkish (Demir et al., 2012), Russian031

(Pronoza et al., 2016), Arabic (Menai, 2019), Por-032

tuguese (Zhang et al., 2019), Chinese (Fonseca033

et al., 2016), and so on.034

A descendent of Sanskrit, Bangla is currently035

spoken by over 260million people in the world and036

is set to become the third most spoken language in037

1https://en.wikipedia.org/wiki/List_of_
languages_by_total_number_of_speakers

2The link is not revealed due to anonymity policy.

the fastest growing economies by 20503. Bangla 038

is the language of the people of the Bengal region, 039

now divided between Bangladesh and the Indian 040

state of West Bengal4. As a result of the technolog- 041

ical advancements in Bangla speaking communi- 042

ties, the demand and usage of the Bangla language 043

in the digital world continue to grow exponentially. 044

Despite such a growing demand and need for digi- 045

tal Bangla resources, no public Bangla paraphrase 046

corpus is available. In this paper, 047

• We propose Bangla Paraphrase Corpus 048

(BnPC) consisting of 8,787 annotated pairs. 049

• We develop a benchmark paraphrase detec- 050

tion system by investigating bag-of-words ap- 051

proach and pre-trained language models. 052

• We also conduct a human evaluation experi- 053

ment to get insights on the task. 054

2 Overview of BnPC 055

Data Collection As the headlines for an iden- 056

tical event tend to be paraphrases, we created 057

BnPC by collecting news headlines from 23 most- 058

popular5,6 Bangla news portals. We gathered news 059

on four broad categories: national, international, 060

sports, and entertainment over four months from 061

September to December of 2020. To collect news 062

of identical events, we utilized Google News7 and 063

Pipilika News8 (a Bangla search engine) generated 064

news clusters alongside visiting individual news 065

websites. Through manual inspection, we grouped 066

3https://www.washingtonpost.
com/news/worldviews/wp/2015/09/24/
the-future-of-language/

4https://www.britannica.com/place/
Bengal-region-Asia

5https://www.alexa.com/topsites/countries/
BD

6Source portal list in Appendix Table 5.
7https://news.google.com/?hl=bn&gl=BD&ceid=

BD:bn
8https://news.pipilika.com/
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Paraphrases with slight lexical differences
• কাল িময়ানমাের জাতীয় িনবর্াচন, েরািহঙ্গারা বিঞ্চত
National elections in Myanmar tomorrow, Rohingyas

deprived
• িময়ানমাের কাল িনবর্াচন : েভাট েনই েরািহঙ্গােদর
Tomorrow’s election in Myanmar: Rohingyas do not have votes

Paraphrases with significant lexical differences
• িবিজিব এখন জেল, স্থেল ও আকাশপেথ িবচরণ করেব
The BGB will now operate on water, land and air

• িবিজিবর এয়ার উইংেয়র যাতৰ্া শুরু, িতৰ্মািতৰ্ক বািহনী েঘাষণা
The BGB air wing begins its journey, announcing

three-dimensional forces
Non-paraphrases with significant lexical similarity
• পদ্মা েসতুর ৩২তম স্প ান বসেত পাের আজ
The 32nd span of the Padma Bridge can sit today

• পদ্মা েসতুর ৩২তম স্প ান বসেত পাের কাল
The 32nd span of the Padma Bridge may sit tomorrow

Non-paraphrases with slight lexical similarity
• িফটেনস েটেস্ট সািকেবর বািজমাত
Shakib’s shines in fitness test

• এক বছেরও 'িফট' হেত পােরনিন নািসর
Nasir could not be ’fit’ in a year

Table 1: Examples of paraphrase and non-paraphrase
pairs with different amount of lexical overlap.

145 national, 158 international, 139 sports, and067

175 entertainment related news events published068

by multiple news portals. Each group contained069

numerous headlines focusing different aspects of070

the same event. We removed headlines with is-071

sues like incomplete sentences, grammatical er-072

rors, code-mixing, duplicate sentence pairs, etc.9073

We generated 10,144 sentence pairs by taking sen-074

tences from the same groups.075

Annotation We followed the guidelines de-076

scribed in Bhagat and Hovy (2013) to annotate077

candidate pairs. Three annotators were asked to078

quantify the possibility of being paraphrases with079

five levels using this scale; 0: Not paraphrase,080

0.25: Not paraphrase having slight similarity, 0.5:081

Not sure or requires more context, 0.75: Para-082

phrase despite having some differences, 1: Para-083

phrase. We averaged the score of three annotators084

and discarded the ones with an average score of085

0.5 as the annotators could not agree on whether086

the pairs are paraphrase or not. These samples087

were mostly partial-paraphrases or have ambigu-088

ous meanings.10 A Fleiss’ Kappa score (Fleiss,089

1971) of 0.61 indicates substantial inter-annotator090

agreement. We present some sample sentence091

pairs in Table 1.092

9Examples of discarded sentences are added in Appendix
A.2

10Examples provided in the Appendix

T P W/S C/S
Paraphrase 3,426 38.99% 6.97 46.95
Non-Paraphrase 5,361 61.01% 7.32 48.86
Total 8,787 100.00% 7.18 48.11

Table 2: Distribution of T (total number), P (percent-
age), W/S (word per sentence), and C/S (character per
sentence) between paraphrase and non-paraphrase sen-
tence pairs in the dataset.

Statistics As per Table 2, the class distribution 093

of the dataset is slightly skewed towards the non- 094

paraphrases. Also, these non-paraphrase sentences 095

tend to be a little longer than the paraphrase ones. 096

There are 8,541 unique Bangla words (23.8%) in 097

the dataset. We observe lexical diversity in the 098

dataset as 35.19% sentence pairs have zero and 099

28.94% pairs have only one word in common. 100

3 Methodology 101

To develop a paraphrase classifier, we explore the 102

metrics for machine translation evaluation, bag-of- 103

words, and pre-trained language models. 104

3.1 Evaluation Metric Based Approach 105

Following Madnani et al. (2012) and Kravchenko 106

(2017), we investigate paraphrase classifiers using 107

machine translation (MT) evaluation metrics like 108

BLEU (Papineni et al., 2002) and METEOR 109

(Lavie and Denkowski, 2009) as these metrics 110

provide a notion of similarity between a reference 111

and a generated text. Given a candidate pair 112

X = (x1, x2) and a metric (e.g., BLEU), we 113

classify the pair as a paraphrase or not paraphrase 114

by the following equations: 115

116

fBLEU (X) =
BLEU(x1, x2) +BLEU(x2, x1)

2
117

118

ŷ =

{
Paraphrase, if fBLEU (X) ≥ α

Not Paraphrase, if fBLEU (X) < α
119

Here, α is a threshold, whose value was set by 120

maximizing the performance on the training set 121

(α=0.249 for BLEU and α=0.136 for METEOR). 122

3.2 Bag of Words (BOW) 123

For each text in a candidate pair, we extract word 124

n-grams (n=1, 2, 3) and character n-grams (n=2, 3, 125

4, 5) and use the cosine similarity scores for each 126

n-gram set as features to train a Support VectorMa- 127

chine (SVM) classifier. Additionally, we investi- 128

gate training the model by dividing the mean word 129

2



embedding vectors of the pair, by its norm and tak-130

ing the quotient as input feature. We use the pre-131

trained FastText (Bojanowski et al., 2016) Bangla132

embedding (coverage=91.77%) for this purpose.133

3.3 Pre-trained Language Model134

Pre-trained language models, particularly variants135

of BERT, have shown superior performance in136

a variety of natural language tasks. We use the137

Multilingual BERT (MBERT) (Devlin et al., 2018)138

and two different BERT models pre-trained on139

only Bangla (Sarker, 2020; Bhattacharjee et al.,140

2021) fromHuggingFace transformers (Wolf et al.,141

2020) and fine tune the binary prediction layer.142

BanglaBERT (Bhattacharjee et al., 2021) was143

trained on wikidump and 30 GB data crawled144

from 60 Bangla websites, whereas bangla-bert-145

base (Sarker, 2020) was trained on wikidump146

and 11 GB web crawled data from OSCAR (Or-147

tiz Suárez et al., 2020).148

4 Experiments and Results149

4.1 Experimental Setup150

We use 70% of the data for training and equally151

divide the rest of the data for development and152

test. For the metric based approaches, we re-153

move the punctuations and for BOW based meth-154

ods, we pre-process the data by removing punctu-155

ation and normalizing digits as it shows better re-156

sults in the development set. As a set of simple157

baselines, we compare our results with a majority158

and a random baseline. We report our results us-159

ing precision, recall, and weighted F1 score. We160

use Scikit-learn (Buitinck et al., 2013) implemen-161

tations for SVM, cosine similarity, and n-gram ex-162

traction. For the pre-trained language models, we163

fine-tune (λ=10−5, batch size 32) the models for164

20 epochs with early stopping with a patience of 5165

epochs.166

4.2 Results167

Table 3 presents the precision, recall, and weighted168

F1 scores of different models on the test set11.169

The MT metric-based approaches (BLEU, ME-170

TEOR) perform relatively well compared to the171

baselines, with METEOR getting up to 77.08 F1172

score. METEOR considers both unigram precision173

and recall, whereas BLEU solely measures preci-174

sion when matching candidate sentences to refer-175

ence sentences. As a consequence, METEOR ex-176

11Validation results are provided in Table 6

Model P R F1
Baseline (Random) 50.56 50.67 49.62
Baseline (Majority) 34.86 59.04 43.83
BLEU 67.88 67.86 67.87
METEOR 77.28 77.40 77.08
Unigram (U) 76.67 75.97 74.93
Bigram (B) 74.59 73.67 72.21
Trigram (T) 73.88 66.36 59.46
U+B 76.30 75.82 74.90
U+B+T 76.42 75.90 74.95
Char-2-gram (C2) 79.07 78.62 77.97
Char-3-gram (C3) 78.61 78.41 77.87
Char-4-gram (C4) 78.06 77.76 77.12
Char-5-gram (C5) 77.52 76.97 76.12
C2+C3 78.72 78.41 77.80
C2+C3+C4 78.19 77.98 77.40
C2+C3+C4+C5 78.39 78.12 77.52
U+C2 79.22 78.77 78.11
U+C2+C3 78.73 78.34 77.68
U+C2+C3+C4 78.47 78.05 77.36
All n-grams 78.26 77.76 77.01
Word Embedding (Fastext) (E) 77.53 77.04 76.24
U+C2+E 78.83 78.19 77.41
BanglaBERT (Bhattacharjee et al., 2021) 67.32 67.58 67.45
bangla-bert-base (Sarker, 2020) 75.85 76.04 75.75
MBERT 82.54 82.42 82.47

Table 3: Results from different experiments of baseline,
MT metrics, linguistic features, and pre-trained LMs
are reported in Precision (P), Recall (R) and weighted-
F1 score.

hibits a higher correlation with human judgments 177

at the sentence level. 178

Unigram performs the best among the word n- 179

grams with an F1 score of 74.93 and we notice a 180

decline in F1 for the longer word n-grams. This 181

pattern is consistent with the character n-grams as 182

well. Character bigrams achieve 77.97 F1 score 183

and longer ngrams’ F1 score decrease gradually. 184

However, character n-grams show better perfor- 185

mance than the word n-grams in general. Usage 186

of prefix, suffix, and word concatenation is heavy 187

in Bangla, which we believe is the reason of the 188

strength of character n-grams. The combination of 189

unigram and character bigrams yields the highest 190

F1 score of 78.11 among all the lexical feature com- 191

binations. We observe no improvement in this by 192

integrating the embedding features. 193

We obtain the best result from MBERT (Devlin 194

et al., 2018), surpassing the performance of the 195

other two BERT models trained on only Bangla. 196

This indicates that Bangla benefits from multilin- 197

gual knowledge transferred from learning the other 198

languages. This is not surprising as more than 199

10% of the training languages of MBERT are from 200

the Indo-European languages like Bangla. Addi- 201

tionally, modern Bangla vocabulary is highly in- 202

fluenced by foreign words. Analysing the errors 203

made by these models, we find that BanglaBERT 204
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Sentence 1 Sentence 2 Label *Subject **Model
পৰ্ধানমন্তৰ্ীর সংবাদ সেম্মলন শিনবার
(The Prime Minister’s press conference is on Saturday)

পৰ্ধানমন্তৰ্ীর সংবাদ সেম্মলন আজ
(The Prime Minister’s press conference is today) 0 0 1

জাপােন শিক্তশালী ভূিমকেম্প আহত শতািধক
(Hundreds injured in strong earthquake in Japan)

জাপােনর উপকূেল ৭ দশিমক ৩ মাতৰ্ার ভূিমকম্প
(7.3 magnitude earthquake off the coast of Japan) 0 1 0

কেরানায় মৃতু পৰ্ায় ২৪ লাখ
(About 24 lakh died in Corona)

মৃতু ২৩ লাখ ৬৭ হাজার, আকৰ্ান্ত ১০ েকািট সােড়
৭৭ লােখর েবিশ (23 lakh 67 thousand deaths,
more than 10 crore 77.5 lakh affected)

1 1 0

জাপােনর উত্তরাঞ্চেল ৭.৩ মাতৰ্ার ভূিমকম্প
(7.3 magnitude earthquake shakes northern Japan)

জাপােন ৭.১ মাতৰ্ার ভূিমকম্প
(7.1 magnitude earthquake shakes Japan) 1 0 1

একসেঙ্গ ১০০ ছিব িনমর্ােণর েঘাষণা!
(Announcement to make 100 movies!)

ইিতহােস পৰ্থম : ১০ িসেনমার মহরত, একশ'র েঘাষণা
(First in history: 10 movie masterpieces,
100 announcements)

0 1 1

আেমিরকার এই কুখ াত েজল বন্ধ করেত পােরন বাইেডন
(Biden might close this infamous prison in America)

গুয়ানতানােমা েব কারাগার বন্ধ করেত চান বাইেডন
(Biden wants to close Guantanamo Bay prison) 1 0 0

Table 4: Disagreement among subject, model, and actual label. Here 1 represents paraphrase and 0 represents
non-paraphrase sentence pairs. *Subject’s prediction is taken using majority voting.**Prediction on Multilingual
BERT.

(Bhattacharjee et al., 2021) typically mislabels205

pairs (as paraphrases) with high lexical overlap but206

low or no overlap in nouns. MBERT (Devlin et al.,207

2018) fails to detect paraphrases with no signifi-208

cant lexical overlap.209

To assess the performance of pre-trained BERT210

on some paraphrase identification corpora in En-211

glish, we fine-tune the BERT model on MSRP212

(Dolan and Brockett, 2005), PIT (Xu et al., 2015),213

PARADE (He et al., 2020) with the exact exper-214

imental setup. The F1 scores are 88.49 (MSRP),215

68.11 (PARADE), and 48.55 (PIT). 82.47 F1 on216

BNPC falls between these scores and provides a217

competitive benchmark result.218

4.3 Human Evaluation219

Weconduct a human evaluation studywith 300 ran-220

domly selected examples from our test set to as-221

sess the human performance in the task. We take222

the help of five undergraduates from different ma-223

jors to ensure diversity in subjects. After instruct-224

ing them about the task, we ask them to classify225

each pair into either paraphrase or non-paraphrase.226

Then we compare their assigned labels against the227

ground truth. The individual F1 scores of the228

five annotators are 69.48, 72.25, 74.37, 74.58, and229

84.13, yielding an average F1 score of 74.96. Our230

fine-tuned MBERT model earned an F1 score of231

81.89 on this sample of data, indicating that the232

job is more difficult for humans to accomplish.233

Analysing the errors and interviewing the human234

subjects, we find that the main reasons for the er-235

rors are lack of domain knowledge, presence of236

number in the sentences, and pairs with long over-237

laps of spans. Some examples are presented in Ta-238

ble 4. 239

5 Conclusion and Future Works 240

In this paper, we propose BnPC, the first Bangla 241

dataset for paraphrase detection. Through our in- 242

vestigations to develop a benchmark classifier, we 243

find that lexcial features like character n-grams 244

show competitive performance in identifying para- 245

phrases. Similar performance can be achieved by 246

simply using the METEOR score of the pairs. Our 247

experiments show that multilingual knowledge is 248

more helpful for this task than using monolingual 249

pre-trained language models. We release the cor- 250

pus publicly to foster further work in this area. 251

As this corpus is limited to only news head- 252

lines, models built with this data may not per- 253

form well in other domains. Therefore, a good 254

direction for the future work can be extending 255

this dataset with data from different domains and 256

topics, for example conversational data. As our 257

experiments show that, in an identical experi- 258

mental setup, monolingual BERT models perform 259

poorly than the multilingual BERT, further analy- 260

sis can be done to objectify the specific multilin- 261

gual knowledge that is outperforming the mono- 262

lingual knowledge in this task. This phenomenon 263

can be explored across multiple tasks, as (Bhat- 264

tacharjee et al., 2021) showed that BanglaBERT 265

outperformed MBERT in tasks like sentiment clas- 266

sification, emotion classification, document classi- 267

fication, named entity recognition, and natural lan- 268

guage inference. 269
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A Appendix397

A.1 Source Portals for Data Collection398

Name Global
Ranking

Country
Ranking

prothomalo.com 500 4
jugantor.com 1,193 5
kalerkantho.com 1,646 6
jagonews24.com 1,691 7
bdnews24.com 1,573 8
bd-pratidin.com 2,106 12
banglanews24.com 3,238 16
dhakapost.com 4,545 17
banglatribune.com 3,319 18
ittefaq.com.bd 3,652 21
samakal.com 7,497 27
24livenewspaper.com 7,811 35
rtvonline.com 8,901 36
somoynews.tv 5,275 37
newsbangla24.com 10,987 40
dainikshiksha.com 10,417 41
ntvbd.com 8,935 43
dailyinqilab.com 9,745 44
anandabazar.com 3,415 50
mzamin.com 12,376 63
priyo.com 33,966 169
abplive.com 2,353 227

Table 5: Alexa ranking of different news portals. (Col-
lected on 08 October, 2021)

We used the Alexa ranking12 to gather news399

from the most popular sites in the national and in-400

ternational domain. The global ranking and rank-401

ing in Bangladesh of the news portals are shown in402

Table 5.403

A.2 Discarded Sentence Pair Examples404

While annotating the dataset, we found some sen-405

tence pairs where the annotators could not agree406

if it was a paraphrase or not. We called these sen-407

tence pairs debatable. After careful analysis, we408

found that these sentence pairs are usually partial409

paraphrases, have partial information of the other410

sentence, or have uncertain sentence pairs.411

• Partial Paraphrases: Partial paraphrase oc-412

curs when a section of a complex sentence413

12https://www.alexa.com/topsites/countries/
BD

Model P R F1
Baseline(Random) 38.81 50.00 43.70
Baseline(Majority) 35.00 59.16 43.98
BLEU 76.46 75.85 76.00
METEOR 83.38 83.45 83.34
Unigram (U) 82.71 80.19 78.97
Bigram (B) 78.16 76.32 74.82
Trigram (T) 75.66 65.94 58.13
U+B 80.83 79.04 77.89
U+B+T 80.46 78.36 77.04
Char-2-gram (C2) 81.51 80.80 80.18
Char-3-gram (C3) 83.12 82.09 81.45
Char-4-gram (C4) 82.60 81.41 80.67
Char-5-gram (C5) 81.61 80.19 79.28
C2+C3 82.45 81.75 81.19
C2+C3+C4 82.69 81.89 81.30
C2+C3+C4+C5 82.58 81.48 80.77
U+C2 83.79 82.16 81.36
U+C2+C3 83.79 82.09 81.27
U+C2+C3+C4 83.89 82.16 81.33
All n-grams 83.06 81.41 80.54
Word Embedding 84.98 83.11 82.32
E+U+C2 85.13 83.31 82.56
BanglaBERT 61.58 62.62 59.02
bangla-bert-base 79.23 78.83 78.20
MBERT 83.73 83.79 83.74

Table 6: Validation results from different experiments
of baseline, MT metrics, linguistic features, and pre-
trained LMs are reported in Precision (P), Recall (R)
and weighted-F1 score.

incorporates the paraphrase of another sen- 414

tence. 415

• Partial Information: One sentence lacks 416

some information, making it impossible to de- 417

termine if it is a paraphrase or not. 418

• Generalization: Certain phrases is general- 419

ized in one sentence, while it is specific in the 420

other one. 421

All these issues create a problem to properly clas- 422

sify a pair as a paraphrase or not. Some debatable 423

sentence pairs are added in Table 7. 424

A.3 Validation Set Results: 425

To accommodate further research, we provide the 426

development set results in Table 6. 427
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Sentence 1 Sentence 2 Reason
েকাহিলর েবঙ্গালুরুর এবারও খািল হােত িবদায়
(Kohli’s Bangalore left empty handed this time)

েকাহিলেদর িবদায়, িটেক থাকল হায়দরাবাদ
(Farewell to Kohli, Hyderabad survived) Partial

Paraphraseজিরেপ এিগেয় বাইেডন, এরপরও টৰ্াম্প েযভােব িজতেত
পােরন
(Biden ahead in the polls, yet how can Trump win)

টৰ্াম্প েযভােব জয়ী হেত পােরন
(The way Trump can win)

সম্মাননা েপেলন অপূবর্-েমহজাবীন
(Apurba-Mehzabin got the honor)

েমহজাবীেনর হােত সম্মাননা
(Honor in the hands of Mehzabin)

নতুন দািয়েতব্ আফসানা িমিম
(Afsana Mimi in new responsibilities)

িশল্পকলা একােডিমর পিরচালেকর দািয়েতব্ িমিম ও িমিন
(Mimi and Mini are the directors of Shilpakala
Academy)

Partial
Information

ঢািবর ঘ' ইউিনেটর ভিতর্ পরীক্ষা না েনয়ার িসদ্ধান্ত
(Decision not to take admission test of DU D unit)

ঢািবর 'ঘ' এবং 'চ' ইউিনট থাকেছ না
(DU does not have ’D’ and ’F’ units)

মুমব্াইেয় েহােটেল অিজ িকৰ্েকটার িডন েজােন্সর মৃতু
(Aussie cricketer Dean Jones dies at hotel in
Mumbai)

ধারাভাষ িদেত এেস অকােলই হৃদেরােগ আকৰ্ান্ত
হেয় পৰ্য়াত পৰ্খ াত িকৰ্েকটার
(The late famous cricketer suffered a heart
attack prematurely when he came to comment)

১০০ ছুঁইছঁুই েবিশরভাগ সবিজ
(Most vegetables touches 100)

কেমিন েপঁয়ােজর ঝাঁজ, সবিজর বাজারও চড়া
(The market for onions and vegetables is also
booming)

Generalization

যুক্তরাষ্টৰ্ েথেক ২২৯০ েকািট রুিপর অস্তৰ্ িকনেছ ভারত
(India is buying arms worth Rs 2,290 crore from
the United States)

আেমিরকা েথেক অিতিরক্ত ৭২,০০০ অ াসল্ট
রাইেফল িকনেব ভারত
(India will buy an additional 62,000 assault rifles
from the United States)

Table 7: Examples of debatable sentence pairs.
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