
ICLR 2024 2nd Workshop on Mathematical and Empirical Understanding of
Foundation Models (ME-FoMo)

Motivation: Foundation models (FMs) have revolutionized machine learning research across
domains. These models are trained on extensive, highly varied datasets and can be quickly
adapted to solve many tasks of interest. FMs are extremely effective on language (e.g., GPT-3
[1], BERT [2], PaLM [3], LLaMa [17]), vision (e.g., SimCLR [4]), speech (e.g., Whisper), and
multi-modal (e.g., CLIP [5], DALL-E [6]) inputs.

However, understanding of FMs lags far behind their extraordinary performance. FMs are known
for their surprising emergent capabilities, such as in-context learning [1], but rigorous
characterization of such phenomena is sorely lacking. Recently, substantially smaller models
(e.g., LLaMA [17]) have demonstrated performance comparable to or better than huge FMs
from the previous generation (e.g, OPT [19]). These findings suggest that careful selection of
data, training objectives, and adaptation methods can more effectively induce desirable
properties in FMs. Development of such techniques can be accelerated through better
understanding.

This workshop aims to bring together researchers who work on developing an understanding of
FMs, through either careful experimentation or theoretical work. Rigorous characterization of
FMs can also contribute to the broader goal of mitigating undesirable behaviors. FMs are now
broadly available to users, so misaligned models present real-world risk. We thus also welcome
submissions of previously unpublished works that investigate how to better characterize biases
in models and align them.

Topics of the workshop

The workshop will focus on three main aspects of FMs: pretraining, adaptation, and emergent
capabilities. These components may include, but are not limited to, the following topics.

● Pre-Training: How do FMs learn useful representations?
○ Key conceptual challenge: supervised downstream tasks (e.g., solving math word

problems) are often markedly different from the self-supervised pre-training
objective. When and how does pre-training improve performance on a diverse set
of downstream tasks?

○ Possible subtopics:
■ Understanding the data

● How does the quality of the dataset impact the power of the
learned representation? [26]

● Fundamental scaling and limits: how much data do we need?
Given a fixed compute budget, is it better to increase the model
size or the dataset size?

● What subsets of the data are most important for the performance
and capabilities of foundation models [25, 30]?



■ Loss Functions
● Vision: contrastive [4] vs. generative [32] vs. masked

autoencoding [31]
● Language: masked language modeling [2], autoregressive

modeling, auxiliary objectives; tokenization methods
● Multi-modal: contrastive objectives, translation-driven objectives

■ Model Architecture
● Effect of model scale
● Attention vs recurrence (e.g., structured state-space models [33])
● Nonparametric or semi-parametric models: retrieval-augmented

models [34]
● Diffusion models vs autoregressive models
● Mixture-of-experts [35]

■ Generalization, transfer, and representation learning
● Role of optimization on representation learning and transfer [38]
● Analyzing learned representations
● Theory in simplified models
● Training dynamics and hyperparameters at scale [35, 36, 37]

● Adaptation: How can we quickly adapt FMs?
○ Key conceptual challenge: FMs are trained using unlabelled data with

general-purpose objectives, so how can we effectively adapt them to meaningful
downstream use cases?

○ Possible subtopics:
■ Fine-tuning, prompting, in-context learning

● How does fine-tuning modify the pre-trained representation?
● Representation-based: Multimodal representation learners admit

straightforward adaptation to downstream tasks through direct
manipulation of the representation space (e.g., DINO [14]). How
and when does this work?

● Investigations into different prompting and decoding methods
● Which examples should be inserted during in-context learning?

■ Instruction Tuning
● What does instruction tuning do to the base model? How do

models learn to generalize in this setting?
● How can instruction tuning be made more effective [21]?

■ Model Un-Learning and Watermarking
● Given data copyright concerns, there is growing interest in

ensuring that a model can “un-learn” (i.e., forget) a datapoint it
was pre-trained on [20]. What are effective methods for this?

● Watermarking outputs can ensure that model generations are
identifiable [22]. What types of watermarks are effective while
preserving quality?

■ Safety and Alignment



● Pre-trained language models are often fine-tuned to align with
human preferences [18]. How does an aligned model differ from
the base model?

● How does reinforcement learning from human feedback (RLHF)
work? In what cases can supervised fine-tuning achieve the same
goals?

● What are the safety deficiencies of current FMs? How can we
effectively understand the internal works of FMs in order to better
align them? [29]

■ Robustness, Calibration, and Biases
● In what cases do FMs generalize to out-of-distribution examples?

Why? How can we encourage this behavior?
● What kinds of biases are accumulated in FMs during pre-training?

How can we later remove or mitigate these biases?
■ Efficient methods

● Fine-tuning often modifies a small subspace of the model
parameters [27]. Do we really need scale during fine-tuning? Can
fine-tuning be made more efficient?

● Task-aware pruning and distillation methods may yield smaller,
more efficient models that preserve downstream performance [28].
How do these methods work? Can we make them more effective?

● Emergent phenomena: Scale appears to drive qualitatively different behavior in models
(e.g., in-context learning, reasoning, chain-of-thought) that can emerge suddenly during
training (e.g., grokking).

○ Key conceptual challenge: We lack a rigorous understanding of what increasing
the scale does to the training procedure and how these desirable emergent
capabilities come about.

○ Possible subtopics:
■ Scale-driven capabilities

● Chain of Thought, reasoning, in-context learning capabilities
● Improved robustness and calibration [23]
● Improved characterization of emergent capabilities [24]

■ Scaling laws
● How and why does performance scale with data, compute, and

model size? [39]
● Grokking: how do new capabilities suddenly emerge during FM

training?

Timeline for paper reviewing and acceptance: We expect the paper submission deadline to
be Feb 3rd, 2024, with a review period between Feb 10th to Feb 24th. We will release all
decisions to the authors by the global notification deadline of March 3, 2024.

Invited Speakers



We invited 6 speakers who span important areas of foundation models, and cover a wide range
of useful perspectives to think about foundation models:

1. Mathematical / theoretical analysis: Gintare Karolina Dziugaite, Amir Globerson
2. Empirical understanding: Hannaneh Hajishirzi, Yuandong Tian, Sasha Rush
3. Alignment and safety: Sam Bowman

2 out of 6 of our speakers are women. 4 of the speakers are researchers in industry (including
junior and senior researchers e.g., last authors on highly influential papers) and 5 are professors
(including both assistant, associate, and full professors). Our speakers are from three different
continents (North America, Asia, Europe).

● Hannaneh Hajishirzi (Professor at University of Washington & Allen Institute for
AI) [confirmed] develops general-purpose algorithms for NLP and language models,
including retrieval augmentation, instruction tuning and in-context learning, and
multi-modal learning.

● Alexander “Sasha” Rush (Associate Professor at Cornell University) [confirmed]
studies and develops data- and compute-efficient NLP systems for summarization,
translation, and other generative tasks.

● Gintare Karolina Dziugaite (Adjunct Professor at Mila, Google) [confirmed] studies
neural network pruning, generalization of neural networks, and optimization theory for
deep learning.

● Yuandong Tian (Meta) [confirmed] studies representation learning, reinforcement
learning, and optimization, including theory for contrastive learning, attention and context
in language models, and long form generation.

● Amir Globerson (Professor at Tel Aviv) [confirmed] studies the theory of deep
learning, optimization, and develops methods for language models, multimodal
representation learning, and computer vision.

● Sam Bowman (Anthropic, Associate Professor at NYU) leads research in Anthropic
and NYU about language model alignment, safety, and evaluation, including the
faithfulness of language model reasoning and in-context learning, red-teaming language
models, and Constitutional AI.

Organizers

Sang Michael Xie (PhD student, Stanford), Ananya Kumar (Research Scientist, OpenAI),
Sewon Min (PhD student, University of Washington), Sadhika Malladi (PhD student, Princeton
University), Lucio Dery (PhD student, Carnegie Mellon University), Aditi Raghunathan (Assistant
Professor, CMU),Tengyu Ma (Assistant Professor, Stanford University), Percy Liang (Associate
Professor, Stanford University)



Mix of established and junior researchers:We have a mix of experienced organizers, and
younger researchers responsible for logistics, to ensure that the workshop is high quality. In
terms of prior experience: Tengyu Ma and Aditi Raghunathan are professors at Stanford and
CMU respectively, who have organized many workshops before. Percy Liang, was program
committee co-chair of NeurIPS 2021 and has organized multiple workshops. Sang Michael Xie
and Ananya Kumar were the main organizers of the ME-FoMo ICLR workshop in 2023. Sewon
Min, Sadhika Malladi, and Lucio Dery have not organized ME-FoMo before.

Organizer background: The organizers have done significant work on foundation models, and
some of their PhD theses focus on this topic. On the theory side, we've done some of the first
work on theoretically analyzing fine-tuning, in-context learning, self-supervised learning, prompt
tuning, and more, and have also worked on transfer learning for real world sustainability
problems. Our theories and methods have also led to state-of-the-art accuracies on many
datasets including ImageNet and WILDS. On the empirical understanding side, we've done work
on understanding and improving language model pretraining, contrastive learning, masked
language modeling, nonparameteric language models, in-context learning, and fine-tuning
methods. We have organized many workshops, including the RobustML Workshop at ICLR
2021, Workshop on Formal Verification of Machine Learning at ICML 2022, ME-FoMo
Workshop at ICLR 2023, NeurIPS DistShift Workshop 2021, ICML Pre-Training Workshop 2022,
ACL 2023 Tutorial on retrieval-based language models, and ACL 2022 Workshop on
Semiparametric NLP and Workshop on Representation Learning for NLP.

Diversity: See diversity section below.

Organizer biographies:

Tengyu Ma [website] [scholar] is an Assistant Professor of Computer Science and Statistics at
Stanford University. He received his Ph.D. from Princeton University and B.E. from Tsinghua
University. His research interests include topics in machine learning and algorithms, such as
deep learning and its theory, non-convex optimization, deep reinforcement learning,
representation learning, and high-dimensional statistics. He is a recipient of the ACM Doctoral
Dissertation Award Honorable Mention, the Sloan Fellowship, and NSF CAREER Award. He
has organized a workshop at the Simons Institute in Berkeley.

Ananya Kumar [website] [scholar] is a Research Scientist at OpenAI who works on
understanding and improving foundation models. He has done some of the first work on
theoretically analyzing fine-tuning, pretraining for robustness, and self-training. His theories and
methods have led to state-of-the-art accuracies on some of the most popular benchmarks such
as ImageNet and WILDS. He received his Ph.D. from Stanford University and is a recipient of
the Stanford Graduate Fellowship. He co-organized the ME-FoMo Workshop at ICLR 2023.

Aditi Raghunathan [website] [scholar] is an Assistant Professor at Carnegie Mellon University.
She is interested in building robust ML systems with guarantees for trustworthy real-world
deployment. Previously, she was a postdoctoral researcher at Berkeley AI Research, and

https://ai.stanford.edu/~tengyuma/
https://scholar.google.com/citations?user=i38QlUwAAAAJ&hl=en
https://ananyakumar.wordpress.com/
https://scholar.google.com.sg/citations?user=tP5IBFkAAAAJ&hl=en
https://www.cs.cmu.edu/~aditirag/
https://scholar.google.com/citations?user=Ch9iRwQAAAAJ&hl=en


received her PhD from Stanford University in 2021. Her research has been recognized by the
Arthur Samuel Best Thesis Award at Stanford, a Google PhD fellowship in machine learning,
and an Open Philanthropy AI fellowship. She co-organized the RobustML Workshop at ICLR
2021 and the Workshop on Formal Verification of Machine Learning at ICML 2022.

Sang Michael Xie [website] [scholar] is a sixth year PhD student at Stanford University. He has
worked on data-centric methods for language model pretraining, theory and methods for
understanding how pretraining improves transfer to downstream tasks, and pretraining and
self-training on unlabeled data for reliable machine learning. He is a recipient of the NDSEG
Fellowship. He co-organized the ME-FoMo Workshop at ICLR 2023.

Percy Liang [website] [scholar] is an Associate Professor of Computer Science at Stanford
University (B.S. from MIT, 2004; Ph.D. from UC Berkeley, 2011) and the director of the Center
for Research on Foundation Models. His research spans many topics in machine learning and
natural language processing, including robustness, interpretability, semantics, and reasoning.
He is also a strong proponent of reproducibility through the creation of CodaLab Worksheets.
His awards include the Presidential Early Career Award for Scientists and Engineers (2019),
IJCAI Computers and Thought Award (2016), an NSF CAREER Award (2016), a Sloan
Research Fellowship (2015), a Microsoft Research Faculty Fellowship (2014), and multiple
paper awards at ACL, EMNLP, ICML, and COLT. He was the program committee co-chair at
NeurIPS 2021, and has organized numerous workshops including the NeurIPS DistShift
Workshop 2021 and the ICML Pre-Training Workshop 2022.

Sewon Min [website] [scholar] is a sixth year Ph.D. student at the University of Washington,
advised by Luke Zettlemoyer and Hannaneh Hajishirzi. Her research is in language modeling,
focusing on new modeling for extensibility, better scaling and efficiency, new evaluation, and
adaptations for information-seeking, legality and privacy. She co-instructed and co-organized
multiple tutorials and workshops at ACL, EMNLP, NAACL and NeurIPS, including ACL 2023
Tutorial on retrieval-based language models, ACL 2022 Workshop on Semiparametric NLP and
Workshop on Representation Learning for NLP. She is a recipient of the J.P. Morgan Fellowship.

Sadhika Malladi [website][scholar] is a fifth year PhD student at Princeton University, advised
by Sanjeev Arora. Her research focuses on developing a rigorous understanding of optimization
and representation learning in foundation models, especially in how these differ from standard
learning setups.

Lucio Dery [website][scholar] is a fifth year PhD student at Carnegie Mellon University
co-advised by Graham Neubig and Ameet Talwalkar. His research focuses on resource efficient
methods specifically along the lines of developing compute efficient (structured pruning of
pre-trained language models) and data efficient (targeted transfer learning) machine learning
algorithms. Before starting his PhD, he worked as a research engineer under Luke Zettlemoyer
at FAIR.

https://cs.stanford.edu/~eix/
https://scholar.google.com/citations?user=EBNa5IEAAAAJ&hl=en
https://cs.stanford.edu/~pliang/
https://scholar.google.com/citations?user=pouyVyUAAAAJ&hl=en
https://shmsw25.github.io/
https://scholar.google.com/citations?user=jU4IZs4AAAAJ
https://www.cs.princeton.edu/~smalladi/
https://scholar.google.com/citations?user=9HCmTcwAAAAJ&hl=en
https://ldery.github.io/
https://scholar.google.com/citations?user=ggFzw0MAAAAJ&hl=en


Tentative Schedule

Morning
9:15 - 9:45 Invited Talk + Q&A
9:45 - 10:15 Invited Talk + Q&A
10:15 - 10:30 Coffee Break
10:30 - 11:00 Invited Talk + Q&A
11:00 - 12:00 Spotlight Talks
12:00 - 13:00 Lunch Break

Afternoon
13:00 - 14:00 Poster Session
14:00 - 14:15 Coffee Break
14:15 - 14:45 Invited Talk + Q&A
14:45 - 15:15 Invited Talk + Q&A
15:15 - 15:45 Invited Talk + Q&A
15:45 - 16:30 Panel discussion

Format: Hybrid. We will have a mix of invited speakers (above), contributed talks, poster
session, and a panel. The panel and all the talks will be livestreamed and we will allow virtual
participation for the Q&A’s. A potential panel moderator is Percy Liang, who is an experienced
moderator and a leader in the field.

Anticipated Audience Size: 300 people (based on our estimates from organizing workshops in
the past)

Funding: Upon acceptance, we will solicit sponsorships from companies such as OpenAI,
Microsoft and Google DeepMind. The funds will be used for accessibility (record and stream the
workshop talks), awards (best poster and talk), and to create student travel grants.

Plan to get an audience for the workshop:We will promote the workshop website through
social media platforms and email lists, especially lists related to minority and underrepresented
groups in AI. We will also promote the workshop and the call-for-papers in related research
communities and institutional channels.

Access:We will have a website for the workshop and use it in the promotion of the workshop.
The website will have links to the accepted papers. We will post the talk titles, abstracts and
bios for the speakers when they are confirmed. The event will be hybrid to allow for virtual
attendees to participate via livestream. After the event, we will post the slides and recordings of
the talks.

Previous related workshops: This is the second ME-FoMo workshop, following the ICLR 2023
iteration. Understanding foundation models has become an even more pressing problem, and



we aim to bring together the research community towards further progress. While there have
recently been a number of workshops on foundation models, including ES-FoMo: Efficient
Systems for Foundation Models at ICML'23, Foundation Models for Decision Making at
NeurIPS'23 & NeurIPS'22, and Trustworthy and Reliable Large-Scale Machine Learning Models
Workshop at ICLR'23, none are focused on the fundamental understanding of foundation
models, including pretraining, adaptation, and emergent phenomena. We believe that
fundamental work on understanding foundation models can spur entirely new lines of research
and is key for driving further progress for foundation models.

Conflicts of interest: No reviewer will be involved in the assessment of a paper from the same
institution or organization.

Diversity Commitment

Diversity of organizers: The workshop organizers are a team of faculty, PhD students, and
industry researchers, thus offering various levels of seniority. Furthermore, the organizers and
speakers have varied backgrounds, life experiences, and research directions ranging from
mathematical and empirical understanding to building foundation models. 3 out of 8 of the
organizers are women, and various ethnic backgrounds are represented.

Diversity of speakers: We chose speakers to span important areas of foundation models: 1.
Mathematical / theoretical analysis (Gintare Karolina Dzugiate, Amir Globerson), 2. Empirical
understanding (Hannaneh Hajisherzi, Sasha Rush, Yuandong Tian) 3. Alignment and safety
(Sam Bowman). 2 out of 6 of our speakers are women. 4 of the speakers are affiliated in
industry and 5 are academic professors (3 have joint affiliations).

Getting diverse submissions: We will actively encourage diverse submissions. We will advertise
the workshop to mailing lists of ML affinity groups and carefully phrase our call for participation
to encourage submissions from a diverse range of researchers. We will allow non-archival
submissions, follow a double-blind review process, and will not make reviews or rejected papers
public. We strive to ensure diversity in our program committee and will raise a call for reviewers
on ML affinity group platforms. We are understanding of the various (personal, health, financial,
etc.) constraints authors may have, so we do not expect authors of accepted papers to attend
in-person, although we will aim to make travel awards available for early-career researchers
(see below). We will require authors who cannot attend in-person to upload a poster to the
workshop website and will encourage them to optionally record a 3-min spotlight talk. We will
livestream the panel and all the talks and allow virtual participation for the Q&A’s.

Supporting travel for underrepresented groups: Upon acceptance, we aim to raise funds that will
allow us to create student travel grants and poster printing funds. In particular we are keen to
support African early career researchers and other underrepresented groups in ML research.



Friendly and welcoming environment: In the workshop we strive to create an environment that
allows attendees to openly share ideas through the use of break-out, panel, and poster
sessions.

Preliminary List of Potential Reviewers
We have contacted the reviewers and have gotten numerous positive responses. In last year’s
ME-FoMo workshop, we had over 110 reviewers.

Tomek Korbak
<t.korbak@sussex.ac.uk>
Shulei Wang
<shuleiw@illinois.edu>
Xindi Wu
<xindiw@princeton.edu>
Yiyuan Li
<bill.lyy.nisioptimum@gma
il.com>
Sameera Horawalavithana
<yasanka.horawalavithana
@pnnl.gov>
Jianan Zhou
<jianan004@e.ntu.edu.sg
>
Sarah Masud
<sarahmasud02@gmail.co
m>
Shashank Shekhar
<sshkhr@fb.com>
Bilal Alsallakh
<bilalsal@gmail.com>
Tianwei Yue
<thithershore@gmail.com
>
Saleh Elmohamed
<elmohamed@cornell.edu
>
Avinash Madasu
<avinashmadasu17@gmai
l.com>
Vanya Bannihatti Kumar
<vanyabk999@gmail.com
>

Ashish Hooda
<ahooda@wisc.edu>
Yangjun Ruan
<yjruan@cs.toronto.edu>
Mattia Rigotti
<mrg@zurich.ibm.vom>
Akhilesh Deepak Gotmare
<dg.akhilesh@gmail.com>
Vamsi Aribandi
<aribandiv@gmail.com>
Sadhika Malladi
<smalladi@princeton.edu>
Putra Manggala
<putra.manggala@gmail.c
om>
Tejasri N
<ai19resch11002@iith.ac.i
n>
Yara Rizk
<yara.rizk@ibm.com>
Lavinia F. Pieptea
<laviniaflorentinapieptea@
my.unt.edu>
Bingchen Zhao
<zhaobc.gm@gmail.com>
Minyechil Alehegn Tefera
<minyechil21@gmail.com
>
Ahana Gangopadhyay
<ahana@wustl.edu>
Shubham Shukla
<shubhamshkl@gmail.co
m>

Aishwarya Balwani
<abalwani6@gatech.edu>
Raj Ratn Pranesh
<raj.ratn18@gmail.com>
Ellyn Ayton
<ellynayton@gmail.com>
Udita Patel
<uditaspatel@gmail.com>
Jinqi Luo
<peter.jinqiluo@gmail.com
>
Hieu Pham
<hyhieu@google.com>
Adams Wei Yu
<adamsyuwei@gmail.com
>
Hanxiao Liu
<6.hanxiao@gmail.com>
Xuanyi Dong
<xuanyi.dxy@gmail.com>
Jason Wei
<jason.weng.wei@gmail.c
om>
Xiangning Chen
<xiangning@cs.ucla.edu>
Kenton Lee
<kentonl@google.com>
Kelvin Guu
<kguu@google.com>
Aakanksha Chowdhery
<chowdhery@google.com
>
Xuezhi Wang
<xuezhiw@google.com>



Freda Shi
<freda@ttic.edu>
Mirac Suzgun
<msuzgun@cs.stanford.ed
u>
Yi Tay
<ytay017@gmail.com>
Hyung Won Chung
<h.w.chung27@gmail.com
>
Jordan Hoffmann
<jordanhoffmann@me.co
m>
Xavier Garcia
<xgarcia@google.com>
Gal Kaplun
<Galkaplun@g.harvard.ed
u>
Nikhil Vyas
<vyasnikhil96@gmail.com
>
Preetum Nakkiran
<preetum@nakkiran.org>
Vaishaal Shankar
<vs@vaishaal.com>
Kai Xiao <kaix@mit.edu>
Rui Shu
<rui@openai.com>
Daniel Selsam
<daniel.selsam@protonma
il.com>
Iz Betagy
<beltagy@allenai.org>
Pradeep Dasigi
<pradeepd@allenai.org>
Kiana Ehsani
<ehsanik@gmail.com>
Ben Newman
<blnewman@cs.stanford.e
du>
Tanmay Gupta
<tanmayg@allenai.org>
Ronan Le Bras
<ronanlb@allenai.org>

Kyle Lo
<kylel@allenai.org>
Adam Dziedzic
<adam.dziedzic@utoronto.
ca>
Haonan Duan
<haonand@cs.toronto.edu
>
Denny Wu
<dennywu@cs.toronto.edu
>
Keyulu Xu
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Jingjing Li
<jingling@cs.umd.edu>
Abraham Frandsen
<abef@cs.duke.edu>
Adam Fisch
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Aidan Clark
<aidanclark@google.com>
Aishwarya Kamath
<aish@nyu.edu>
Akari Asai
<akari@cs.washington.ed
u>
Alaa Khaddaja
<alaakh@mit.edu>
Albert Gu
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Albuhair Saparov
<as17582@nyu.edu>
Alex Tamkin
<atamkin@stanford.edu>
Alexander Sax
<sax@berkeley.edu>
Alexander Wettig
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u>
Alisa Liu
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Annie Chen
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Ari Holtzman
<ahai@cs.washington.edu
>
Asher Trockman
<ashert@cs.cmu.edu>
Ashwini Pokle
<apokle@andrew.cmu.edu
>
Behnam Neyshabur
<neyshabur@google.com
>
Behrooz Ghorbani
<ghorbani@google.com>
Ben Edelman
<bedelman@g.harvard.ed
u>
Bhargavi Paranjape
<bhargavi22294@gmail.co
m>
Brian Lester
<blester125@gmail.com>
Charlie Snell
<csnell22@berkeley.edu>
Chen Zhao
<cz1285@nyu.edu>
Christina Baek
<kbaek@andrew.cmu.edu
>
Colin Wei
<colin.y.wei@gmail.com>
Collin Burns
<collinburns@berkeley.ed
u>



Colorado Reed
<cjrd@berkeley.edu>
Dan Fu
<danfu@stanford.edu>
Dan Hendrycks
<hendrycks@berkeley.edu
>
Daniel Levy
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u>
David Adelani
<d.adelani@ucl.ac.uk>
David Wadden
<dwadden@cs.washington
.edu>
Derek Tam
<dt.derek.tam@gmail.com
>
Devin Guillory
<dguillory@berkeley.edu>
Dimitris Tspiras
<tsipras@stanford.edu>
Dingli Yu
<dingliy@cs.princeton.edu
>
Divyam Madaan
<divyam.madaan@nyu.ed
u>
Dmitris Tsipras
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Elan Rosenfeld
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Ellen Wu
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Eric Mitchell
<eric.mitchell@cs.stanford
.edu>
Eric Wallace
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u>
Eric Wong
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Erik Jones
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Ethan Dyer
<edyer@google.com>
Frank Xu
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Gabriel Ilharco
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Hadi Salman
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Hao Peng
<hapeng@cs.washington.
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Hao Tan
<haotan@adobe.com>
Haokun Liu
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Harold Li
<liunian.harold.li@cs.ucla.
edu>
Hong Liu
<hliu99@stanford.edu>
Huaxiu Yao
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Ilija Radosavovic
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Jacob Springer
<jspringer@cmu.edu>
Jeff Z. HaoChen
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u>
Jeremy Cohen
<jeremycohen@cmu.edu>
Jesse Dodge
<jessed@allenai.org>
Jiacheng Liu
<liujc@cs.washington.edu
>
John Hewitt
<johnhew@stanford.edu>
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John Thickstun
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<juesato@google.com>
Jong Wook Kim
<jongwook@nyu.edu>
Jungo Kasai
<jkasai@cs.washington.ed
u>
Karan Goel
<kgoel@cs.stanford.edu>
Kawin Ethayarajh
<kawin@stanford.edu>
Kayo Yin
<kayoyin@berkeley.edu>
Kefan Dong
<kefandong@stanford.edu
>
Kevin Lin
<kevinlin@eecs.berkeley.e
du>
Kevin Miao
<kevinmiao@cs.berkeley.e
du>
Kurtland Chua
<kchua@princeton.edu>
Lisa Dunlap
<lisabdunlap@berkeley.ed
u>
Lucio Dery
<ldery@andrew.cmu.edu>
Luyu Gao
<luyug@cs.cmu.edu>
Margaret Li
<margsli@cs.washington.e
du>
Mayee Chen
<mfchen@stanford.edu>
Mengzhou Xia
<mengzhou@princeton.ed
u>



Michael Zhang
<mzhang@cs.stanford.edu
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Michi Yasanuga
<myasu@cs.stanford.edu>
Michihiro Yasunaga
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Mikel Artetxe
<artetxe@fb.com>
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