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Efficiency of Non-Truthful Auctions in Auto-bidding with
Budget Constraints

Anonymous Author(s)

ABSTRACT
We study the efficiency of non-truthful auctions for auto-

bidders with both return on spend (ROS) and budget con-

straints. The efficiency of a mechanism is measured by the

price of anarchy (PoA), which is the worst case ratio between

the liquid welfare of any equilibrium and the optimal (possi-

bly randomized) allocation. Our first main result is that the

first-price auction (FPA) is optimal, among deterministic mech-

anisms, in this setting. Without any assumptions, the PoA of

FPA is 𝑛 which we prove is tight for any deterministic mecha-

nism. However, under a mild assumption that a bidder’s value

for any query does not exceed their total budget, we show that

the PoA is at most 2. This bound is also tight as it matches

the optimal PoA without a budget constraint. We next ana-

lyze two randomized mechanisms: randomized FPA (rFPA)

and “quasi-proportional” FPA. We prove two results that high-

light the efficacy of randomization in this setting. First, we

show that the PoA of rFPA for two bidders is at most 1.8

without requiring any assumptions. This extends prior work

which focused only on an ROS constraint. Second, we show

that quasi-proportional FPA has a PoA of 2 for any number

of bidders, without any assumptions. Both of these bypass

lower bounds in the deterministic setting. Finally, we study

the setting where bidders are assumed to bid uniformly. We

show that uniform bidding can be detrimental for efficiency in

deterministic mechanisms while being beneficial for random-

ized mechanisms, which is in stark contrast with the settings

without budget constraints.
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1 INTRODUCTION
Auto-bidding has become increasingly popular in online ad-

vertising as it allows advertisers
1
to set high-level goals and

constraints, rather than manually submitting bids for each

1
We will often use advertisers and bidders interchangeably in this paper since

each auto-bidder acts on behalf of a single agent.
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individual keyword. A prototypical example is that the adver-

tiser may set a goal to maximize the total volume of conver-

sions subject to a return-on-spend (ROS) constraint and a total

budget constraint. There are other possible targets, e.g. maxi-

mizing the number of shown ads, and other constraints, e.g.

target cost per acquisition (tCPA). In general, we can model

such problems as follows: each advertiser 𝑖 has a value 𝑣𝑖, 𝑗 for

query 𝑗 , and advertiser 𝑖’s goal is to maximize their total value

subject to the constraint that their total value exceeds their to-

tal spend. Auto-bidding agents then act on behalf of advertisers

to solve this optimization problem. This can save advertisers a

significant amount of time and effort, and it can also help them

to achieve better results from their advertising campaigns. In

this paper, we refer to advertisers or bidders that maximize

their value subject to a constraint as value-maximizers.

Prior research has shown that the efficiency of auctions

for value-maximizing auto-bidders is different from that of

the more traditional utility maximizers that aim to maximize

their quasilinear utility [1, 6, 8, 14, 16, 23, 25]. Most prior

work focused on auto-bidding with only a ROS constraint, or

with both ROS and budget constraints but restricted to the

Vickrey-Clarke-Groves (VCG) auction [1, 16]. In this paper,

we are interested in the price of anarchy (PoA) [4] of non-

truthful
2
auctions, such as the first price auction (FPA) and the

randomized first price auction (rFPA), for value-maximizing

bidders with ROS and budget constraints.

The analysis of the PoA for FPA with both a ROS and a bud-

get constraint is interesting and challenging in several aspects.

First, it turns out that the gap between the optimal determin-

istic allocation and the optimal randomized allocation is large.

For FPA without a budget constraint, an optimal solution is

to simply allocate each query to the bidder with the highest

value. In particular, there is no benefit in using a randomized,

or fractional, allocation. However, in Theorem 3.1, we show

that in the setting with both ROS and budget constraints, the

gap between the optimal integral allocation and the optimal

fractional allocation can be as large as𝑛, the number of bidders.

Given this, we consider the following two notions of efficiency.

First, we define PoA as the worst case ratio between the liq-

uid welfare of any equilibrium and the optimal randomized
allocation. Second, we define the integral PoA (I-PoA) as the

worst case ratio between the liquid welfare of any equilibrium

and the optimal deterministic allocation. Note that the PoA is

always at least as large as the I-PoA. From our earlier observa-

tion, it follows that any deterministic auction has a PoA of at

least 𝑛. In the setting with both ROS and budget constraints,

we ask and answer the following questions in this paper:

• What is the PoA and integral PoA of FPA?

2
In this paper, as in prior works, an auction is “truthful” if it is a dominant

strategy for the a traditional quasi-linear to bid truthfully. By “non-truthful”,

we refer to auctions that may not be truthful.

1

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn


121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

WWW’24, May 13–17, SINGAPORE Anon.

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

• Is there a randomized algorithm that guarantees a con-

stant PoA?

• Are there reasonable assumptions that decrease the

gap between the optimal fractional and optimal inte-

gral allocation? Are there deterministic auctions with a

constant PoA under these assumptions?

Deng et al. [16] showed that the PoA of FPA is 2 with a ROS

constraint but the PoA becomes 1 if the bidders are assumed

to bid uniformly, i.e. each bidder 𝑖 has a uniform multiplier𝑚𝑖

and places a bid of𝑚𝑖𝑣𝑖, 𝑗 for every query 𝑗 . It is natural to ask

whether uniform bidding also improves the equilibria of FPA.

More specifically:

• Does the uniform bidding assumption make the PoA

and integral PoA smaller for FPA with both ROS and

budget constraints?

• Does the uniform bidding assumption make the PoA

smaller for rFPA?

1.1 Our contributions
We study the efficiency of various non-truthful auctions in the

auto-bidding setting with both ROS and budget constraints.

We use 𝑛 to denote the number of bidders. We use Opt

(resp. I-Opt) to denote the optimal liquid welfare achievable

by a randomized (resp. deterministic) allocation. Note that in

an auto-bidding setting with ROS but not budget constraints,

we have Opt = I-Opt since the optimal allocation is to deter-

ministically allocate to the bidder with the highest value. In

Theorem 3.1, we show that the gap between Opt and I-Opt is

at least 𝑛. This implies that the PoA of an deterministic mech-

anism is at least 𝑛. Complementing this, we show that the PoA

for FPA is at most 𝑛. Thus, the optimal PoA for deterministic

mechanisms is exactly 𝑛. This already shows that new tech-

niques will be required for the budgeted case since prior work

compared against a deterministic approach in their proofs.

We first study the efficiency of FPA and summarize the

results in Table 1. We prove that FPA is an optimal mechanism

in a couple settings when there are both ROS and budget

constraints. The previous paragraph established that the PoA

of any deterministic auction is at least𝑛. We prove that this gap

is tight in Theorem 3.3. Interestingly, we show that the PoA

is at most 2 under the mild assumption that for any bidder 𝑖 ,

their value for any query 𝑗 is at most their budget 𝐵𝑖 . This PoA

bound coincides with the setting with only a ROS constraint.

It turns out that the suggested inefficiency of FPA, by incor-

porating a budget, is due to using a randomized allocation as a

benchmark. If we consider a deterministic benchmark instead,

we can show that FPA has no additional loss in efficiency when

a budget is introduced. We formalize the results in Table 2.

Next, we explore the setting where bidders are assumed to

bid uniformly. With only a ROS constraint, previous work

has shown that, under the uniform bidding restriction, FPA

obtains the optimal allocation [16]. Interestingly, enforcing

uniform bidding makes the integral PoA much worse for the

setting with budget. In fact, we show that the I-PoA is 𝑛 (tight).

Intuitively, when the bidders are assumed to have a single bid

multiplier for all queries, they could be in a situation that when

they increase the bid multiplier to win some queries, they win

more than what they could afford and violate their budget.

Note that we show a lower bound of PoA in Theorem 3.15,

which indicates a lower bound of I-PoA. Similarly, we show

an upper bound of I-PoA in Theorem 3.16, which indicates an

upper bound of PoA.

Next, we analyze the randomized FPA (rFPA) mechanism

proposed by Liaw et al. [23] in the setting with both ROS and

budget constraints for two bidders, and show that the PoA

upper bound of 1.8 in their paper also apply in this setting. Re-

call that uniform bidding actually decreases the efficiency for

FPA (compared against a deterministic benchmark). However,

uniform bidding improves the efficiency for rFPA. The results

are summarized in Table 3. The high PoA for uniform bidding

in deterministic algorithm is because of the high correlation

between all bids from the same bidder, that causes a “taking

nothing or breaking the budget” situation. For randomized al-

gorithms like rFPA, even when the bids are highly correlated,

the bidders are able to increase bids smoothly to get more

fractional value. This avoids the cases that cause high PoA in

deterministic auctions.

Finally, we consider a “quasi-proportional” FPA mechanism,

which chooses each bidder with a probability proportional to a

power of their bid. We show that when the power approaches

infinity, the PoA of this auction is at most 2 for auto-bidders

with both ROS and budget constraints in Theorem 5.1.

1.2 Related works
The literature on auto-bidding has focused on various auc-

tion mechanisms, constraints, and extra information. The

main difference between auto-bidding and traditional quasi-

linear bidding is that auto-bidders are value maximizers, while

quasi-linear bidders are profit maximizers. Aggarwal et al. [1]

proposed a general framework for auto-bidding with value

and budget constraints in multi-slot truthful auctions. They

showed that it is a near optimal strategy for auto-bidders to

adopt a uniform bidding strategy, and that the optimal PoA

is 2. Mehta [25] showed that in the setting with two bidders

with only a ROS constraint but not a budget constraint, the

PoA is at most 1.89 with a randomized truthful auction. Liaw

et al. [23] showed that the PoA can be improved to 1.8 using a

non-truthful auction which they called randomized FPA. We

adopt their methodology and extend this result to the setting

with both ROS and budget constraints in Theorem 4.1. They

also showed that when the number of bidders tends to infinity,

any auction satisfying some mild assumptions has a PoA of

at least 2. Both Liaw et al. [23] and Deng et al. [14] showed

that the PoA of FPA with the ROS constraint is 2. We extend

this setting to have both the RoS and budget constraints, and

show that the extra budget constraint brings the PoA of FPA

to 𝑛 (tight). We also study the integral and fractional PoA of

FPA when the bidders are assumed to bid uniformly.

Deng et al. [14] also showed that when there are both value

maximizers and utility maximizers, the PoA of FPA is at most

1/0.457 and that this is tight. There is also a line of work that

explores how to utilize machine-learned signals in the auto-

bidding setting [6, 12, 14, 16]. In particular, they show that by

2
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Table 1: Price of Anarchy (PoA) for FPA

PoA for FPA

ROS + budget ROS

LB UB LB UB

Non-uniform bidding 𝑛 (Cor 3.2) 𝑛 (Thm 3.3) 2 [23] 2 [23]

Non-uniform, 𝑣𝑖, 𝑗 ≤ 𝐵𝑖 2 (Cor 3.7) 2 (Thm 3.8) 2 [23] 2 [23]

Uniform bidding 𝑛 (Thm 3.15) 𝑛 (Thm 3.16) 1 1[16]

Table 2: Integral Price of Anarchy (I-PoA) for FPA

I-PoA for FPA

ROS + budget ROS

LB UB LB UB

Non-uniform bidding 2 (Cor 3.7) 2 (Thm 3.6) 2 [23] 2 [23]

Uniform bidding 𝑛 (Thm 3.15) 𝑛 (Thm 3.16) 1 1[16]

Table 3: Price of Anarchy (PoA) for rFPA with two bidders

PoA for rFPA

ROS + budget ROS

LB UB LB UB

Non-uniform bidding – 1.8 (Thm 4.1) – 1.8 [23]

Uniform bidding – 1.5 (Thm 4.2) 1 1[16]

using such signals as reserves and boosts can lead to improved

efficiency in the presence of auto-bidders.

The majority of the research mentioned above assumes that

there is only a ROS constraint, without any budget constraint.

The only exceptions are Aggarwal et al. [1] and Deng et al.

[16], which both studied the integral PoA in VCG auctions,

where uniform bidding is nearly optimal. In this paper, we

focus on a less studied setting: both the integral and fractional

PoA of value maximizing auto-bidders with ROS and budget

constraints for a number of non-truthful auctions: FPA, rFPA,

and quasi-proportional FPA. There is a thread of research on

budget pacing in online or repeated auctions for auto-bidders

[10, 11, 20, 21, 24] to minimize regret. In this paper, we focus

on the price of anarchy of single-shot auctions, which is fun-

damentally different from budget pacing in online settings

in several aspects. First, in the online setting, the bidders fol-

low a specific budget pacing bidding strategy and show that

when bidders follow such a strategy, the welfare is at least

half of the optimal [24]. In this paper, some of our results are

in the setting where the bidders are allowed to bid arbitrarily.

Thus, the aforementioned result may not apply in this setting.

Second, the online setting assumes that the values are drawn

i.i.d. in every round whereas we assume the value may be ad-

versarially chosen. Third, we study the liquid welfare in pure

Nash equilibria, where no bidder would deviate from their

current bid. In the online setting, people study small regret

or diminishing regret bidding strategies when the number of

steps approaches infinity, but this is different from a pure Nash

equilibrium in the offline setting.

There are also recent related work by Balseiro et al. [5]

and Golrezaei et al. [22] which show that both total revenue

and welfare can be improved by choosing appropriate reserve

prices. Deng et al. [15] studied the PoA of VCG auctions with

user cost. Deng et al. [12] studied fairness in auto-bidding with

machine learned advice. Ni et al. [28] studied ad auction design

with coupons in the auto-bidding world. Other works on auto-

bidding include understanding auto-bidding in multi-channel

auctions [2, 13], incentive properties of auto-bidding [3, 26],

optimal auction design in the Bayesian setting [6], dynamic

auctions for auto-bidders [17, 18], and resource allocation /

auction for utility maximizers with budget constraints [7, 9].

2 PRELIMINARIES
Let 𝐴 be a set of 𝑛 advertisers and 𝑄 be a set of queries. Each

advertiser 𝑖 ∈ 𝐴 has a total budget 𝐵𝑖 and a value 𝑣𝑖, 𝑗 for

query 𝑗 ∈ 𝑄 . We let 𝑏𝑖, 𝑗 denote advertiser 𝑖’s bid on query

𝑗 . A single-slot auction is defined via an allocation function

𝜋 : R𝐴+ → [0, 1]𝐴 , where ∑𝑖∈𝐴 𝜋𝑖 (𝑏) ≤ 1 for all 𝑏 ∈ R𝐴+ , and
a cost function 𝑐 : R𝐴+ → R𝐴+ which denotes the price paid

by advertiser 𝑖 if they are allocated the slot. In particular, the

expected price paid by advertiser 𝑖 is 𝜋𝑖 (𝑏) · 𝑐𝑖 (𝑏).

Background on Auto-bidding. Let us assume that all adver-

tisers except 𝑖 have fixed their bids. Then the decision variables

for advertiser 𝑖 are {𝜋𝑖, 𝑗 }𝑗 ∈𝑄 where 𝜋𝑖, 𝑗 is the probability that

3
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advertiser 𝑖 wins the query. The bid 𝑏𝑖, 𝑗 that advertiser 𝑖 must

place to win with probability 𝜋𝑖, 𝑗 is implicitly determined by

𝜋𝑖, 𝑗 . Finally, we let 𝑐𝑖, 𝑗 denote the cost that advertiser 𝑖 must

pay for query 𝑗 when theywin. Note that 𝑐𝑖, 𝑗 may be a function

of 𝜋𝑖, 𝑗 .

The goal of the auto-bidder is to optimize the advertiser’s

total value subject to (i) a budget constraint where advertiser

𝑖’s total expected is no more than 𝐵𝑖 and (ii) a target return-

on-spend (ROS) constraint where advertiser 𝑖’s total expected

value is no less than their total expected spend
3
. More for-

mally, the auto-bidding agent for advertiser 𝑖 aims to solve the

following optimization problem:

maximize:

∑
𝑗 ∈𝑄

𝜋𝑖, 𝑗𝑣𝑖, 𝑗

subject to:

∑
𝑗 ∈𝑄

𝜋𝑖, 𝑗𝑐𝑖, 𝑗 ≤ 𝐵𝑖 (Budget)∑
𝑗 ∈𝑄

𝜋𝑖, 𝑗𝑐𝑖, 𝑗 ≤
∑
𝑗 ∈𝑄

𝜋𝑖, 𝑗𝑣𝑖, 𝑗 (ROS)

∀𝑗 ∈ 𝑄, 𝜋𝑖, 𝑗 ∈ [0, 1] .

Let Π = {𝜋 ∈ [0, 1]𝐴×𝑄 : ∀𝑗, ∑𝑖∈𝐴 𝜋𝑖, 𝑗 ≤ 1} be the set of all
feasible allocations. Given an allocation 𝜋 , we let LW(𝜋) be
the liquid welfare which is defined as

LW(𝜋) =
∑
𝑖∈𝐴

min{𝐵𝑖 ,
∑
𝑗 ∈𝑄

𝜋𝑖, 𝑗𝑣𝑖, 𝑗 }.

The notion of liquid welfare was introduced by [19] and

measures the “willingness to pay” of an allocation. Let Opt =

max𝜋 ∈Π LW((𝜋) be the value of the optimal randomized allo-

cation that maximizes liquid welfare and let 𝜋∗ ∈
argmax𝜋 ∈Π LW((𝜋) denote one such optimal allocation.

2.1 Deterministic allocations
For deterministic allocations, we assume that there is a sin-

gle bidder with positive probability of winning the query.

In other words, 𝜋𝑖, 𝑗 ∈ {0, 1} for all 𝑖 ∈ 𝐴 and 𝑗 ∈ 𝑄 . Let

Π𝐼 B Π ∩ {0, 1}𝐴×𝑄 be the set of feasible deterministic al-

locations. Let I-Opt = max𝜋 ∈Π𝐼 LW(𝜋) be the value of the

optimal deterministic allocation that maximizes liquid welfare

and let 𝜋 𝐼∗ ∈ argmax𝜋 ∈Π𝐼 LW(𝜋) denote one such optimal

allocation.

2.2 Equilibrium
We say that the bids {𝑏𝑖, 𝑗 } are in an equilibrium if the two

statements below holds for each bidder 𝑖:

(1) Advertiser 𝑖 satisfies both their ROS and budget con-

straints:

∑
𝑗 ∈𝑄 𝜋𝑖, 𝑗𝑐𝑖, 𝑗 ≤ min{𝐵𝑖 ,

∑
𝑗 ∈𝑄 𝜋𝑖, 𝑗𝑣𝑖, 𝑗 }.

(2) Let 𝜋 and 𝑐 be the resulting allocation and costs of {𝑏𝑖, 𝑗 }.
Suppose bidder 𝑖 deviates to bids {𝑏 ′

𝑖, 𝑗
}𝑗 ∈𝑄 , while other

bidders remain their bids in {𝑏𝑖, 𝑗 }. Let 𝜋 ′
and 𝑐 ′ denote

the allocation and costs after bidder 𝑖’s deviation. Then

either bidder 𝑖 does not gain more value, or bidder 𝑖

3
One can think of the ROS constraint as an “ex-ante Individual Rationality”

constraint that ensures that the advertiser does not pay more than their value,

on average.

violates their constraint. Formally, at least one of the

following two inequalities is true:

• ∑
𝑗 ∈𝑄 𝜋 ′

𝑖, 𝑗
𝑣𝑖, 𝑗 ≤

∑
𝑗 ∈𝑄 𝜋𝑖, 𝑗𝑣𝑖, 𝑗

• ∑
𝑗 ∈𝑄 𝜋 ′

𝑖, 𝑗
𝑐𝑖, 𝑗 > min{𝐵𝑖 ,

∑
𝑗 ∈𝑄 𝜋 ′

𝑖, 𝑗
𝑣𝑖, 𝑗 }.

When we consider a fixed equilibrium Eq with a determin-

istic allocation 𝜋 , we will use 𝑁 (𝑖) to denote the set of all

queries that bidder 𝑖 wins in Eq and 𝑂 (𝑖) to denote the set of

all queries that are assigned to bidder 𝑖 in Opt. For a query

𝑗 , let Spend( 𝑗) denote the expected spend on query 𝑗 in the

equilibrium. For any bidder 𝑖 , let Spend(𝑖) denote the total

expected spend of bidder 𝑖 in Eq. For any subset of bidders

𝐴′ ⊆ 𝐴, we write

Opt(𝐴′) =
∑
𝑖∈𝐴′

min{𝐵𝑖 ,
∑
𝑗 ∈𝑄

𝜋∗𝑖, 𝑗𝑣𝑖, 𝑗 },

I-Opt(𝐴′) =
∑
𝑖∈𝐴′

min{𝐵𝑖 ,
∑
𝑗 ∈𝑄

𝜋 𝐼∗𝑖, 𝑗𝑣𝑖, 𝑗 },

and

LW(𝐴′) =
∑
𝑖∈𝐴′

min{𝐵𝑖 ,
∑
𝑗 ∈𝑄

𝜋𝑖, 𝑗𝑣𝑖, 𝑗 }.

For a single bidder 𝑖 , we abuse the notation and write LW(𝑖) =
LW({𝑖}) and Opt(𝑖) = Opt({𝑖}).

Given an instance 𝑆 and a mechanism M, let ΠEq
denote

the set of allocations withM at equilibrium. The PoA ofM is

defined as sup𝑆 sup𝜋 ∈ΠEq

LW(𝜋∗)
LW(𝜋 ) . We also define the integral

PoA (I-PoA) as sup𝑆 sup𝜋 ∈ΠEq

LW(𝜋 𝐼∗)
LW(𝜋 ) , which compares the

liquid welfare of an equilibrium with the optimal determinis-

tic allocation. In this paper, we study the PoA when a Nash

equilibrium exists.

3 FIRST PRICE AUCTION
In this section, we study the efficiency of FPA with both ROS

and budget constraints. We note that all our conclusions hold

for arbitrary deterministic tie-breaking rules. It is straight-

forward to see that I-Opt = Opt for auto-bidding without

a budget constraint: the optimal allocation is to assign each

query 𝑗 to bidder 𝑖∗ ∈ argmax𝑖∈𝐴 𝑣𝑖, 𝑗 . However, in the setting

with budget constraints, there is a gap between I-Opt and

Opt. We first show that I-Opt can be as small as
1

𝑛Opt. Next,

we show that both the PoA and for FPA is at most 𝑛, and the

integral PoA for FPA is at most 2.

Theorem 3.1. In auto-bidding with both ROS and budget
constraints, there exists an instance with 𝑛 bidders that I-Opt ≤
1

𝑛Opt.

Proof. We construct the instance as follows. There are 𝑛

bidders and a single query. Each bidder has a budget 𝐵𝑖 = 1

and value 𝑣𝑖,1 = 𝑛 for the query. The optimal allocation is to

assign the query to each bidder 𝑖 with 𝜋𝑖,1 = 1

𝑛 . This results

in a liquid welfare of 𝑛. The optimal integral allocation is to

assign the query to a single arbitrary bidder. This has a liquid

welfare of 1. □

Since the liquid welfare of any equilibrium of FPA is at most

I-Opt, we have the following corollary.

4



481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

540

Efficiency of Non-Truthful Auctions in Auto-bidding with Budget Constraints WWW’24, May 13–17, SINGAPORE

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

Corollary 3.2. The PoA for FPA is at least𝑛 when the bidders
have both budget and ROS constraints.

Remember our conclusions in this section hold for arbitrary

deterministic tie-breaking rules for FPA. Note that we can ad-

just the example in Theorem 3.1’s proof to change bidder 1’s

value and budget to 𝑣1,1 = 𝑛 + 𝜀 and 𝐵1 = 1 + 𝜀, where 𝜀 → 0.

Consider a case that every bidder bids 𝑏𝑖,1 = 𝑣𝑖,1. It is easy to

see this is an Equilibrium with deterministic or randomized

tie-breaking rules. Therefore, the PoA is still at least 𝑛 for FPA

also with randomized tie-breaking rules.

Next, we show that the PoA of FPA is at most 𝑛, i.e. the

lower bound example is tight.

Theorem 3.3. The PoA for FPA with both ROS and budget
constraints is at most 𝑛.

Proof. We split the bidders into two sets:

𝐴𝐵 = {𝑖 ∈ 𝐴 | 𝐵𝑖 ≤
∑

𝑗 ∈𝑁 (𝑖)
𝑣𝑖, 𝑗 } and 𝐴�̄� = 𝐴 \𝐴𝐵 .

Note that, by the definition of liquid welfare, for 𝑖 ∈ 𝐴𝐵 , we

have LW(𝑖) = 𝐵𝑖 ≥ Opt(𝑖). Thus, we have
LW(𝐴𝐵) ≥ Opt(𝐴𝐵). (1)

We further split 𝐴�̄� in to two sets. We define 𝐴�̄�1
as the set

of bidders 𝑖 for which there exists at least one query 𝑗 ∉ 𝑁 (𝑖)
such that if bidder 𝑖 wins query 𝑗 then, in addition to the

queries they are currently winning, their total value would

exceed 𝐵𝑖 . In other words, if bidder 𝑖 gets this extra query 𝑗 ,

then they will achieve their optimal liquid welfare 𝐵𝑖 . Next,

we define 𝐴�̄�0
= 𝐴�̄� \ 𝐴�̄�1

. These are the bidders for which

we can add any query not in 𝑁 (𝑖) and their total value would

still be at most 𝐵𝑖 . Formally, the sets are defined as

𝐴�̄�1
= {𝑖 ∈ 𝐴�̄� | ∃ 𝑗 ∉ 𝑁 (𝑖), 𝑠 .𝑡 . 𝑣𝑖, 𝑗 +

∑
𝑗 ′∈𝑁 (𝑖)

𝑣𝑖, 𝑗 ′ ≥ 𝐵𝑖 }

𝐴�̄�0
= 𝐴�̄� \𝐴�̄�1

.

We first bound Opt(𝐴�̄�1
) and Opt(𝐴�̄�0

) in Lemma 3.4 and

Lemma 3.5 below, and then put everything together using the

constraint that the total spend in the auction is upper bounded

by the total liquid welfare.

Lemma 3.4. Wehave
∑
𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖) Spend( 𝑗)+LW(𝐴�̄�1

) ≥
Opt(𝐴�̄�1

).

Proof. Fix any 𝑖 ∈ 𝐴�̄�1
and consider a query 𝑗 ′ ∉ 𝑁 (𝑖)

such that 𝑣𝑖, 𝑗 ′ +
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 ≥ 𝐵𝑖 . Note that such a query 𝑗 ′

must exist by definition of 𝐴�̄�1
. We claim that Spend( 𝑗 ′) ≥

𝐵𝑖 −
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 in any equilibrium of FPA. We will prove this

by contradiction, so assume Spend( 𝑗 ′) < 𝐵𝑖 −
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 .
Then the highest bid on 𝑗 ′ is strictly less than 𝐵𝑖 −

∑
𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 .

Now, observe that if bidder 𝑖 bids 𝐵𝑖 −
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 on query

𝑗 ′ then bidder 𝑖 would win query 𝑗 ′. Their total value would
then be at least 𝐵𝑖 and their total spend would be at most

𝐵𝑖 . Thus their value has increased while both their budget

and ROS constraints remain satisfied. This contradicts the

assumption that the bidders are in an equilibrium.We conclude

that there exists 𝑗 ′, such that Spend( 𝑗 ′) ≥ 𝐵𝑖−
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 for
all bidders 𝑖 ∈ 𝐴�̄�1

. Using the trivial upper bound Spend( 𝑗 ′) ≤

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖) Spend( 𝑗) (since 𝑗 ′ ∈ 𝑂 (𝑖) \ 𝑁 (𝑖)), this implies

that 𝐵𝑖 ≤ ∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖) Spend( 𝑗) +

∑
𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 for 𝑖 ∈ 𝐴�̄�1

.

We thus have that,

Opt(𝐴�̄�1
) ≤

∑
𝑖∈𝐴�̄�1

𝐵𝑖

≤
∑

𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) +
∑

𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑁 (𝑖)

𝑣𝑖, 𝑗

≤
∑

𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) + LW(𝐴�̄�1
),

as claimed. Note that for the first line, we used Opt(𝐴�̄�1
) =∑

𝑖∈𝐴�̄�1

min{𝐵𝑖 ,
∑

𝑗 𝑣𝑖, 𝑗 · 𝜋∗𝑖, 𝑗 } ≤
∑
𝑖∈𝐴�̄�1

𝐵𝑖 . □

Lemma 3.5. Wehave
∑
𝑖∈𝐴�̄�0

∑
𝑗∉𝑁 (𝑖) Spend( 𝑗)+LW(𝐴�̄�0

) ≥
Opt(𝐴�̄�0

).

Proof. The proof is similar to the proof of Lemma 3.4. For

𝑖 ∈ 𝐴�̄�0
, we claim that for each query 𝑗 ′ ∉ 𝑁 (𝑖), Spend( 𝑗 ′) is

at least 𝑣𝑖, 𝑗 ′ . Again, we prove this by contradiction. Assume

there exists 𝑗 ′ ∈ 𝑂 (𝑖)−𝑁 (𝑖), such that Spend( 𝑗 ′) < 𝑣𝑖, 𝑗 ′ . Then

bidder 𝑖 can bid 𝑣𝑖, 𝑗 ′ to win query 𝑗 ′. Note that

𝑐𝑖, 𝑗 ′ +
∑

𝑗 ∈𝑁 (𝑖)
𝑐𝑖, 𝑗 ≤ 𝑣𝑖, 𝑗 ′ +

∑
𝑗 ∈𝑁 (𝑖)

𝑐𝑖, 𝑗 < 𝐵𝑖 ,

where the first inequality uses that bidder 𝑖 bids and pays 𝑣𝑖, 𝑗 ′

on query 𝑗 ′ and that bidder 𝑖’s ROS constraint was initially

satisfied and the second is by definition of𝐴�̄�0
. But this shows

that bidder 𝑖 can improve their value without violating their

constraints, which contradicts the assumption that the bidders

are in an equilibrium. Thus, it must be Spend( 𝑗 ′) ≥ 𝑣𝑖, 𝑗 ′ for

all 𝑖 ∈ 𝐴�̄�0
and 𝑗 ′ ∉ 𝑁 (𝑖). In particular,

∑
𝑗∉𝑁 (𝑖) Spend( 𝑗) ≥∑

𝑗∉𝑁 (𝑖) 𝑣𝑖, 𝑗 . Following a similar argument as in Lemma 3.4,

we have that

Opt(𝐴�̄�0
) ≤

∑
𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑄

𝑣𝑖, 𝑗

=
∑

𝑖∈𝐴�̄�0

∑
𝑗∉𝑁 (𝑖)

𝑣𝑖, 𝑗 +
∑

𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑁 (𝑖)

𝑣𝑖, 𝑗

≤
∑

𝑖∈𝐴�̄�0

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) + LW(𝐴�̄�0
),

where the first inequality is because

Opt(𝐴�̄�0
) = ∑

𝑖∈𝐴�̄�0

min{𝐵𝑖 ,
∑

𝑗 𝑣𝑖, 𝑗 · 𝜋∗𝑖, 𝑗 } ≤
∑

𝑗 ∈𝑄 𝑣𝑖, 𝑗 . □

We now return to the proof of Theorem 3.3. Let 𝑁−1 ( 𝑗)
denote the advertiser that wins query 𝑗 . Combining Inequality

(1), Lemma 3.4 and Lemma 3.5, we have

Opt = Opt(𝐴𝐵) + Opt(𝐴�̄�1
) + Opt(𝐴�̄�0

)

≤ LW(𝐴𝐵) +
∑

𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) + LW(𝐴�̄�1
)

+ LW(𝐴�̄�0
) +

∑
𝑖∈𝐴�̄�0

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗)

= LW(𝐴𝐵) + LW(𝐴�̄�1
) + LW(𝐴�̄�0

) +
∑
𝑖∈𝐴�̄�

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗)

≤ LW(𝐴) +
∑
𝑗 ∈𝑄

∑
𝑖∈𝐴\𝑁 −1 ( 𝑗)

Spend( 𝑗) (2)
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= LW(𝐴) + (𝑛 − 1) ·
∑
𝑗 ∈𝑄

Spend( 𝑗) (3)

≤ 𝑛 · LW(𝐴). (4)

In Eq. (2), we swapped the order of the sum. In Eq. (3), we

used that |𝐴\𝑁−1 ( 𝑗) | = 𝑛−1 (each query is assigned to exactly

one bidder). In Eq. (4), we used that the liquid welfare is an

upper bound on the total spend. □

Although the PoA of FPA is large because of the large gap

between Opt and I-Opt, the theorem below shows that the I-

PoA of FPA with both ROS and budget constraints is at most 2,

which is the same as in the setting with only a ROS constraint.

Theorem 3.6. The I-PoA for FPA with both ROS and budget
constraints is at most 2.

This proof and all other proofs not included in the main

paper are relegated to the appendix.

Corollary 3.4 of [23] shows that the I-PoA of FPA without

budget is at least 2. It is straightforward to generalize it to

obtain the following corollary, by assuming all the budgets

are infinity. Note that the lower bound of I-PoA is also a lower

bound of PoA.

Corollary 3.7. The I-PoA for FPA with both ROS and budget
constraints is at least 2.

Next, we make a mild assumption that 𝑣𝑖, 𝑗 ≤ 𝐵𝑖 for all 𝑖 ∈ 𝐴

and 𝑗 ∈ 𝑄 , i.e. any bidder’s value for any query is no more

than their budget. With this assumption, we are able to show

that the PoA is at most 2 for FPA in Theorem 3.8. Indeed, our

assumption avoids the “large value” cases represented by the

example in Theorem 3.1 to achieve a small PoA bound.

Theorem 3.8. If 𝑣𝑖, 𝑗 ≤ 𝐵𝑖 for every 𝑖 ∈ 𝐴 and 𝑗 ∈ 𝑄 then the
PoA of FPA with both ROS and budget constraints is at most 2.

Proof. We split the bidders into two sets:

𝐴𝐵 = {𝑖 ∈ 𝐴 | 𝐵𝑖 ≤
∑

𝑗 ∈𝑁 (𝑖)
𝑣𝑖, 𝑗 } and 𝐴�̄� = 𝐴 \𝐴𝐵 .

By the definition of liquidwelfare, for 𝑖 ∈ 𝐴𝐵 , we have LW(𝑖) =
𝐵𝑖 ≥ Opt(𝑖). Thus, we have

LW(𝐴𝐵) ≥ Opt(𝐴𝐵) . (5)

For 𝑖 ∈ 𝐴�̄� , define D(𝑖) = { 𝑗 ∉ 𝑁 (𝑖) | Spend( 𝑗) < 𝑣𝑖, 𝑗 }.
Let𝑉𝑖 =

∑
𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 denote the total value that bidder 𝑖 has in

the equilibrium Eq. Note that 𝑉𝑖 = LW(𝑖) for 𝑖 ∈ 𝐴�̄� because

𝐵𝑖 ≥ 𝑉𝑖 . For a set 𝑁
′ ⊆ 𝑁 (𝑖), let 𝑉𝑖 (𝑁 ′) = ∑

𝑗 ∈𝑁 ′ 𝑣𝑖, 𝑗 .

Claim 3.9. Fix a bidder 𝑖 . For every 𝑗 ∈ D(𝑖), we have

Spend( 𝑗) + Spend(𝑖) ≥ 𝐵𝑖 .

Intuitively, if Spend( 𝑗) < 𝑣𝑖, 𝑗 , then it must be that bidder 𝑖

could not bid higher because of their budget constraint, i.e.,

𝐵𝑖 could be covered by Spend( 𝑗) + Spend(𝑖) ≥ 𝐵𝑖 . See the full

proof in the appendix.

Claim 3.10. Fix a bidder 𝑖 . For every 𝑗 ∈ D(𝑖), we have

𝑣𝑖, 𝑗 ≤ 𝑉𝑖 .

We prove this claim by contradiction. To that end assume

there exists 𝑗 ∈ D(𝑖), such that 𝑣𝑖, 𝑗 > 𝑉𝑖 . For a sufficiently

small 𝜀 > 0, if bidder 𝑖 changes their bid on query 𝑗 to Spend( 𝑗)+
𝜀 and their bid on all other queries to 0, then bidder 𝑖 would

win query 𝑗 and pay Spend( 𝑗) + 𝜀. Their total value would

be 𝑣𝑖, 𝑗 > 𝑉𝑖 . By the condition of Theorem 3.8, we know

𝑣𝑖, 𝑗 ≤ 𝐵𝑖 . By the definition of D(𝑖), Spend( 𝑗) < 𝑣𝑖, 𝑗 and thus,

Spend( 𝑗) + 𝜀 < 𝑣𝑖, 𝑗 provided 𝜀 is sufficiently small. Thus, bid-

der 𝑖 is able to get more value while satisfying both constraints,

which contradicts the equilibrium assumption.

We further partition 𝐴�̄� into two sets:

𝐴�̄�0
= {𝑖 ∈ 𝐴�̄� |

∑
𝑗 ∈D(𝑖)

𝜋∗𝑖, 𝑗 ≥ 1} and 𝐴�̄�1
= 𝐴�̄� \𝐴�̄�0

.

We bound Opt(𝐴�̄�0
) and Opt(𝐴�̄�1

) separately by Lemma 3.11

and Lemma 3.14.

Lemma 3.11. We have
∑
𝑖∈𝐴�̄�0

∑
𝑗 ∈D(𝑖) 𝜋

∗
𝑖, 𝑗

· Spend( 𝑗) +
LW(𝐴�̄�0

) ≥ Opt(𝐴�̄�0
).

Proof. Fix 𝑖 ∈ 𝐴�̄�0
. By Claim 3.9, we have∑

𝑗 ∈D(𝑖)
𝜋∗𝑖, 𝑗 · Spend( 𝑗) + LW(𝑖)

≥
∑

𝑗 ∈D(𝑖)
𝜋∗𝑖, 𝑗 · Spend( 𝑗) + Spend(𝑖) ≥ 𝐵𝑖 .

Summing up this inequality for all 𝑖 ∈ 𝐴�̄�0
yields∑

𝑖∈𝐴�̄�0

∑
𝑗 ∈D(𝑖)

𝜋∗𝑖, 𝑗 ·Spend( 𝑗)+LW(𝐴�̄�0
) ≥

∑
𝑖∈𝐴�̄�0

𝐵𝑖 ≥ Opt(𝐴�̄�0
) .

□

To bound Opt(𝐴�̄�1
), we require the following auxiliary

lemma.

Lemma 3.12. Fix bidder 𝑖 ∈ 𝐴�̄�1
. If

∑
𝑗 ∈D(𝑖) 𝜋

∗
𝑖, 𝑗

< 1 then∑
𝑗 ∈𝑁 (𝑖)

(𝑣𝑖, 𝑗 · (1 − 𝜋∗𝑖, 𝑗 ) + 𝜋∗𝑖, 𝑗 · Spend( 𝑗))

≥
∑

𝑗 ∈D(𝑖)
𝜋∗𝑖, 𝑗 · (𝑣𝑖, 𝑗 − Spend( 𝑗)) .

Proof. We split 𝑁 (𝑖) into two sets:

𝑁1 = { 𝑗 ∈ 𝑁 (𝑖) | Spend( 𝑗) ≥ 𝑣𝑖, 𝑗 } and 𝑁2 = 𝑁 (𝑖) \ 𝑁1 .

We first show the following claim to bound 𝑉𝑖 (𝑁1) +
Spend(𝑁2).

Claim 3.13.
∑

𝑗 ∈𝑁 (𝑖) (𝑣𝑖, 𝑗 · (1 − 𝜋∗
𝑖, 𝑗
) + 𝜋∗

𝑖, 𝑗
· Spend( 𝑗)) ≥

𝑉𝑖 (𝑁1) + Spend(𝑁2).

Fix a query 𝑗 ′ ∈ D(𝑖). Since bidder 𝑖 is in an equilibrium,

it means bidder 𝑖 cannot get more value, while satisfying

their constraints, by giving up queries in 𝑁1 and bidding high

enough to win query 𝑗 ′. In other words, if bidder 𝑖 deviates

by bidding 0 on all queries in 𝑁1 and bidding Spend( 𝑗 ′) on
query 𝑗 ′ to win query 𝑗 ′ then at least one of the following two

statements is true: (1) the value that bidder 𝑖 loses from 𝑁1 is

at least the value 𝑖 gains by winning 𝑗 ′ or (2) bidder 𝑖 violates
their constraints. We analyze each case below.
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Case 1: 𝑣𝑖, 𝑗 ′ ≤ 𝑉𝑖 (𝑁1). In this case, bidder 𝑖 gives up all

queries in 𝑁1 and bids Spend( 𝑗 ′) to win 𝑗 ′, but bidder 𝑖’s total
value decreases after the switch. In other words 𝑉𝑖 (𝑁1) ≥
𝑣𝑖, 𝑗 ′ ≥ 𝑣𝑖, 𝑗 ′ − Spend( 𝑗).

Case 2: bidder 𝑖 violates at least one of their constraints. It is
not possible to violate their ROS constraint because Spend(𝑁1)
≥ 𝑉𝑖 (𝑁1) and Spend( 𝑗 ′) < 𝑣𝑖, 𝑗 ′ . Thus bidder 𝑖 must vio-

late their budget constraint. Bidder 𝑖 does not spend any-

thing on 𝑁1 now because bidder 𝑖 bids 0 on all queries in

𝑁1. The total spend of bidder 𝑖 after the strategy deviation

is Spend( 𝑗 ′) + Spend(𝑁2), which must be greater than 𝐵𝑖 .

Combining with the condition that 𝑣𝑖, 𝑗 ′ ≤ 𝐵𝑖 , we have

Spend(𝑁2) > 𝐵𝑖 − Spend( 𝑗 ′) ≥ 𝑣𝑖, 𝑗 ′ − Spend( 𝑗 ′) .

Combining Case 1 and Case 2 and Claim 3.13, we have that

for every 𝑗 ′ ∈ D(𝑖):∑
𝑗 ∈𝑁 (𝑖)

(𝑣𝑖, 𝑗 · (1 − 𝜋∗𝑖, 𝑗 ) + 𝜋∗𝑖, 𝑗 · Spend( 𝑗)) ≥ 𝑉𝑖 (𝑁1) + Spend(𝑁2)

≥ 𝑣𝑖, 𝑗 ′ − Spend( 𝑗 ′) .

Since

∑
𝑗 ′∈D(𝑖) 𝜋

∗
𝑖, 𝑗 ′ < 1 and 𝑣𝑖, 𝑗 > Spend( 𝑗 ′) for 𝑗 ∈ D(𝑖),

we conclude that∑
𝑗 ∈𝑁 (𝑖)

𝑣𝑖, 𝑗 ·(1−𝜋∗𝑖, 𝑗 )+𝜋
∗
𝑖, 𝑗 ·Spend( 𝑗) ≥

∑
𝑗 ∈D(𝑖)

𝜋∗𝑖, 𝑗 ·(𝑣𝑖, 𝑗−Spend( 𝑗)).

□

Lemma 3.14. We have
Opt(𝐴�̄�1

) ≤ LW(𝐴�̄�1
) +∑

𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑄 Spend( 𝑗) · 𝜋∗

𝑖, 𝑗

Proof. Fix 𝑖 ∈ 𝐴�̄�1
. We first split Opt(𝑖) into three parts

and then bound each term separately. Indeed, for all 𝑖 ∈ 𝐴�̄�1
,

we have

Opt(𝑖) ≤
∑
𝑗 ∈𝑄

𝑣𝑖, 𝑗 · 𝜋∗𝑖, 𝑗

=
∑

𝑗 ∈𝑁 (𝑖)
𝑣𝑖, 𝑗 · 𝜋∗𝑖, 𝑗 +

∑
𝑗 ∈D(𝑖)

𝑣𝑖, 𝑗 · 𝜋∗𝑖, 𝑗 +
∑

𝑗 ∈𝑄\𝑁 (𝑖)\D(𝑖)
𝑣𝑖, 𝑗 · 𝜋∗𝑖, 𝑗

=
∑

𝑗 ∈𝑁 (𝑖)
𝑣𝑖, 𝑗 · 𝜋∗𝑖, 𝑗 + (

∑
𝑗 ∈D(𝑖)

(𝑣𝑖, 𝑗 − Spend( 𝑗)) · 𝜋∗𝑖, 𝑗

+
∑

𝑗 ∈D(𝑖)
Spend( 𝑗) · 𝜋∗𝑖, 𝑗 ) +

∑
𝑗 ∈𝑄\𝑁 (𝑖)\D(𝑖)

𝑣𝑖, 𝑗 · 𝜋∗𝑖, 𝑗 .

Weknow that if 𝑗 ∈ 𝑄\𝑁 (𝑖)\D(𝑖) we have Spend( 𝑗) ≥ 𝑣𝑖, 𝑗 .

Combining with Lemma 3.12 gives that

Opt(𝑖)

≤
∑

𝑗 ∈𝑁 (𝑖)
𝑣𝑖, 𝑗 · 𝜋∗𝑖, 𝑗 +

∑
𝑗 ∈𝑁 (𝑖)

(𝑣𝑖, 𝑗 · (1 − 𝜋∗𝑖, 𝑗 ) + 𝜋∗𝑖, 𝑗 · Spend( 𝑗))

+
∑

𝑗 ∈D(𝑖)
Spend( 𝑗) · 𝜋∗𝑖, 𝑗 +

∑
𝑗 ∈𝑄\𝑁 (𝑖)\D(𝑖)

Spend( 𝑗) · 𝜋∗𝑖, 𝑗

=
∑

𝑗 ∈𝑁 (𝑖)
𝑣𝑖, 𝑗 +

∑
𝑗 ∈𝑄

Spend( 𝑗) · 𝜋∗𝑖, 𝑗 .

Summing up for all 𝑖 ∈ 𝐴�̄�1
gives thatOpt(𝐴�̄�1

) ≤ LW(𝐴�̄�1
)+∑

𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑄 Spend( 𝑗) · 𝜋∗

𝑖, 𝑗
. □

We are ready to finish the proof by putting Inequality 5,

Lemma 3.11 and Lemma 3.14 together. We have

Opt = Opt(𝐴𝐵) + Opt(𝐴�̄�0
) + Opt(𝐴�̄�1

)

≤ LW(𝐴𝐵) + LW(𝐴�̄�0
) +

∑
𝑖∈𝐴�̄�0

∑
𝑗 ∈D(𝑖)

𝜋∗𝑖, 𝑗 · Spend( 𝑗)

+ LW(𝐴�̄�1
) +

∑
𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑄

Spend( 𝑗) · 𝜋∗𝑖, 𝑗

≤ LW(𝐴) +
∑
𝑖∈𝐴

∑
𝑗 ∈𝑄

𝜋∗𝑖, 𝑗 · Spend( 𝑗)

≤ LW(𝐴) +
∑
𝑗 ∈𝑄

∑
𝑖∈𝐴

𝜋∗𝑖, 𝑗 · Spend( 𝑗)

≤ LW(𝐴) +
∑
𝑗 ∈𝑄

Spend( 𝑗) ≤ 2LW(𝐴),

which concludes that the PoA is at most 2. □

3.1 Uniform bidding
It is known that, without budget constraints, when the bidders

are assumed to bid uniformly, the PoA is 1 for FPA [16, Theo-

rem 6.5]. In this section, we study uniform bidding when the

bidders have a budget constraint. We first show, somewhat

surprisingly, that the I-PoA of FPA now becomes 𝑛.

Theorem 3.15. If the bidders are assumed to bid uniformly
in FPA with both ROS and budget constraints, then the integral
price of anarchy is at least 𝑛.

The following theorem gives a matching upper bound of

the PoA of FPA with budget constraints.

Theorem 3.16. If the bidders are assumed to bid uniformly
in FPA with both ROS and budget constraints, then the price of
anarchy is at most 𝑛.

4 RANDOMIZED FIRST-PRICE AUCTION
In this section, we study the efficiency of the randomized first-

price auction [23, §5]. The auction is defined as follows. Given

a parameter 𝛼 ≥ 1 and the two highest bids 𝑏1 ≥ 𝑏2:

• If 𝑏1 ≥ 𝛼𝑏2 then bidder 1 wins with probability 1.

• Otherwise, bidder 1 wins with probability

1

2

(
1 + log𝛼 (𝑏1/𝑏2)

)
. With the remaining probability,

bidder 2 wins.

The winner of the auction pays their bid. We use rFPA(𝛼) to
denote the randomized first-price auction with parameter 𝛼 .

In this section, we focus on the setting where there are two

bidders in each query.

We prove two results for rFPA when advertisers have a

budget constraint. The first is that rFPA with an appropriate 𝛼

parameter achieves at least 0.555 of the optimal liquid welfare;

this is identical to the efficiency of rFPA when advertisers only

have a ROS constraint [23].

Theorem 4.1. For any set of undominated bids for two bid-
ders with both ROS and budget constraints, rFPA(𝛼 = 1.4)
obtains at least 1

1.8 -fraction of the welfare of the optimal (ran-
domized) allocation.
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For the second result, we consider the setting where adver-

tisers are assumed to bid uniformly. Recall that Theorem 3.15

shows that uniform bidding increases the I-PoA for FPA. Inter-

estingly, restricting bidders to bid uniformly actually lowers

the PoA for rFPA. Intuitively, the reason that I-PoA is large

for uniform bidding in FPA is because a bidder’s bid to all

queries are highly correlated. It is possible to construct in-

stances where, using uniform bidding, a bidder can either

win no queries or win everything and violate their budget

constraint but it is not possible for the bidder to smoothly

interpolate these extremes. However, in randomized auctions,

bidders are able to smoothly increase or decrease their bids

to win fractional queries, making it possible to avoid the bad

cases in deterministic auctions.

Theorem 4.2. If the bidders are assumed to bid uniformly in
rFPA(𝛼 = 7.62), then the PoA is at most 1.5.

5 QUASI-PROPORTIONAL FIRST PRICE
AUCTION

In this section, we consider the following quasi-proportional

power mechanism. Given a parameter 𝛼 ≥ 1 and the bids

𝑏1, . . . , 𝑏𝑛 , we allocate to bidder 𝑖 with probability
𝑏𝛼
𝑖

∥𝑏 ∥𝛼𝛼 , where

∥𝑏∥𝛼 = (∑𝑖∈𝐴 𝑏𝛼
𝑖
)1/𝛼

. The winner of the auction is charged

their bid. We note that a similar mechanism was also studied

in [27] although they considered the mechanism with 𝛼 ≤ 1.

Theorem 5.1. The price of anarchy for the quasi-proportional
FPA mechanism with both ROS and budget constraints is at most
2 when 𝛼 → ∞.

Proof. First, we require the following lemma.

Lemma 5.2. Fix a query 𝑗 and suppose that
0 < Pr [𝑖 wins query 𝑗] ≤ 𝜂. Then

Spend( 𝑗) ≥ 𝑣𝑖, 𝑗 ·
𝛼 · (1 − 𝜂)

(𝑛𝜂)1/𝛼 (𝛼 − 𝛼𝜂 + 1)
.

Lemma 5.3. For every 𝑖 ∈ 𝐴�̄� , 𝑗 ∈ 𝑄 , 𝜂 ∈ (0, 1), and 𝑦𝑖, 𝑗 ∈
[0, 1], we have

𝜋𝑖, 𝑗 · 𝑣𝑖, 𝑗 +𝑦𝑖, 𝑗 ·
(𝑛𝜂)1/𝛼𝜂 (𝛼 − 𝛼𝜂 + 1)

𝛼 (1 − 𝜂) · Spend( 𝑗) ≥ 𝜂 ·𝑦𝑖, 𝑗𝑣𝑖, 𝑗 .

Proof. If 𝜋𝑖, 𝑗 ≥ 𝜂 then 𝜋𝑖, 𝑗 · 𝑣𝑖, 𝑗 ≥ 𝜂 ·𝑦𝑖, 𝑗𝑣𝑖, 𝑗 . Otherwise, if
𝜋𝑖, 𝑗 < 𝜂 then we can apply Lemma 5.2. □

We now apply Lemma 5.3 with 𝑦𝑖, 𝑗 =
𝜋∗
𝑖,𝑗∑

𝑖′∈𝐴
�̄�
𝜋∗
𝑖′, 𝑗

. For a

fixed bidder 𝑖 , we can sum over all 𝑗 to get that

𝜂 · Opt(𝑖) = 𝜂
∑
𝑗 ∈𝑄

𝜋∗𝑖, 𝑗𝑣𝑖, 𝑗 ≤
∑
𝑗 ∈𝑄

𝜂 ·
𝜋∗
𝑖, 𝑗∑

𝑖′∈𝐴�̄�
𝜋∗
𝑖′, 𝑗

𝑣𝑖, 𝑗

≤
∑
𝑗 ∈𝑄

𝜋∗
𝑖, 𝑗∑

𝑖′∈𝐴�̄�
𝜋∗
𝑖′, 𝑗

(𝑛𝜂)1/𝛼𝜂 (𝛼 − 𝛼𝜂 + 1)
𝛼 (1 − 𝜂) · Spend( 𝑗)

+
∑
𝑗 ∈𝑄

𝜋𝑖, 𝑗𝑣𝑖, 𝑗

≤ (𝑛𝜂)1/𝛼𝜂 (𝛼 − 𝛼𝜂 + 1)
𝛼 (1 − 𝜂) ·

∑
𝑗 ∈𝑄

𝜋∗
𝑖, 𝑗∑

𝑖′∈𝐴�̄�
𝜋∗
𝑖′, 𝑗

Spend( 𝑗)

+ LW(𝑖).
Thus, summing both sides over 𝑖 ∈ 𝐴�̄� , we have that

𝜂 · Opt(𝐴�̄�)

≤ LW(𝐴�̄�) +
(𝑛𝜂)1/𝛼𝜂 (𝛼 − 𝛼𝜂 + 1)

𝛼 (1 − 𝜂) ·
∑
𝑗 ∈𝑄

Spend( 𝑗)

≤ LW(𝐴�̄�) +
(𝑛𝜂)1/𝛼𝜂 (𝛼 − 𝛼𝜂 + 1)

𝛼 (1 − 𝜂) · LW.

Adding LW(𝐴𝐵) = Opt(𝐴𝐵) to both sides gives that 𝜂 ·Opt ≤(
1 + (𝑛𝜂)1/𝛼𝜂 (𝛼−𝛼𝜂+1)

𝛼 (1−𝜂)

)
· LW. Thus, the PoA is at most

1

𝜂 +
(𝑛𝜂)1/𝛼 (𝛼−𝛼𝜂+1)

𝛼 (1−𝜂) . If we take limits as 𝛼 → ∞, we get that this

converges to 1/𝜂 + 1. Since 𝜂 is arbitrary, we conclude that the

PoA is 2. □

6 DISCUSSION
In this paper, we study the PoA and I-POA of auto-bidders

with both budget and ROS constraints in non-truthful auctions,

which complement previous works on the PoA of different

auctions for auto-bidders with only ROS constraints. The set-

ting with budget constraints is different and challenging for

several reasons. First, Theorem 3.1 shows that there is a large

gap between deterministic and randomized allocations in our

setting. In contrast, recall that the best deterministic alloca-

tion is also the best randomized allocation in the setting with

only a ROS constraint. Thus, the techniques required for the

efficiency analyses are different from previous related work

and may be extended for future work with budget constraints.

Second, when the bidders are assumed to bid uniformly, our

results are surprisingly inconsistent with setting with only a

ROS constraint. Deng et al. [16] shows that the PoA is 1 when

bidders are assumed to bid uniformly in FPA with only ROS

constraints. However, we show that the I-PoA for this setting

with budget constraints becomes 𝑛, which is worse than the

I-PoA of 2 for non-uniform bidding. We also show that uni-

form bidding does improve the PoA for randomized FPA in

Theorem 4.2. Intuitively, the reason that I-PoA is large for uni-

form bidding in FPA is because a bidder’s bid to all queries are

highly correlated, and it is possible that a bidder could not win

any query because when they will have to take none or too

many queries and violate their budget constraint. However, in

randomized auctions, bidders are able to smoothly increase or

decrease their bids to win fractional queries to avoid such bad

cases in deterministic auctions.

There are many interesting future directions to explore

beyond this work. We analyze the PoA and I-PoA of different

non-truthful auctions for the cases that a Nash equilibrium

exists. One question we leave for future work the existence

of Nash equilibria. For the budget constraints in randomized

auctions, we study the ex ante version. It will be interesting

to also consider the ex post budget constraint setting and

compare it with our setting.

REFERENCES
[1] Gagan Aggarwal, Ashwinkumar Badanidiyuru, and Aranyak Mehta. 2019.

Autobidding with constraints. In International Conference on Web and
Internet Economics. Springer, 17–30.

8



961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

Efficiency of Non-Truthful Auctions in Auto-bidding with Budget Constraints WWW’24, May 13–17, SINGAPORE

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

1035

1036

1037

1038

1039

1040

1041

1042

1043

1044

1045

1046

1047

1048

1049

1050

1051

1052

1053

1054

1055

1056

1057

1058

1059

1060

1061

1062

1063

1064

1065

1066

1067

1068

1069

1070

1071

1072

1073

1074

1075

1076

1077

1078

1079

1080

[2] Gagan Aggarwal, Andres Perlroth, and Junyao Zhao. 2023. Multi-Channel

Auction Design in the Autobidding World. arXiv preprint arXiv:2301.13410
(2023).

[3] Yeganeh Alimohammadi, Aranyak Mehta, and Andres Perlroth. 2023.

Incentive Compatibility in the Auto-bidding World. arXiv preprint
arXiv:2301.13414 (2023).

[4] Yossi Azar, Michal Feldman, Nick Gravin, and Alan Roytman. 2017. Liquid

price of anarchy. In International Symposium on Algorithmic Game Theory.
Springer, 3–15.

[5] Santiago Balseiro, Yuan Deng, Jieming Mao, Vahab Mirrokni, and Song

Zuo. 2021. Robust auction design in the auto-bidding world. Advances in
Neural Information Processing Systems 34 (2021), 17777–17788.

[6] Santiago Balseiro, Yuan Deng, JiemingMao, VahabMirrokni, and Song Zuo.

2022. Optimal mechanisms for value maximizers with budget constraints

via target clipping. Available at SSRN (2022).

[7] Santiago Balseiro, Christian Kroer, and Rachitesh Kumar. 2023. Contex-

tual standard auctions with budgets: Revenue equivalence and efficiency

guarantees. Management Science (2023).
[8] Santiago R Balseiro, Yuan Deng, Jieming Mao, Vahab S Mirrokni, and Song

Zuo. 2021. The landscape of auto-bidding auctions: Value versus utility

maximization. In Proceedings of the 22nd ACM Conference on Economics
and Computation. 132–133.

[9] Ioannis Caragiannis and Alexandros A Voudouris. 2018. The efficiency of

resource allocation mechanisms for budget-constrained users. In Proceed-
ings of the 2018 ACM Conference on Economics and Computation. 681–698.

[10] Matteo Castiglioni, Andrea Celli, and Christian Kroer. 2023. Online Bidding

in Repeated Non-Truthful Auctions under Budget and ROI Constraints.

arXiv preprint arXiv:2302.01203 (2023).
[11] Vincent Conitzer, Christian Kroer, Debmalya Panigrahi, Okke Schrijvers,

Nicolas E Stier-Moses, Eric Sodomka, and Christopher A Wilkens. 2022.

Pacing equilibrium in first price auction markets. Management Science 68,
12 (2022), 8515–8535.

[12] Yuan Deng, Negin Golrezaei, Patrick Jaillet, Jason Cheuk Nam Liang, and

Vahab Mirrokni. 2022. Fairness in the autobidding world with machine-

learned advice. arXiv preprint arXiv:2209.04748 (2022).
[13] Yuan Deng, Negin Golrezaei, Patrick Jaillet, Jason Cheuk Nam Liang, and

Vahab Mirrokni. 2023. Multi-channel Autobidding with Budget and ROI

Constraints. arXiv preprint arXiv:2302.01523 (2023).
[14] Yuan Deng, Jieming Mao, Vahab Mirrokni, Hanrui Zhang, and Song Zuo.

2022. Efficiency of the first-price auction in the autobidding world. arXiv
preprint arXiv:2208.10650 (2022).

[15] Yuan Deng, Jieming Mao, Vahab Mirrokni, Hanrui Zhang, and Song Zuo.

2023. Autobidding Auctions in the Presence of User Costs. In Proceedings
of the ACM Web Conference 2023. 3428–3435.

[16] Yuan Deng, Jieming Mao, Vahab Mirrokni, and Song Zuo. 2021. Towards

efficient auctions in an auto-bidding world. In Proceedings of the Web
Conference 2021. 3965–3973.

[17] Yuan Deng, Vahab Mirrokni, and Hanrui Zhang. 2022. Posted Pricing

and Dynamic Prior-independent Mechanisms with Value Maximizers. Ad-
vances in Neural Information Processing Systems 35 (2022), 24158–24169.

[18] Yuan Deng and Hanrui Zhang. 2021. Prior-independent dynamic auctions

for a value-maximizing buyer. Advances in Neural Information Processing
Systems 34 (2021), 13847–13858.

[19] Shahar Dobzinski and Renato Paes Leme. 2014. Efficiency guarantees in

auctions with budgets. In Automata, Languages, and Programming: 41st
International Colloquium, ICALP 2014, Copenhagen, Denmark, July 8-11,
2014, Proceedings, Part I 41. Springer, 392–404.

[20] Giannis Fikioris and Éva Tardos. 2023. Liquid welfare guarantees for no-

regret learning in sequential budgeted auctions. In Proceedings of the 24th
ACM Conference on Economics and Computation. 678–698.

[21] Jason Gaitonde, Yingkai Li, Bar Light, Brendan Lucier, and Aleksandrs

Slivkins. 2022. Budget pacing in repeated auctions: Regret and efficiency

without convergence. arXiv preprint arXiv:2205.08674 (2022).
[22] Negin Golrezaei, Ilan Lobel, and Renato Paes Leme. 2021. Auction design

for roi-constrained buyers. In Proceedings of the Web Conference 2021. 3941–
3952.

[23] Christopher Liaw, Aranyak Mehta, and Andres Perlroth. 2023. Efficiency

of non-truthful auctions under auto-bidding. In Proceedings of the ACM
Web Conference 2023. 3561–3571.

[24] Brendan Lucier, Sarath Pattathil, Aleksandrs Slivkins, andMengxiao Zhang.

2023. Autobidders with Budget and ROI Constraints: Efficiency, Regret,

and Pacing Dynamics. arXiv preprint arXiv:2301.13306 (2023).
[25] Aranyak Mehta. 2022. Auction design in an auto-bidding setting: Random-

ization improves efficiency beyond VCG. In Proceedings of the ACM Web
Conference 2022. 173–181.

[26] Aranyak Mehta and Andres Perlroth. 2023. Auctions without commitment

in the auto-bidding world. arXiv preprint arXiv:2301.07312 (2023).

[27] Vahab Mirrokni, S Muthukrishnan, and Uri Nadav. 2010. Quasi-

proportional mechanisms: Prior-free revenue maximization. In Latin Amer-
ican Symposium on Theoretical Informatics. Springer, 565–576.

[28] Bonan Ni, XunWang, Qi Zhang, Pingzhong Tang, Zhourong Chen, Tianjiu

Yin, Liangni Lu, Xiaobing Liu, Kewu Sun, and Zhe Ma. 2023. Ad Auction

Design with Coupon-Dependent Conversion Rate in the Auto-bidding

World. In Proceedings of the ACM Web Conference 2023. 3417–3427.

9



1081

1082

1083

1084

1085

1086

1087

1088

1089

1090

1091

1092

1093

1094

1095

1096

1097

1098

1099

1100

1101

1102

1103

1104

1105

1106

1107

1108

1109

1110

1111

1112

1113

1114

1115

1116

1117

1118

1119

1120

1121

1122

1123

1124

1125

1126

1127

1128

1129

1130

1131

1132

1133

1134

1135

1136

1137

1138

1139

1140

WWW’24, May 13–17, SINGAPORE Anon.

1141

1142

1143

1144

1145

1146

1147

1148

1149

1150

1151

1152

1153

1154

1155

1156

1157

1158

1159

1160

1161

1162

1163

1164

1165

1166

1167

1168

1169

1170

1171

1172

1173

1174

1175

1176

1177

1178

1179

1180

1181

1182

1183

1184

1185

1186

1187

1188

1189

1190

1191

1192

1193

1194

1195

1196

1197

1198

1199

1200

A MISSING PROOFS FOR SECTION3
A.1 Proof of Theorem 3.6

Proof of Theorem 3.6. We split the bidders into two sets:

𝐴𝐵 = {𝑖 ∈ 𝐴 | 𝐵𝑖 ≤
∑

𝑗 ∈𝑁 (𝑖)
𝑣𝑖, 𝑗 } and 𝐴�̄� = 𝐴 \𝐴𝐵 .

Note that, by the definition of liquid welfare, for 𝑖 ∈ 𝐴𝐵 , we

have LW(𝑖) = 𝐵𝑖 ≥ I-Opt(𝑖). Thus, we have

LW(𝐴𝐵) ≥ I-Opt(𝐴𝐵) . (6)

We further split 𝐴�̄� in to two sets. We define 𝐴�̄�1
as the set

of bidders 𝑖 for which there exists at least one query 𝑗 ∈
𝑂 (𝑖) \𝑁 (𝑖) such that if bidder 𝑖 wins query 𝑗 as well then their

total value would be at least 𝐵𝑖 . In other words, if bidder 𝑖 gets

this extra query 𝑗 , then they will achieve their optimal liquid

welfare 𝐵𝑖 . Next, we define 𝐴�̄�0
= 𝐴�̄� \ 𝐴�̄�1

. These are the

bidders for which we can add any query in 𝑂 (𝑖) \ 𝑁 (𝑖) and
their total value would still be at most 𝐵𝑖 . Formally, the sets

are defined as

𝐴�̄�1
= {𝑖 ∈ 𝐴�̄� | ∃ 𝑗 ∈ 𝑂 (𝑖) \ 𝑁 (𝑖), 𝑠 .𝑡 . 𝑣𝑖, 𝑗 +

∑
𝑗 ′∈𝑁 (𝑖)

𝑣𝑖, 𝑗 ′ ≥ 𝐵𝑖 }

𝐴�̄�0
= 𝐴�̄� \𝐴�̄�1

.

We first bound I-Opt(𝐴�̄�1
) and I-Opt(𝐴�̄�0

) in Lemma A.1

and Lemma A.2 below, and then put everything together using

the constraint that the total spend in the auction is upper

bounded by the total liquid welfare.

Lemma A.1. We have∑
𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖) Spend( 𝑗) + LW(𝐴�̄�1

) ≥ I-Opt(𝐴�̄�1
).

Proof. Fix any bidder 𝑖 ∈ 𝐴�̄�1
and consider a query 𝑗 ′ ∈

𝑂 (𝑖) \ 𝑁 (𝑖) such that 𝑣𝑖, 𝑗 +
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 ≥ 𝐵𝑖 (such a query 𝑗 ′

must exist by definition of 𝐴�̄�1
). We claim that Spend( 𝑗 ′) ≥

𝐵𝑖 −
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 in any equilibrium of FPA. We will prove this

by contradiction, so assume Spend( 𝑗 ′) < 𝐵𝑖 −
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 .
Then the highest bid on 𝑗 ′ must be at most 𝐵𝑖 −

∑
𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 .

Now, observe that if bidder 𝑖 bids 𝐵𝑖 −
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 on query

𝑗 ′ then bidder 𝑖 would win query 𝑗 ′. Their total value would
then be 𝐵𝑖 and their total spend would be at least 𝐵𝑖 . Thus

their value has increased while both their budget and ROS

constraints are satisfied. This contradicts the assumption that

the bidders are in equilibrium. We conclude that Spend( 𝑗 ′) ≥
𝐵𝑖−

∑
𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 for all bidders 𝑖 ∈ 𝐴�̄�1

. Using the trivial upper

bound Spend( 𝑗 ′) ≤ ∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖) Spend( 𝑗) (since 𝑗 ′ ∈ 𝑂 (𝑖) \

𝑁 (𝑖)), this implies that

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖) Spend( 𝑗) +

∑
𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗

for 𝑖 ∈ 𝐴�̄�1
. We thus have that,

I-Opt(𝐴�̄�1
) ≤

∑
𝑖∈𝐴�̄�1

𝐵𝑖

≤
∑

𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖)

Spend( 𝑗) +
∑

𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑁 (𝑖)

𝑣𝑖, 𝑗

≤
∑

𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖)

Spend( 𝑗) + LW(𝐴�̄�1
),

as claimed. Note that the first line is because I-Opt(𝐴�̄�1
) =∑

𝑖∈𝐴�̄�1

min{𝐵𝑖 ,
∑

𝑗 ∈𝑂 (𝑖) 𝑣𝑖, 𝑗 } ≤
∑
𝑖∈𝐴�̄�1

𝐵𝑖 . □

Lemma A.2. We have∑
𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖) Spend( 𝑗) + LW(𝐴�̄�0

) ≥ I-Opt(𝐴�̄�0
).

Proof. The proof is similar to the proof of Lemma A.1.

For 𝑖 ∈ 𝐴�̄�0
, we claim that for each query 𝑗 ′ ∈ 𝑂 (𝑖) \ 𝑁 (𝑖),

Spend( 𝑗 ′) is at least 𝑣𝑖, 𝑗 ′ . Again, we prove this by contradic-

tion. Assume there exists 𝑗 ′ ∈ 𝑂 (𝑖)\𝑁 (𝑖), such that Spend( 𝑗 ′) <
𝑣𝑖, 𝑗 ′ . Then bidder 𝑖 can bid 𝑣𝑖, 𝑗 ′ to win query 𝑗 ′. Note that

𝑐𝑖, 𝑗 ′ +
∑

𝑗 ∈𝑁 (𝑖)
𝑐𝑖, 𝑗 ≤ 𝑣𝑖, 𝑗 ′ +

∑
𝑗 ∈𝑁 (𝑖)

𝑐𝑖, 𝑗 < 𝐵𝑖 ,

where the first inequality uses that bidder 𝑖 bids and pays

𝑣𝑖, 𝑗 ′ on query 𝑗 ′ and that bidder 𝑖’s ROS constraint was ini-

tially satisfied and the second is by definition of 𝐴�̄�0
. But

this shows that bidder 𝑖 can improve their value without

violating their constraints, which contradicts the assump-

tion that the bidders are in an equilibrium. Thus, it must be

Spend( 𝑗 ′) ≥ 𝑣𝑖, 𝑗 ′ for all 𝑖 ∈ 𝐴�̄�0
and 𝑗 ′ ∈ 𝑂 (𝑖) \𝑁 (𝑖). In partic-

ular,

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖) Spend( 𝑗) ≥

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖) 𝑣𝑖, 𝑗 . Following a

similar argument as in Lemma A.1, we have that

I-Opt(𝐴�̄�0
) ≤

∑
𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑂 (𝑖)

𝑣𝑖, 𝑗

=
∑

𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖)

𝑣𝑖, 𝑗 +
∑

𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑁 (𝑖)

𝑣𝑖, 𝑗

≤
∑

𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖)

Spend( 𝑗) + LW(𝐴�̄�0
) .

The first inequality is because I-Opt(𝐴�̄�0
) =∑

𝑖∈𝐴�̄�0

min{𝐵𝑖 ,
∑

𝑗 ∈𝑂 (𝑖) 𝑣𝑖, 𝑗 } ≤
∑
𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑂 (𝑖) 𝑣𝑖, 𝑗 . □

We now return to the proof of Theorem 3.6. Since each

bidder’s spend is at most their liquid welfare, we have that

LW(𝐴) ≥
∑
𝑖∈𝐴

∑
𝑗 ∈𝑂 (𝑖)

Spend( 𝑗)

≥
∑

𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖)

Spend( 𝑗)

+
∑

𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖)

Spend( 𝑗)

Combining Inequality (6), Lemma A.1 and Lemma A.2, we

have

I-Opt = I-Opt(𝐴𝐵) + I-Opt(𝐴�̄�1
) + I-Opt(𝐴�̄�0

)

≤ LW(𝐴𝐵) +
∑

𝑖∈𝐴�̄�1

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖)

Spend( 𝑗) + LW(𝐴�̄�1
)

+ LW(𝐴�̄�0
) +

∑
𝑖∈𝐴�̄�0

∑
𝑗 ∈𝑂 (𝑖)\𝑁 (𝑖)

Spend( 𝑗)

≤ LW(𝐴𝐵) + LW(𝐴�̄�1
) + LW(𝐴�̄�0

) + LW(𝐴)
= 2LW(𝐴),

which completes the proof. □

A.2 Proof of Claim 3.9
Proof of Claim 3.9. We prove this claim by contradiction.

To that end, assume there exists 𝑗 ∈ D(𝑖) such that Spend( 𝑗)+
Spend(𝑖) < 𝐵𝑖 . Since we are using a FPA, this means the high-

est bid on query 𝑗 is exactly Spend( 𝑗). Recall that Spend( 𝑗) <
10
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𝑣𝑖, 𝑗 by the definition of D(𝑖). Let 𝜀 be such that 0 < 𝜀 <

min{𝐵𝑖 −Spend( 𝑗) −Spend(𝑖), 𝑣𝑖, 𝑗 −Spend( 𝑗)}. Thus bidder 𝑖
can win query 𝑗 by bidding and spending Spend( 𝑗) +𝜀 without
violating their budget constraint. Note that bidder 𝑖 also sat-

isfies their ROS constraint after winning 𝑗 . We conclude that

bidder 𝑖 is able to obtain more value while satisfying their con-

straints, which contradicts the equilibrium assumption. □

A.3 Proof of Claim 3.10
Proof of Claim 3.10. We prove this claim by contradic-

tion. To that end assume there exists 𝑗 ∈ D(𝑖), such that

𝑣𝑖, 𝑗 > 𝑉𝑖 . For a sufficiently small 𝜀 > 0, if bidder 𝑖 changes their

bid on query 𝑗 to Spend( 𝑗)+𝜀 and their bid on all other queries
to 0, then bidder 𝑖 would win query 𝑗 and pay Spend( 𝑗) + 𝜀.

Their total value would be 𝑣𝑖, 𝑗 > 𝑉𝑖 . By the condition of

Theorem 3.8, we know 𝑣𝑖, 𝑗 ≤ 𝐵𝑖 . By the definition of D(𝑖),
Spend( 𝑗) < 𝑣𝑖, 𝑗 and thus, Spend( 𝑗) + 𝜀 < 𝑣𝑖, 𝑗 provided 𝜀 is

sufficiently small. Thus, bidder 𝑖 is able to get more value while

satisfying both constraints, which contradicts the equilibrium

assumption. □

A.4 Proof of Claim 3.13
Proof of Claim 3.13. Observe that

𝑣𝑖, 𝑗 · (1 − 𝜋∗𝑖, 𝑗 ) + 𝜋∗𝑖, 𝑗 · Spend( 𝑗) ≥
{
𝑣𝑖, 𝑗 𝑗 ∈ 𝑁1

Spend( 𝑗) 𝑗 ∈ 𝑁2

.

The claim follows by summing this inequality for 𝑗 ∈ 𝑁 (𝑖). □

A.5 Proof of Theorem 3.15
Proof of Theorem 3.15. We construct the instance as fol-

lows. There are 𝑛 bidders {1, . . . , 𝑛} and 𝑛 queries {1, . . . , 𝑛}.
Bidder 1 has 𝐵1 = +∞, 𝑣1,1 = 𝑏1,1 = 1 + 𝜀, and for every

𝑗 ∈ {2, . . . , 𝑛}, 𝑣1, 𝑗 = 𝑏1, 𝑗 = 2𝜀. Note that the uniform multi-

plier of bidder 1 is 1. Next, for every 𝑖 ∈ {2, . . . , 𝑛}, suppose
bidder 𝑖 has 𝐵𝑖 = 1, 𝑣𝑖,1 = 1

𝜀 , and 𝑣𝑖,𝑖 = 1. All other values are

0. We will discuss the bids of bidder 2, . . . , 𝑛 below.

Note if bidder 1 wins every query then they have no incen-

tive to change their bid since they are paying their value on

each query. We now show that, if bidder 1 does use a uniform

multiplier of 1 then in any equilibrium, bidder 𝑖 ∈ {2, . . . , 𝑛}
cannot win any query. Indeed, note that they cannot win query

1 because they would need to beat bidder 1 and pay at least

1 + 𝜀, violating their budget constraint. Since their value for

query 1 is 1/𝜀, this means bidder 𝑖 must use a bid multiplier

𝑚𝑖 ≤ 𝜀 (1+ 𝜀). Next, recall that their value for query 𝑖 is 1. And

thus, they bid at most 𝜀 (1 + 𝜀) < 2𝜀 since 𝜀 < 1 on query 𝑖 .

Thus, bidder 𝑖 loses this query as well.

Based on the above analysis, the only feasible allocation in

any equilibrium is that bidder 1 wins all the queries, which

has a total liquid welfare of 1 + 𝜀 + (𝑛 − 1) · 2𝜀. The optimal

(integral) allocation would be to allocate query 𝑖 to bidder

𝑖 for 𝑖 ∈ {1, . . . , 𝑛}. The optimal (integral) liquid welfare is

I-Opt = 1 + 𝜀 + (𝑛 − 1) = 𝑛 + 𝜀. Thus, the liquid welfare at

equilibrium is at most
1+𝜀+2(𝑛−1)𝜀

𝑛+𝜀 · I-Opt ≤
(

1

𝑛 + 3𝜀

)
· I-Opt.

Replacing 𝜀 with 𝜀/3 in the argument proves the theorem. □

A.6 Proof of Theorem 3.16
Proof of Theorem 3.16. Suppose that each bidder 𝑖 has a

uniform bid multiplier𝑚𝑖 , i.e. for every 𝑗 ∈ 𝑄 , 𝑏𝑖, 𝑗 =𝑚𝑖 · 𝑣𝑖, 𝑗 .
Given the bidders’ multipliers𝑚1,𝑚2, . . . ,𝑚𝑛 , let𝜋𝑖 (𝑚1,𝑚2, . . . ,𝑚𝑛) ∈
[0, 1]𝑄 denote bidder 𝑖’s allocation and 𝑐𝑖 (𝑚1,𝑚2, . . . ,𝑚𝑛) ∈ R
denote bidder 𝑖’s total spend across all queries. In an equilib-

rium, the spend must be feasible, i.e., 𝑐𝑖 (𝑚1,𝑚2, . . . ,𝑚𝑛) ≤
min{𝐵𝑖 ,

∑
𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 }.

Consider an equilibrium Eq. Similar to the proof of Theo-

rem 3.6, we split the bidders into two sets:

𝐴𝐵 = {𝑖 ∈ 𝐴 | 𝐵𝑖 ≤
∑

𝑗 ∈𝑁 (𝑖)
𝑣𝑖, 𝑗 } and 𝐴�̄� = 𝐴 \𝐴𝐵 .

Observe that for 𝑖 ∈ 𝐴𝐵 , we have LW(𝑖) = 𝐵𝑖 ≥ Opt(𝑖).
Summing up for all 𝑖 ∈ 𝐴𝐵 , we have

LW(𝐴𝐵) ≥ Opt(𝐴𝐵). (7)

We further partition 𝐴�̄� into two sets:

𝐴�̄�0
= {𝑖 ∈ 𝐴�̄� | 𝜋𝑖 (𝑚𝑖 ,𝑚−𝑖 ) = 𝜋𝑖 (1,𝑚−𝑖 ) and 𝑐𝑖 (1,𝑚−𝑖 ) ≤ 𝐵𝑖 }

𝐴�̄�1
= 𝐴�̄� \𝐴�̄�0

.

In words, 𝐴�̄�0
is the set of bidders 𝑖 such that either (i)𝑚𝑖 = 1

or (ii) if bidder 𝑖 changes their bid multiplier 𝑚𝑖 to 1 then

they win the same set of queries as in Eq and still satisfy their

budget constraint. We will bound Opt(𝐴�̄�1
) and Opt(𝐴�̄�0

) in
Lemma A.4 and Lemma A.6 below, and then put everything

together using the constraint that the total spend in the auction

is upper bounded by the total liquid welfare.

We first show the following claim when 𝑚𝑖 > 1 for any

bidder 𝑖 .

Claim A.3. If the bidders are assumed to bid uniformly in

FPA and𝑚𝑖 > 1 in an equilibrium Eq then bidder 𝑖 does not

win any query. In particular, 𝑖 ∈ 𝐴�̄�0
. In addition, Spend( 𝑗) ≥

𝑣𝑖, 𝑗 for every 𝑗 ∈ 𝑄 .

Proof. The first assertion follows from the observation

that if bidder 𝑖 did win any queries then their total cost would

be more than their total value. Thus, bidder 𝑖 would violate

their ROS constraint. Since the allocation is monotone in a

bidder’s bid, bidder 𝑖 would still win no query when 𝑚𝑖 is

lowered to 1, i.e., 𝜋𝑖 (𝑚𝑖 ,𝑚−𝑖 ) = 𝜋𝑖 (𝑚′
𝑖
= 1,𝑚−𝑖 ). Hence, 𝑖 ∈

𝐴�̄�0
.

For the last assertion, note that on each query 𝑗 , the winner

in Eq bids and pays at least𝑚𝑖 · 𝑣𝑖, 𝑗 > 𝑣𝑖, 𝑗 . □

Lemma A.4. We have
LW(𝐴�̄�0

) +∑
𝑖∈𝐴�̄�0

∑
𝑗∉𝑁 (𝑖) Spend( 𝑗) ≥ Opt(𝐴�̄�0

) .

Proof. We first show that for all 𝑖 ∈ 𝐴�̄�0
and 𝑗 ∉ 𝑁 (𝑖), we

have Spend( 𝑗) ≥ 𝑣𝑖, 𝑗 and thus,∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) ≥
∑

𝑗∉𝑁 (𝑖)
𝑣𝑖, 𝑗 . (8)

To see this, fix 𝑖 ∈ 𝐴�̄�0
. If𝑚𝑖 > 1 then Claim A.3 shows that

Spend( 𝑗) ≥ 𝑣𝑖, 𝑗 . Now suppose𝑚𝑖 ≤ 1. By definition of 𝐴�̄�0
,

for every query 𝑗 ∉ 𝑁 (𝑖), if bidder 𝑖 increases their bid to 𝑣𝑖, 𝑗 ,

they would continue to lose that query. This implies that the

winner of 𝑗 ∉ 𝑁 (𝑖) pays at least 𝑣𝑖, 𝑗 .
11
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Since 𝑖 ∈ 𝐴�̄�0
, we have that LW(𝑖) = ∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 . Combin-

ing with Eq. (8), we get that

LW(𝑖) +
∑

𝑗∉𝑁 (𝑖)
Spend( 𝑗) ≥

∑
𝑗 ∈𝑁 (𝑖)

𝑣𝑖, 𝑗 +
∑

𝑗∉𝑁 (𝑖)
𝑣𝑖, 𝑗

=
∑
𝑗 ∈𝑄

𝑣𝑖, 𝑗 ≥ Opt(𝑖) .

The last inequality holds because

∑
𝑗 ∈𝑄 𝑣𝑖, 𝑗 is an upper bound

on bidder 𝑖’s liquid welfare. Summing up the above inequality

over all 𝑖 ∈ 𝐴�̄�0
, we conclude that

LW(𝐴�̄�0
) +

∑
𝑖∈𝐴�̄�0

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) ≥ Opt(𝐴�̄�0
). □

Lemma A.5. For every bidder 𝑖 ∈ 𝐴�̄�1
, we have that

𝜋𝑖 (1,𝑚−𝑖 ) ≠ 𝜋𝑖 (𝑚𝑖 ,𝑚−𝑖 ) and 𝑐𝑖 (1,𝑚−𝑖 ) > 𝐵𝑖 .

Proof. If 𝑖 ∈ 𝐴�̄�1
then there can be three possibilities.

Either (1) 𝜋𝑖 (1,𝑚−𝑖 ) = 𝜋𝑖 (𝑚𝑖 ,𝑚−𝑖 ) and 𝑐𝑖 (1,𝑚−𝑖 ) > 𝐵𝑖 , (2)

𝜋𝑖 (1,𝑚−𝑖 ) ≠ 𝜋𝑖 (𝑚𝑖 ,𝑚−𝑖 ) and 𝑐𝑖 (1,𝑚−𝑖 ) ≤ 𝐵𝑖 , or (3) 𝜋𝑖 (1,𝑚−𝑖 )
≠ 𝜋𝑖 (𝑚𝑖 ,𝑚−𝑖 ) and 𝑐𝑖 (1,𝑚−𝑖 ) > 𝐵𝑖 . We show that the first two

are impossible and so the last condition must hold.

To see that (1) is not possible, note that since 𝑖 ∉ 𝐴𝐵

we have 𝐵𝑖 >
∑

𝑗 ∈𝑁 (𝑖) 𝑣𝑖, 𝑗 =
∑

𝑗 ∈𝑄 𝜋𝑖, 𝑗 (𝑚𝑖 ,𝑚−𝑖 )𝑣 𝑗 . Thus, if
𝜋𝑖 (1,𝑚−𝑖 ) = 𝜋𝑖 (𝑚𝑖 ,𝑚−𝑖 ) then we would have 𝐵𝑖 >∑

𝑗 ∈𝑄 𝜋𝑖, 𝑗 (1,𝑚−𝑖 )𝑣 𝑗 = 𝑐𝑖 (1,𝑚−𝑖 ).
To see that (2) is not possible, note that ClaimA.3 shows that

𝑚𝑖 ≤ 1 and the fact that 𝑖 ∈ 𝐴�̄�1
means that𝑚𝑖 ≠ 1. Thus,𝑚𝑖 <

1. Therefore, if 𝜋𝑖 (1,𝑚−𝑖 ) ≠ 𝜋𝑖 (𝑚𝑖 ,𝑚−𝑖 ) and 𝑐𝑖 (1,𝑚−𝑖 ) ≤ 𝐵𝑖
then the multipliers would not form an equilibrium (since the

allocation is non-decreasing in bid). □

For 𝑖 ∈ 𝐴�̄�1
, define 𝑚′

𝑖
= inf{𝑚 ∈ (𝑚𝑖 , 1] | 𝜋𝑖 (𝑚,𝑚−𝑖 ) ≠

𝜋𝑖 (𝑚𝑖 ,𝑚−𝑖 ) and 𝑐𝑖 (𝑚,𝑚−𝑖 ) > 𝐵𝑖 }. Note that𝑚′
𝑖
is well-defined

(and in (𝑚𝑖 , 1]) by Lemma A.5.

Lemma A.6. Let 𝜀 > 0 be such that𝑚𝑖 + 𝜀/2 < 𝑚′
𝑖
for every

𝑖 ∈ 𝐴�̄�1
. Then

LW(𝐴�̄�1
) +

∑
𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) +
∑

𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖)

𝜀 · 𝑣𝑖, 𝑗

≥ Opt(𝐴�̄�1
) .

Proof. Consider a bidder 𝑖 ∈ 𝐴�̄�1
. Let𝑚′′

𝑖
= min{1,𝑚′

𝑖
+

𝜀/2}. By the definition of𝑚′
𝑖
and Lemma A.5, if bidder 𝑖 uses a

bid multiplier of𝑚′′
𝑖
then bidder 𝑖 wins strictly more queries

but must then violate their budget constraint. We thus have

that

𝐵𝑖 <
∑

𝑗 ∈𝑁 ′ (𝑖)
𝑚′′
𝑖 · 𝑣𝑖, 𝑗 (9)

=
∑

𝑗 ∈𝑁 (𝑖)
𝑚′′
𝑖 · 𝑣𝑖, 𝑗 +

∑
𝑗 ∈𝑁 ′ (𝑖)\𝑁 (𝑖)

𝑚′′
𝑖 · 𝑣𝑖, 𝑗

≤
∑

𝑗 ∈𝑁 (𝑖)
𝑣𝑖, 𝑗 +

∑
𝑗 ∈𝑁 ′ (𝑖)\𝑁 (𝑖)

(𝑚′
𝑖 + 𝜀/2) · 𝑣𝑖, 𝑗 (10)

= LW(𝑖) +
∑

𝑗 ∈𝑁 ′ (𝑖)\𝑁 (𝑖)
(𝑚′

𝑖 + 𝜀/2) · 𝑣𝑖, 𝑗 . (11)

Since 𝑚𝑖 + 𝜀/2 < 𝑚′
𝑖
, it must be that bidder 𝑖 still wins

𝑁 (𝑖) when setting their multiplier to𝑚′
𝑖
− 𝜀. In other words,

the spend of query 𝑗 ∈ 𝑁 ′(𝑖) \ 𝑁 (𝑖) must be at least (𝑚′
𝑖
−

𝜀/2)𝑣𝑖, 𝑗 . Combining with Eq. (11), we have 𝐵𝑖 < LW(𝑖) +∑
𝑗 ∈𝑁 ′ (𝑖)\𝑁 (𝑖) (Spend( 𝑗) + 𝜀 · 𝑣𝑖, 𝑗 ). Therefore, using that

Opt(𝑖) ≤ 𝐵𝑖 , we have Opt(𝑖) ≤ LW(𝑖) +∑
𝑗∉𝑁 (𝑖) Spend( 𝑗) +∑

𝑗∉𝑁 (𝑖) 𝜀 · 𝑣𝑖, 𝑗 . Summing this inequality for all 𝑖 ∈ 𝐴�̄�1
, we

get that

Opt(𝐴�̄�1
) ≤ LW(𝐴�̄�1

) +
∑

𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗)

+
∑

𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖)

𝜀 · 𝑣𝑖, 𝑗 . □

Let 𝑁−1 ( 𝑗) denote the advertiser that wins query 𝑗 and let

𝑉 = max𝑖∈𝐴
∑

𝑗 ∈𝑄 𝑣𝑖, 𝑗 . Combining LemmaA.6 and LemmaA.4,

we get that

Opt(𝐴�̄�) = Opt(𝐴�̄�0
) + Opt(𝐴�̄�1

)

≤ LW(𝐴�̄�0
) +

∑
𝑖∈𝐴�̄�0

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) + LW(𝐴�̄�1
)

+
∑

𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) +
∑

𝑖∈𝐴�̄�1

∑
𝑗∉𝑁 (𝑖)

𝜀 · 𝑣𝑖, 𝑗

≤ LW(𝐴�̄�) +
∑
𝑖∈𝐴�̄�

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) + 𝜀𝑛𝑉

≤ LW(𝐴�̄�) +
∑
𝑖∈𝐴

∑
𝑗∉𝑁 (𝑖)

Spend( 𝑗) + 𝜀𝑛𝑉

≤ LW(𝐴�̄�) +
∑
𝑗 ∈𝑄

∑
𝑖∈𝐴\𝑁 −1 ( 𝑗)

Spend( 𝑗) + 𝜀𝑛𝑉 (12)

≤ LW(𝐴�̄�) + (𝑛 − 1) ·
∑
𝑗 ∈𝑄

Spend( 𝑗) + 𝜀𝑛𝑉 (13)

≤ LW(𝐴�̄�) + (𝑛 − 1) · LW(𝐴) + 𝜀𝑛𝑉 . (14)

In Eq. (12), we swapped the order of the sum. In Eq. (13), we

used that |𝐴 \ 𝑁−1 ( 𝑗) | = 𝑛 − 1 (each query is assigned to

exactly one bidder). In Eq. (14), we used that the liquid welfare

is an upper bound on the total spend. Finally, combining with

Eq. (7), we conclude that

Opt(𝐴) = Opt(𝐴𝐵) + Opt(𝐴�̄�)
≤ LW(𝐴𝐵) + LW(𝐴�̄�) + (𝑛 − 1) · LW(𝐴) + 𝜀𝑛𝑉

= 𝑛 · LW(𝐴) + 𝜀𝑛𝑉 .

Since the above inequality is true for every 𝜀 > 0, we conclude

that Opt(𝐴) ≤ 𝑛 · LW(𝐴). □

B MISSING PROOFS FOR SECTION4
B.1 Proof of Theorem 4.1

Proof of Theorem 4.1. Let 𝜋𝑖, 𝑗 denote the probability that

bidder 𝑖 wins query 𝑗 in an equilibrium, 𝜋∗
𝑖, 𝑗

be the probability

that bidder 𝑖 wins query 𝑗 for some 𝜋∗ ∈ argmax𝜋 ∈Π{LW(𝜋)}.
Let 𝑣𝑖, 𝑗 = 𝜋𝑖, 𝑗 · 𝑣𝑖, 𝑗 be the expected value bidder 𝑖 obtains

from query 𝑗 in the equilibrium and 𝑣∗
𝑖, 𝑗

= 𝜋∗
𝑖, 𝑗

· 𝑣𝑖, 𝑗 be the

expected value that bidder 𝑖 obtains from query 𝑗 in Opt. For

a fixed equilibrium Eq, let 𝑉
Eq

𝑖
=
∑

𝑗 ∈𝑄 𝜋𝑖, 𝑗𝑣𝑖, 𝑗 be the value

that bidder 𝑖 obtains in equilibrium. For a bidder 𝑖 , let 𝑖 denote

the other bidder.

12
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Lemma B.1. Suppose that bidder 𝑖 wins query 𝑗 with prob-
ability 1. If 𝑉 Eq

𝑖
< 𝐵𝑖 and the bids are undominated then

𝑏𝑖, 𝑗 ≥ 𝛼𝑣𝑖, 𝑗 .

Proof. Wewill prove the contrapositive statement. In other

words, we will show that if𝑉
Eq

𝑖
< 𝐵𝑖 and 𝑏𝑖, 𝑗 < 𝛼𝑣𝑖, 𝑗 then the

bids are not undominated. To that end, suppose that bidder 𝑖

wins query 𝑗 with probability 1 and 𝑏𝑖, 𝑗 < 𝛼𝑣𝑖, 𝑗 . Since bidder

𝑖 wins with probability 1, it must be that 𝑏𝑖, 𝑗 ≤ 𝑏𝑖, 𝑗/𝛼 . Let
Cost(𝑏) = 𝑏

2
(1 + log𝛼

𝑏
𝑏𝑖,𝑗

) be the cost function of bidder

𝑖’s bid 𝑏 = 𝑏𝑖, 𝑗 . We consider two cases based on whether

Cost(𝑣𝑖, 𝑗 ) ≤ 𝐵 −𝑉
Eq

𝑖
or Cost(𝑣𝑖, 𝑗 ) > 𝐵 −𝑉

Eq

𝑖
.

Case 1: Cost(𝑣𝑖, 𝑗 ) ≤ 𝐵 − 𝑉
Eq

𝑖
. Bidder 𝑖 could bid 𝑣𝑖, 𝑗 and

have a non-zero probability of winning while maintaining

both their ROS and budget constraints. Indeed, since 𝑏𝑖, 𝑗 =

𝑣𝑖, 𝑗 > 𝑏𝑖, 𝑗/𝛼 , this would mean that bidder 𝑖 wins with some

probability 𝑝 ∈ (0, 1]. In this case, bidder 𝑖’s value would

increase by 𝑝 ·𝑣𝑖, 𝑗 > 0. Moreover, they pay Cost(𝑣𝑖, 𝑗 ) = 𝑝 ·𝑣𝑖, 𝑗
which is less than both the value gained and their remaining

budget.

Case 2: Cost(𝑣𝑖, 𝑗 ) > 𝐵 − 𝑉
Eq

𝑖
. Observe that Cost(𝑏) is a

non-decreasing continuous function of 𝑏 with Cost(𝑏𝑖, 𝑗/𝛼) =
0 and Cost(𝑣𝑖, 𝑗 ) > 0. Hence, there exists

ˆ𝑏 ∈ (𝑏𝑖, 𝑗/𝛼, 𝑣𝑖, 𝑗 )
such that 0 < Cost( ˆ𝑏) ≤ 𝐵 −𝑉

Eq

𝑖
. Similar to Case 1, if bidder

𝑖 bids ˆ𝑏 then bidder 𝑖 wins with some probability 𝑝 ∈ (0, 1].
Their value would increase by 𝑝 · 𝑣𝑖, 𝑗 > 0 and they would

pay Cost( ˆ𝑏) = 𝑝 · ˆ𝑏 < 𝑝 · 𝑣𝑖, 𝑗 . In particular, bidder 𝑖 would

continue to satisfy both their ROS and budget constraints.

To conclude, in both Case 1 and Case 2, bidder 𝑖 can in-

crease their value while maintaining both their ROS and bud-

get constraints, which contradicts the fact that the bids are

undominated. □

We restate the following lemma in [23]:

Lemma B.2 ([23, Lemma 5.5]). Fix bidder 𝑖 and query 𝑗 . For
any set of undominated bids, if 𝜋𝑖, 𝑗 ∈ (0, 1) and 𝑉𝑖 < 𝐵𝑖 then
𝑏𝑖, 𝑗 ≥

𝑣𝑖,𝑗
1+ln(𝛼)+ln(𝛽𝑖 ) where 𝛽𝑖, 𝑗 = 𝑏𝑖, 𝑗/𝑏𝑖, 𝑗 is the ratio between

bidder 𝑖’s bid and the other bidder’s bid.

We follow the proof of Theorem 5.3 in [23]. The setting

in this paper is different from [23] in that there is a budget

constraint in addition to the ROS constraint. This makes the

analysis of bidders’ spend different.

In addition, including the budget constraint means that the

optimal assignment may be randomized while the setting in

[23] always has an optimal assignment which is deterministic.

Consider the following example with two bidders and one

query: 𝐵1 = 𝐵2 = 1, 𝑣11 = 𝑣21 = 2. The optimal assignment

is to assign the query to each bidder with a 0.5 probability,

which achieves a total expected liquid welfare of 2, but any

deterministic assignment only has a total liquid welfare of 1.

Fix any equilibrium Eq with two bidders, we use 𝑉𝑖 instead

of 𝑉
Eq

𝑖
to denote the value bidder 𝑖 obtains in the equilibrium.

We split all the advertisers into two sets:

𝐴𝐵 = {𝑖 | 𝐵𝑖 ≤ 𝑉𝑖 } and 𝐴�̄� = 𝐴 \𝐴𝐵 .

For 𝑖 ∈ 𝐴𝐵 , LW(𝑖) = 𝐵𝑖 , which is the maximum liquid welfare

bidder 𝑖 can obtain. Thus, we have:

LW(𝐴𝐵) ≥ Opt(𝐴𝐵). (15)

Fix 𝑖 ∈ 𝐴�̄� . We now consider three cases depending on 𝜋𝑖, 𝑗
relative to 𝜋∗

𝑖, 𝑗
.

Case 1: 𝜋∗
𝑖, 𝑗

≤ 𝜋𝑖, 𝑗 . In this case, we have 𝑣𝑖, 𝑗 ·𝜋∗𝑖, 𝑗 ≤ 𝑣𝑖, 𝑗 ·𝜋𝑖, 𝑗 .
We let 𝑄𝑖,1 = { 𝑗 ∈ 𝑄 : 𝜋∗

𝑖, 𝑗
≤ 𝜋𝑖, 𝑗 }.

Case 2: 𝜋∗
𝑖, 𝑗

> 0 and 𝜋𝑖, 𝑗 = 0. By Lemma B.1, Spend( 𝑗) =
𝑏𝑖, 𝑗 ≥ 𝛼𝑣𝑖, 𝑗 ≥ 𝛼 · 𝜋∗

𝑖, 𝑗
· 𝑣𝑖, 𝑗 .

We let 𝑄𝑖,2 = { 𝑗 ∈ 𝑄 : 𝜋∗
𝑖, 𝑗

> 0, 𝜋𝑖, 𝑗 = 0}.

Case 3: 0 < 𝜋𝑖, 𝑗 < 𝜋∗
𝑖, 𝑗

< 1. Fix a query 𝑗 and let 𝛽 𝑗 =

𝑏𝑖, 𝑗/𝑏𝑖, 𝑗 ∈ (1/𝛼, 𝛼). Define𝑚𝛽 = 1

2
ln

(
1 + ln 𝛽

ln𝛼

)
. We have that

𝜋𝑖, 𝑗 =𝑚𝛽 . Next, by Lemma B.2, we have 𝑏𝑖, 𝑗 ≥
𝑣𝑖,𝑗

1+ln(𝛼)+ln(𝛽 𝑗 ) .

In particular, we have

Spend( 𝑗)
=𝑚𝛽 · 𝑏𝑖, 𝑗 + (1 −𝑚𝛽 ) · 𝑏𝑖, 𝑗

≥ 𝑚𝛽 ·
𝑣𝑖, 𝑗

1 + ln𝛼 + ln 𝛽
+ (1 −𝑚𝛽 ) ·

𝑣𝑖, 𝑗

𝛽 · (1 + ln𝛼 + ln 𝛽)
= 𝑣𝑖, 𝑗 · 𝑠𝛽 ≥ 𝜋∗𝑖, 𝑗 · 𝑣𝑖, 𝑗 · 𝑠𝛽 .

where 𝑠𝛽 =
1+ ln 𝛽

ln𝛼

2(1+ln𝛼+ln 𝛽) + 1− ln 𝛽

ln𝛼

2𝛽 (1+ln𝛼+ln 𝛽) . For a fixed 𝛽 , we

define the set 𝑄
𝛽

𝑖,3
= { 𝑗 ∈ 𝑄 : 𝑏𝑖, 𝑗/𝑏𝑖, 𝑗 = 𝛽}.

Since the number of queries 𝑄 is finite, there exists a finite

list 𝛽1, . . . , 𝛽𝑘 such that

𝑄 =
⋃
𝑖∈[2]

(
𝑄𝑖,1 ∪𝑄𝑖,2 ∪ (∪𝑘ℓ=1

𝑄
𝛽ℓ
𝑖,3
)
)
.

We now lower bound the liquid welfare in several ways.

Later, we use these lower bounds to show that some linear

combination of them give an upper bound on the optimal

liquid welfare which yields our desired approximation ratio.

First, we note that the total liquid welfare is an upper bound

on the total spend. Thus, we have

LW ≥
∑
𝑗 ∈𝑄

Spend( 𝑗) ≥
∑
𝑖∈𝐴�̄�

∑
𝑗 ∈𝑄𝑖,2

Spend( 𝑗)

+
∑
𝑖∈𝐴�̄�

𝑘∑
ℓ=1

∑
𝑗 ∈𝑄𝛽ℓ

𝑖,3

Spend( 𝑗) (16)

≥
∑
𝑖∈𝐴�̄�

∑
𝑗 ∈𝑄𝑖,2

𝛼 · 𝜋∗𝑖, 𝑗 · 𝑣𝑖, 𝑗 +
∑
𝑖∈𝐴�̄�

𝑘∑
ℓ=1

∑
𝑗 ∈𝑄𝛽ℓ

𝑖,3

𝑠𝛽ℓ · 𝜋
∗
𝑖, 𝑗 · 𝑣𝑖, 𝑗

(17)

=
∑
𝑖∈𝐴�̄�

∑
𝑗 ∈𝑄𝑖,2

𝛼 · 𝑣∗𝑖, 𝑗 +
∑
𝑖∈𝐴�̄�

𝑘∑
ℓ=1

∑
𝑗 ∈𝑄𝛽ℓ

𝑖,3

𝑠𝛽ℓ · 𝑣
∗
𝑖, 𝑗 . (18)

In Eq. (16), we made use of the fact that the sets {𝑄𝑖,2}𝑖∈𝐴�̄�
∪

{𝑄𝛽ℓ
𝑖,3
}𝑖∈𝐴�̄� ,ℓ∈[𝑘 ] are all pairwise disjoint (Claim B.3) and thus,

the RHS is a valid lower bound on the total spend. For Eq. (17),

we used the spend lower bounds from case 2 and case 3 de-

scribed above.
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Claim B.3. The sets {𝑄𝑖,2}𝑖∈𝐴�̄�
, {𝑄𝛽ℓ

𝑖,3
}𝑖∈𝐴�̄� ,ℓ∈[𝑘 ] are all pair-

wise disjoint.

Proof. For fixed 𝑖 ∈ 𝐴�̄� , the sets {𝑄𝑖,2}, {𝑄𝛽ℓ
𝑖,3
}ℓ∈[𝑘 ] are

pairwise disjoint since 𝑄𝑖,2 correspond to queries 𝑗 where

𝑏𝑖, 𝑗 ≤ 𝑏𝑖, 𝑗/𝛼 and 𝑄
𝛽

𝑖,3
correspond to queries 𝑗 where 𝑏𝑖, 𝑗 =

𝛽𝑏𝑖, 𝑗 . If |𝐴�̄� | ≤ 1 then the claim is proved. Otherwise, we

assume 𝐴�̄� = {1, 2}. Let 𝑄𝑖 = 𝑄𝑖,2 ∪
(
∪𝑘
ℓ=1

𝑄
𝛽ℓ
𝑖,3

)
. Note that if

𝑗 ∈ 𝑄𝑖 then 𝜋𝑖, 𝑗 < 𝜋∗
𝑖, 𝑗

and so it must be that 𝜋𝑖, 𝑗 > 𝜋∗
𝑖, 𝑗
. Hence

𝑗 ∉ 𝑄𝑖 . The claim is proved. □

Note that for 𝑗 ∈ 𝑄𝑖,1, we have 𝜋𝑖, 𝑗𝑣𝑖, 𝑗 ≥ 𝜋∗
𝑖, 𝑗
𝑣𝑖, 𝑗 (by defi-

nition of 𝑄1,𝑖 ) and for 𝑗 ∈ 𝑄
𝛽

𝑖,3
, we have 𝜋𝑖, 𝑗𝑣𝑖, 𝑗 = 𝑚𝛽𝑣𝑖, 𝑗 ≥

𝑚𝛽𝑣
∗
𝑖, 𝑗
. Thus, we have

LW(𝐴�̄�) ≥
∑
𝑖∈𝐴�̄�

∑
𝑗 ∈𝑄𝑖,1

𝑣𝑖, 𝑗 +
∑
𝑖∈𝐴�̄�

𝑘∑
ℓ=1

∑
𝑗 ∈𝑄𝛽ℓ

𝑖,3

𝑣𝑖, 𝑗

≥
∑
𝑖∈𝐴�̄�

∑
𝑗 ∈𝑄𝑖,1

𝑣∗𝑖, 𝑗 +
∑
𝑖∈𝐴�̄�

𝑘∑
ℓ=1

∑
𝑗 ∈𝑄𝛽ℓ

𝑖,3

𝑚𝛽ℓ · 𝑣
∗
𝑖, 𝑗 . (19)

Let Opt(𝐴�̄�) be the total optimal liquid welfare for all bidders

in 𝐴�̄� . In other words,

Opt(𝐴�̄�) =
∑
𝑖∈𝐴�̄�

∑
𝑗 ∈𝑄𝑖,1∪𝑄𝑖,2∪(∪𝑘

ℓ=1
𝑄

𝛽ℓ
𝑖,3

)

𝑣∗𝑖, 𝑗 (20)

Combining Eq. (18), Eq. (19), and Eq. (20), if 𝛾, 𝜂 ≥ 0, we have

that

𝜂LW + 𝛾LW(𝐴�̄�)

≥
∑
𝑖∈𝐴�̄�

∑
𝑗 ∈𝑄𝑖,1

𝛾𝑣∗𝑖, 𝑗 +
∑
𝑖∈𝐴�̄�

∑
𝑗 ∈𝑄𝑖,2

𝛼𝜂𝑣∗𝑖, 𝑗

+
∑
𝑖∈𝐴�̄�

𝑘∑
ℓ=1

∑
𝑗 ∈𝑄𝛽ℓ

𝑖,3

(𝜂𝑚𝛽ℓ + 𝛾𝑠𝛽ℓ )𝑣
∗
𝑖, 𝑗

≥ min

{
𝛾, 𝛼𝜂, min

𝛽∈[1/𝛼,𝛼 ]
𝜂𝑚𝛽 + 𝛾𝑠𝛽

}
·
∑
𝑖∈𝐴�̄�

∑
𝑗 ∈𝑄

𝑣∗𝑖, 𝑗

= min

{
𝛾, 𝛼𝜂, min

𝛽∈[1/𝛼,𝛼 ]
𝜂𝑚𝛽 + 𝛾𝑠𝛽

}
· Opt(𝐴�̄�) .

[23] show that for 𝛼 = 1.4, if 𝜂 = 0.44 and 𝛾 = 0.56 then

min

{
𝛾, 𝛼𝜂,min𝛽∈[1/𝛼,𝛼 ] 𝜂𝑚𝛽 + 𝛾𝑠𝛽

}
≥ 1/1.8. Combiningwith

Eq. (15), we conclude that

LW = (𝜂 + 𝛾) · LW = (𝜂LW + 𝛾LW(𝐴�̄�)) + 𝛾LW(𝐴𝐵)

≥ 1

1.8
· Opt(𝐴�̄�) + 𝛾Opt(𝐴𝐵) ≥

1

1.8
Opt,

since 𝛾 = 0.56 ≥ 1

1.8 . □

B.2 Proof of Theorem 4.2
Proof of Theorem 4.2. The proof is similar to Theorem 4.1.

Case 1 and Case 2 are the same as in Theorem 4.1. For Case 3,

we have the following lemma instead of Lemma B.2:

Lemma B.4. Suppose the bidders are assumed to bid uni-
formly. Fix bidder 𝑖 and query 𝑗 . For any set of undominated
bids, if 𝜋𝑖, 𝑗 ∈ (0, 1) and 𝑉𝑖 < 𝐵𝑖 then 𝑏𝑖, 𝑗 = 𝑣𝑖, 𝑗 .

Proof. We denote bidder 𝑖’s uniform bid multiplier as𝑚𝑖 ,

i.e. for every query 𝑗 ∈ 𝑄 ,𝑏𝑖, 𝑗 =𝑚𝑖 ·𝑣𝑖, 𝑗 . Let 𝜋 be the allocation

in equilibrium Eq. It is easy to see that𝑚𝑖 ≤ 1 when 𝑉𝑖 > 0.

Assume the opposite that𝑚𝑖 > 1, then we have 𝑏𝑖, 𝑗 > 𝑣𝑖, 𝑗 . If

there exists 𝜋𝑖, 𝑗 > 0, then

∑
𝑗 ∈𝑄 𝜋𝑖, 𝑗 · 𝑏𝑖, 𝑗 >

∑
𝑗 ∈𝑄 𝜋𝑖, 𝑗 · 𝑣𝑖, 𝑗 ,

i.e., the ROS constraint is violated.

Next we show that𝑚𝑖 ≥ 1. Assume the opposite that𝑚𝑖 < 1.

Let Cost(𝑚) be the cost function of bidder 𝑖’s uniform mul-

tiplier and 𝑉 (𝑚) the the value function of bidder 𝑖’s uniform

multiplier. Note that the ROS constraint is always satisfied as

long as𝑚𝑖 ≤ 1. So the only reason why𝑚𝑖 < 1 would be that

if bidder 𝑖 deviates to𝑚 = 1, they may violate their budget

constraint i.e. 𝐵𝑖 < Cost(1) = 𝑉 (1). In the equilibrium Eq,

we have 𝑚𝑖 < 1, and Cost(𝑚𝑖 ) < 𝑉 (𝑚𝑖 ) < 𝐵𝑖 where the

last inequality is by the hypothesis of this lemma. Because

Cost(𝑚) and 𝑉 (𝑚) are both monotone non-decreasing func-

tions, there must exist𝑚′ ∈ (𝑚𝑖 , 1) such that 𝑉 (𝑚′) > 𝑉 (𝑚𝑖 )
and Cost(𝑚′) < 𝐵𝑖 . This contradicts the fact that bidder 𝑖 is

in an equilibrium. We conclude that𝑚𝑖 = 1. □

Case 3: 0 < 𝜋𝑖, 𝑗 < 𝜋∗
𝑖, 𝑗

< 1. Fix a query 𝑗 and let 𝛽 𝑗 =

𝑏𝑖, 𝑗/𝑏𝑖, 𝑗 ∈ (1/𝛼, 𝛼). Define

𝑚𝛽 =
1

2

ln

(
1 + ln 𝛽

ln𝛼

)
.

We have that 𝜋𝑖, 𝑗 =𝑚𝛽 . Next, by Lemma B.4, we have 𝑏𝑖, 𝑗 ≥
𝑣𝑖, 𝑗 . In particular, we have

Spend( 𝑗) =𝑚𝛽 · 𝑏𝑖, 𝑗 + (1 −𝑚𝛽 ) · 𝑏𝑖, 𝑗

≥ 𝑚𝛽 · 𝑣𝑖, 𝑗 + (1 −𝑚𝛽 ) ·
𝑣𝑖, 𝑗

𝛽

= 𝑣𝑖, 𝑗 · 𝑠𝛽
≥ 𝜋∗𝑖, 𝑗 · 𝑣𝑖, 𝑗 · 𝑠𝛽 ,

where 𝑠𝛽 =𝑚𝛽 + 1−𝑚𝛽

𝛽
.

Proceeding as in the proof of Theorem 4.2, we conclude

that PoA ≤ 1.5 when 𝛼 = 7.63 and 𝜂 = 0.33. □

C MISSING PROOFS FOR SECTION5
C.1 Proof of Lemma 5.2

Proof of Lemma 5.2. Since the query 𝑗 is fixed, we drop

the subscript 𝑗 . We also set 𝑖 = 1. First observe that the condi-

tion

Pr [𝑖 wins query 𝑗] ≤ 𝜂 is equivalent to ∥𝑏∥𝛼𝛼 ≥ 𝑏𝛼
1
/𝜂. Next,

we prove a lower bound on𝑏1. Let 𝑓 (𝑏) = (𝑣−𝑏) ·𝑏𝛼
𝑏𝛼+∥𝑏−1 ∥𝛼𝛼 be the dif-

ference between the value that bidder 1 extracts on the query

and their expected payment, if they bid 𝑏. Note that we must

have that 𝑓 ′(𝑏1) ≤ 0 otherwise bidder 1 can raise their bid by

an infinitesimal amount to get more value while maintaining

their ROS and budget constraint. Taking derivatives, we thus

have that

𝑓 ′(𝑏) = −
𝑏𝛼−1 ·

(
𝑏𝛼+1 + 𝑏∥𝑏−1∥𝛼𝛼 · (𝛼 + 1) − ∥𝑏−1∥𝛼𝛼 𝑣𝛼

)
∥𝑏∥2𝛼

𝛼

.
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1776

1777

1778

1779

1780

1781

1782

1783

1784

1785

1786

1787

1788

1789

1790

1791

1792

1793

1794

1795

1796

1797

1798

1799

1800

We thus require that

0 ≤ 𝑏𝛼+1 + 𝑏∥𝑏−1∥𝛼𝛼 · (𝛼 + 1) − ∥𝑏−1∥𝛼𝛼 𝑣𝛼

≤ 𝑏∥𝑏−1∥𝛼𝛼 ·
(

1

1/𝜂 − 1

+ 𝛼 + 1

)
− ∥𝑏−1∥𝛼𝛼 𝑣𝛼,

whence, 𝑏 ≥ 𝑣𝛼 · 1/𝜂−1

𝛼/𝜂−𝛼+1/𝜂 . Now, we lower bound the spend.

We have that

Spend( 𝑗) =
𝑛∑
𝑖=1

𝑏𝛼+1

𝑖

∥𝑏∥𝛼𝛼
≥ ∥𝑏∥𝛼

𝑛1/𝛼 ≥ 𝑏1

(𝑛𝜂)1/𝛼

≥ 𝑣 · 𝛼/𝜂 − 𝛼

(𝑛𝜂)1/𝛼 (𝛼/𝜂 − 𝛼 + 1/𝜂)
.

Multiplying the numerator and denominator by 𝜂 gives the

claim. □
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