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ABSTRACT

Minority collapse, where minority classes become indistinguishable, is a significant
challenge in imbalanced learning, which is addressed by methods such as Mixup
with class-balanced sampling. The minority collapse has been mathematically
analyzed using the layer-peeled model (LPM), together with the phenomenon of
Neural Collapse (NC). Although the LPM has been employed to study NC behavior
under Mixup, no prior work has analyzed minority collapse of Mixup, particularly
from the perspective of mixed labels. We investigate this overlooked factor and
pose the question: Is the mixed label balance important for alleviating minority
collapse? Our analysis reveals that (i) mixed labels should be balanced, and (ii)
in this setting, interpreting mixed labels as singletons is beneficial. Building on
the analysis, we propose a Balanced Mixed Label Sampler and a Mixed-Singleton
classifier, which balance mixed labels and treat them as singleton labels. Through
theoretical analysis, visualization, and ablation studies, we demonstrate the effec-
tiveness of our approach. Experiments on standard benchmarks further confirm
consistent performance gains, highlighting the importance of balancing mixed
labels in imbalanced learning.

1 INTRODUCTION

In imbalanced learning, severe class imbalance often causes a significant degradation of model
accuracy, particularly on the minority classes (Liu et al., 2019). One known cause of this performance
drop is the phenomenon termed minority collapse (Fang et al., 2021), wherein the class vectors
of minority classes converge and become nearly identical. To mitigate this issue, a wide range of
strategies has been explored, including data augmentation (Zhang et al., 2018; Verma et al., 2019;
Shi et al., 2023), calibration technique (Zhong et al., 2021), mixture-of-experts models (Cai et al.,
2021; Zhang et al., 2021; Xiang et al., 2020), and class-balanced loss functions (Cao et al., 2019;
Cui et al., 2019) or sampling schemes (Kang et al., 2020; Cao et al., 2019; Zhang et al., 2022; Shen
& Lin, 2016). Among these approaches, Mixup (Zhang et al., 2018), especially when combined
with class-balanced sampling, has been shown to effectively improve the model performance under
class-imbalanced conditions.

Meanwhile, Neural Collapse (NC) (Papyan et al., 2020) has emerged as a key framework for analyzing
geometric properties of last-layer features and classifier in classification models at the terminal phase
of training. Although NC has been studied in both Mixup (Fisher et al., 2024) and imbalanced
learning (Liu et al., 2023; Yang et al., 2022) separately, Mixup in imbalanced settings has not been
investigated in conjunction with NC. In particular, the balance of mixed labels has received little
attention. The only related finding comes from M-lab NC (Li et al., 2024), which observes that even
when multi-label samples are imbalanced, NC occurs at the singleton-class level as long as singleton
label samples are balanced, with multi-label class emerging as combinations of singletons. However,
whether the balance of input samples still hold for mixed labels under Mixup remains unclear. This
motivates our central research question: Could the balance of mixed labels be a critical factor in
minority collapse?

Building on the proof approach of Fang et al. (2021), we first demonstrate that minority collapse still
occurs under Mixup when the frequency of mixed labels are not balanced (Theorem 1). Although
existing class-balanced samplers partially alleviate the minority collapse of Mixup by balancing the
frequency of singleton labels, they fail to address it entirely due to the randomness of Mixup. To
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Figure 1: Overview of Balanced Mixed Label Sampler (BMLS) and Mixed-Singleton Classifier (MS)

obtain empirical evidence for this failure, we examined the per-label frequency generated in each
epoch and observed an epoch-wise label imbalance phenomenon (Figure 2). Furthermore, through
a mixed-label frequency control experiment (Figure 3), we empirically verified that this imbalance
has a substantial impact on weakening the mitigation of minority collapse under Mixup. To address
this issue, we propose Balanced Mixed Label Sampler that balances the frequency of mixed labels
across epochs ($3). Both theoretically and empirically, we demonstrate that aligning the frequency of
mixed labels across epochs mitigates the minority collapse (Proposition 1 and Figure 4). Furthermore,
our analysis uncovers that the minority collapse of Mixup is determined solely by the frequency of
singleton and mixed labels, independent of the mixup ratio. Leveraging this insight, we introduce
Mixed-Singleton classifier, which treats mixed labels as singleton labels when learning class vectors
($3). Compared with a conventional singleton classifier implemented as a fully connected layer,
our approach achieves superior performance, particularly improving accuracy on minority classes
(Table 1).

2 RELATED WORK

In this section, we primarily discuss the novelty of our work. Additional related work that is not
mentioned here or requires further detail can be found in Appendix A.

Mixup-based Method. Many attempts have been made to address the challenges of imbalanced
learning environments using Mixup (Zhang et al., 2018), which increases the diversity of sampled
data and alleviates risk of overfitting on tail classes, including data augmentation, architecture
improvements, and calibration methods. (See more references in Appendix A.l.) However, no
research has specifically studied on the frequency balance of mixed labels in minority collapse.

Class-balanced Methods. Various class-balanced samplers have been proposed (see more references
in Appendix A.2), yet no work has mainly focused on the frequency balance of mixed labels.
Additionally, while Logit Adjustment (Menon et al., 2021) and UniMix (Xu et al., 2021) have
concentrated on the effect of the class vectors of singleton labels, they did not interpret mixed labels
as singletons.

Neural Collapse in Mixup and Imbalanced Learning. NC in imbalanced learning has been studied
in Fang et al. (2021). To alleviate the minority collapse, Yang et al. (2022) assumed that the classifier
is fixed to the K-simplex ETF and proved that LPM with the classifier satisfies NC properties. Also,
the fixed ETF classifier with Mixup has improved the model performance in imbalanced learning.
Building on the theorems, Fisher et al. (2024) proved Mixup also satisfies NC properties for both
same class and different class. However, Yang et al. (2022) and Fisher et al. (2024) did not consider
the minority collapse from the frequency of mixed labels in the LPM with learnable classifiers.

3 METHOD

Notations. Let X’ be the dataset with N samples where the number of singleton label classes is K
and S be the set of their feature vectors h. Then, we formulate them as X := [(z;, ¢;)|Y; where ¢;
is the class label of the i-th sample z; and S := {hl}f\il As a result, we define y; = e(¢) ag the
one-hot vector of ;. Then, we denote the subset of S which has only k-th class feature vectors hy, ; as

Sk := {hy;};*, where ny is the number of k-th class samples and k € [K]. Thus, N = Zszl M.
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Overview of Mixup. Mixup randomly permutes input samples and blends them with the ones before
permutation, respectively. Let Z := [i]_, be the indices of X’ and 7(Z) := [7(7)]}\, be the permuted
one where 7 (i) represents the index number corresponding to i-th element of Z. Therefore, the
index pairs of mixed samples Z* is denoted as Z* := [(i, 7(i))]iez. In this case, we denote Z7,,

as the index pairs of (c;, ¢.(;)) = (a,b), and SE\a p) as the mixed feature set of (a, b)-label samples.

Therefore, S{,, ;) = {Mai + (1= Nho; [(i,7) € I()‘%b)} = {hf‘avbw}?:(”l‘b) where (a,b) € K2,

n(mb) = ‘I()\a,b)|’ and K2 = {(a,b)|1 S a S K, 1 S b S K} ThllS, N = Z(a,b)eﬂ@ n(a)b).

Based on the notations, we perform mixup on each pair defined by Z* to create mixed-label samples
by linearly interpolating them:

x} = Ay + (1 — AT (i) Y = \ye, + (1 — MNYe, s Vi, (i) € >, (1

where the mixup ratio A € (0, 1) is sampled from the beta distribution D), i.e., A ~ D (a, «) and «
is a hyperparameter.

Balanced Mixed Label Sampler. We propose the Balanced Mixed Label Sampler (BMLS), where
the frequency of all mixed-label samples is equal in each epoch as shown in Figure 1. When using
BMLS, the probability of sampling of a (a, b)-label sample is

1
Plim@plim(iyeir = N’ ”

T is the index pairs of samples where the frequency of mixed labels is balanced, i.e., N(a,p) = 1 for
all (a,b) € K2. As done in the class-aware sampler (Shen & Lin, 2016), we remove the randomness
by pre-defining Z* for every epoch. After generating Z*, we simply replace Z* to Z* in Eq. 1.

As proven in Theorem 1 and Proposition 1, we show that the minority collapse observed in Mixup
arises from the imbalanced frequency of mixed-label samples (The theorems and proofs are deferred
for clarity of exposition). Consequently, the proposed sampler mitigates the minority collapse of
Mixup by performing sampling after pre-balancing the frequency of all label samples, including
mixed labels, as formulated in Eq. 2.

Mixed-Singleton Classifier. Let W € RX*? be a classifier of singleton labels, which is a fully-
connected layer. We define the Mixed-Singleton classifier (MS) as

W = [/\'UJa + (1 - /\)wb](a,b)eﬂ@a 3)

where p is the last-layer feature dimension, as shown in Figure 1. We replace the singleton classifier
with MS and perform Mixup with BMLS, where mixed-label samples &7 and their one-hot vectors
g7 are defined as:

) = A+ (1= N@e, 57 = e C000) (i, m(i)) € T, @
where 72 denotes the index pairs of K2, and Z?%(a, b) gives the index number of (a, b) € K2.

During the proof of Theorem 1, we focused on the observation that oversampling can mitigate the
minority collapse of Mixup regardless of the mixup lambda X in Eq. 19. Motivated by this, we treated
each mixed label as a new singleton class. As a result, the proposed classifier improves the accuracy
on minority classes, thereby strengthening the minority collapse mitigation effect of BMLS.

Building on these methods, we generated mixed labels (a, b) only for the case where a < b, ensuring
that the existing theorem and proposition still hold, thereby mitigating the limitations of both methods.
The limitation and proof are described in $7 and Appendix C.5.

4 THEORETICAL ANALYSIS

4.1 PROOF SKETCH

We first present a proof sketch that outlines the approach we followed to propose and prove our
theorems. Fang et al. (2021) proved that oversampling mitigates minority collapse when singleton
label samples are imbalanced, following the sequence outlined below. (Gray indicates the part as
defined in Fang et al. (2021).)
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(1) Define the Layer-Peeled Model. (Eq. 7)

(2) Prove that NC properties are satisfied when the LPM has global optimality in the case where
singleton label samples are balanced. (Theorem 1)

(3) Demonstrate that the LPM suffers from minority collapse in the case where singleton label
samples are imbalanced. (Lemma | and Theorem 5)

(4) Show that oversampling alleviates minority collapse in the imbalanced case. (Proposition 1)

Our theorem and proof leverages strategies similar to those in Fang et al. (2021), but we extend these
concepts to Mixup focusing on the balance of mixed label samples.

In $4.2, (1) we define the Layer-Peeled Model with Mixup (LPM)) and omit step (2), which holds
true according to the theorem of Fisher et al. (2024); (3) we prove that in the imbalanced case the
LPM), also suffers from minority collapse; and in closing, (4) we show that the Balanced Mixed
Label Sampler (BMLS) alleviates the minority collapse. In $4.3, we extend the LPM by modifying
the classifier: (1) we newly define the Layer-Peeled Model with Mixup and Mixed-Singleton classifier
(LPM\-MYS); (2) we prove that when this model achieves global optimality, it also satisfies the NC
properties; and finally, following the same reasoning as in $4.2, (3—4) we show that in the imbalanced
case the LPM,-MS suffers from minority collapse, and that BMLS is effective to the minority
collapse even in this setting.

4.2 BALANCING MIXED LABELS MITIGATE THE MINORITY COLLAPSE OF MIXUP

(1) Problem Settings. The Layer-Peeled Model (LPM) (Fang et al., 2021) is the optimization
program of simplified neural network, modeled by only last-layer features and classifier. Following
the definition of LPM, we obtain the Layer-Peeled Model with Mixup (LPM,):

ni

K -
. 1 A A 1 2 1 1 o2
Vg?glk EAN Z ZE(th,i’yk) s.t. K Z wi|” < Ew, K2 Z n7k Z ||h;”H < Fy,
keK? i=1 k=1 ker2 k=1
)
where y(,, ;) = Ael® + (1 — \)e®. For simplicity, we hereafter denote W = [wy|K_, € RE*P for
the weights of the classifier and the positive thresholds Eyw o« 1/K and Ey « 1/K.

We present a convex optimization program that serves as a relaxation of the non-convex LPM
(Eq. 5), leveraging the established result that a quadratically constrained quadratic program can be
transformed into a semidefinite program (Sturm & Zhang, 2003). This formulation is provided as
Eq. 11 in Appendix B.

(2) Satisfying NC properties. As proven in Fisher et al. (2024), when LPM}, (Eq. 5) has the global
optimality, NC properties are satisfied. We omit this step.

(3) Minority collapse occurs in LPM . Now, we are ready for proving that LPM, also suffers from
minority collapse. Lemma | below relates the solutions of Eq. 11 to that of Eq. 5.

Lemma 1. Assume p > K2 + K and the loss function L is convex in its first argument. Let X* be a
minimizer of the convex program (Eq. 11). Define (W*, H*) as

hiiay hioy - hika, WHT| = P(X*)Y?, (6)

xi=hp, foralli € I} k € K?,

where (X*)l/2 denotes the positive square root of X* and P € RPX(K*+K) g any partial orthog-
onal matrix such that PT P = I ;.. Then, (W*, H*) is a minimizer of Eq. 5. Moreover; if all

X*’s satisfy 75 ZkK:zl X*(k,k) = Ey, then all the solutions of Eq. 5 are in the form of Eq. 6.

Proof. See Appendix C.1 (]

Theorem 1. Assume p > K and na/ng — oo, and fix K 4 and K. Let (W*, H*) be any global
minimizer of the LPM ) (Eq. 5). As the imbalance factor R = n s /np — 0o, we have

limwj —wj, =0,, forall Ky <k <k <K.

Proof. See Appendix C.3 (|
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From Lemma 1 and Theorem 1, we demonstrate that LPM also exhibits minority collapse.

(4) Balancing mixed labels mitigates minority collapse in LPM . To formalize the behavior of a
neural network trained by minimizing a new program with balanced samples including mixed-label
ones through BMLS, we propose that it may perform as if it were trained on a larger dataset containing
n 4 examples in the majority class and w,np examples in the minority class. We begin by analyzing
the LPM,, in the context of BMLS:

V{/D}I}A ﬁ Z Z‘C th @,yk +UJTZ Zﬁ Wh,”,yk) (7
keK? i=1 keKz i=1
1 X
st fZ”wkHz < Bw, |K2| Z ZH sz |K2| Z ZHh H2 < En,
k=1 k‘GK2 k€K2

where N' = n4|K% | + w,np|K%|

The following result supports the intuition that BMLS enhances the size of the minority classes in the
LPM,. For simplicity, we omit the superscript A in Proposition 1.

Proposition 1. Assume p > K2 + K and the loss function L is convex in the first argument. Let X*
be any minimizer of the convex program (Eq. 11) withn 1) = n(1,2) = -+ - = (K, Kk 4) = Na and
(K a+1,Ka+1) = MK a+1,Ka+2) = = = N(K,K) = Wrnp. Define (W*, H*) as

h’z(l,l)v h€1,2)? B h'zK,K)a (W*)T = P(X*)l/zv (®)

kai=hp,, foralli EI;;\AJi’A c K3, hpi = Py, foralli EI,?B,kB c K%,

where P € RP*(K°+K) jg any partial orthogonal matrix such that PT P = Iy . Then,
(W™, H*) is a global minimizer of the mixed-label balanced LPM ) (Eq. 7). Moreover, if all X*’s
satisfy 7z > pexz X *(k, k) = Eg, then all the solutions of Eq. 7 are in the form of Eq. 8.

Proof. See Appendix C.2. (I

In conjunction with Lemma 1, Proposition 1 demonstrates that the number of training examples in
each minority mixed label is effectively w,.np instead of np in the LPM,. In the special case where
w, = na/np = R, the results indicate that the angles between any pair of class vectors are equal,
regardless of whether they belong to the majority or minority classes.

Remark 1. According to Theorem 1, Mixup also experiences the minority collapse. Additionally,
as proven in Proposition 1, even when using class-balanced samplers to alleviate label suppression
and learn an unbiased classifier, minority collapse is partially mitigated but not fully resolved, as the
frequency of mixed labels remains imbalanced. For this reason, when using Mixup in imbalanced
learning, the frequency of not only singleton labels but also mixed ones should be balanced.

4.3 ENHANCING MINORITY COLLAPSE MITIGATION VIA SINGLETON INTERPRETATION

Building on Theorem 1 and Proposition 1, we raise a conjecture: If mixed labels are interpreted as
singletons, then the mitigation of minority collapse will be enhanced.

The rationale for the conjecture can be summarized as follows: (i) Difference between Mixup loss
and mixed feature. In Proposition 1, minority collapse occurs regardless of the mixup ratio ), as
illustrated in Eq. 19. This is because the total loss derived from features is equivalent to that obtained
without Mixup. However, the behavior of features differs: while the loss is divided between classes
according to the mixup ratio A, the mixed features are not generally decomposed in this way due
to the non-linearity of the model; (ii) Similar importance of singleton and mixed labels in minority
collapse. In addition, the minority collapse of LPM, depends not only on the number of singleton
label samples but also on that of mixed-label samples, as if the mixed labels were singletons; (iii)
Negative impact of Mixup loss on classifier learning. Furthermore, it has been reported that Mixup
primarily facilitates representation learning while exerting a minimal or adverse effect on classifier
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Figure 2: Mean and standard deviation of label frequencies including mixed label across epochs.
(a) Higher imbalance factor means higher imbalanced, and (b) the closer Avg. CV is to 0, the more
evenly the labels appear across epochs

learning (Zhong et al., 2021). For this reason, would it not be more effective in alleviating minority
collapse to interpret mixed labels as singletons, as this reduces the adverse effect of Mixup?

(1) Problem Settings. By replacing the classifier as Mixed-Singleton classifier defined in $3, we
obtain the LPM with Mixed-Singleton classifier (LPM-MS):

WI{\llII_lIAE)\ — Z Zﬁ W’\hl“7 )

s.t. |K2\ Z H'wk < Ew, K2 Z ZHh H2 < Eg,

keK? keK2 i=1

©))

where the only differences are W = [Awg + (1 — N)wp](q,p)exz-

(2) Satisfying NC properties. In this setting, LPM-MS has the same global minimum with that of
the LPM in balanced case where the number of classes is K due to the linear interpolation property
of H a.p)- (See Eq. 46 proven in Theorem 3.) As a result, the LPM -MS also satisfies NC properties.

(3-4) Therefore, we omit steps (3-4) and conclude Theorem 2.
For simplicity, we remove the superscript A in Theorem 2.

Theorem 2. Assume p > 2K? and the loss function L is convex in the first argument. Let X*

be any minimizer of the convex program with n 1y = N2y = "+ = MK, K, = Na and
(K a+1,Ka+1) = N(Ka+1,Ka+2) = = N(K,K) = Wrnpg. Define (W*,H*) as
[Bivy hivays Bl (W] = P(X7)Y2, (10)

ri=hi, foralli€ I k € K%, hj,=hj, foralli €I} k € Ky,

where P € RP*2K” g any partial orthogonal matrix such that PT P = Iyp>. Then (W*, H*) is a
global minimizer of the mixed-label balanced LPM y-MS.

Proof. Theorem 2 follows directly from the same arguments applied to oversampling-adjusted LPM
in imbalanced case, which has already been proven in Fang et al. (2021). We omit the proof here. [

Remark 2. As proven in Theorem 2, balancing mixed labels and interpreting them as singletons
allows the LPM ,-MS to operate in the same manner of the LPM. At the same time, it is expected to
preserve the strong feature learning effect of Mixup while potentially reducing its negligible influence
on classifier learning by maintaining mixed-label samples but removing the mixup loss.
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Figure 3: Mixed-label frequency control experiments on CIFAR10/100 LT datasets. Coverage ratio
represents the proportion of mixed labels used in training during one epoch compared to the total
number of mixed labels. (e.g., when coverage ratio is 0.6 in CIFAR100-LT, the model trains on mixed
labels consisting of combinations of 60 different classes, which change with each epoch.) (figure)
Test Acc. (%) and Avg. CV over coverage ratio (table) Comparison of test accuracies

Random BMLS
o - 0
N Sampler | Test Acc. (%) T Uc T U~
Random 72.91 14.6404  4.2325
CBS 75.86 152521 4.4848
CAS 76.60 15.3319  4.4999
BMLS 78.71 15.3379  4.5651

Figure 4: Experiments on CIFAR10-LT dataset for the effectiveness of BMLS to minority collapse.
(figure) Visualization of 2D-projection of class vectors about Many class {0} and Few classes {8, 9}.
Dashed line indicates each class vector and contrast of background means the confidence value, i.e.,
a confidence close to 0.5 indicates that the model is confused between the two classes for the given
sample, and this is represented by darker colors in the figure. (table) Quantitative comparison results.
(Ug: Uniformity of all classes, U: Uniformity of {0, 8, 9} classes)

5 EXPERIMENTAL RESULTS

To empirically validate the effectiveness of our analysis and proposed solutions, we conducted
experiments in various imbalanced environments. We used CIFAR10/100-LT, Places-LT, ImageNet-
LT and iNaturalist2018, with five repeated experiments with random seeds in CIFAR10/100-LT and
three in others. The tables presenting the experimental results show the average of test accuracies.
Detailed criteria and descriptions of the evaluation results reported in the table are provided in
Appendix E In all tables, imb refers to the imbalance factor, C10/100 represents the CIFAR10/100-LT
datasets, CIf. refers to the classifier, and BMLSys denotes the method using both BMLS and MS.
Unless otherwise specified, all experiments include Mixup. Best in bold. Implementation details are
illustrated in Appendix D.

5.1 EMPIRICAL VALIDATION

Epoch-wise Label Imbalance. To demonstrate the empirical evidence of Remark 1, we examine
the mean and standard deviation of label frequencies from various sampler: random sampler, class-
balanced sampler (CBS) (Kang et al., 2020), class-aware sampler (CAS) (Shen & Lin, 2016), and ours
(BMLS), as shown in Figure 2. We use the average of Coefficient of Variation (CV) (Dodge, 2008) as

the metric to measure the dispersion of each label frequency distributions: CV = % ZC Ze where

c=1 p.>
the lower CV, the less dispersion, which means labels evenly appear across epochs. After training,
the mean of label frequencies is almost balanced across all samplers, but epoch-wise balance is not.
To empirically validate that the epoch-wise label imbalance is a problem in imbalanced learning, we
do mixed-label frequency control experiments. As shown in Figure 3, the more imbalanced mixed
label appears from epoch to epoch, the lower the performance of models.

The Effect of Balanced Mixed Label Sampler. As shown in Figure 3, epoch-wise imbalance not
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Table 1: Experiments on CIFAR10/100-LT datasets with imbalance factor 200 and 100 for effective-
ness of Multi-Singleton Classifier (higher imbalance factor is more imbalanced)

Sampler Dataset CIf. imb200 imb100
many  med few all many  med few all
BMLS cl1o FC | 9049 74.12 5443 | 73.13 | 88.53 77.84 70.53 | 78.85
MS | 8894 7297 62.77 | 7470 | 89.14 76.34 74.63 | 79.67
diff. | -1.55 -1.15  +48.34 | +1.57 | +0.61 -1.50 +4.10 | +0.82
BMLS C100 FC | 6577 4173 7.19 | 40.36 | 68.98 46.13 1498 | 4532

MS | 6324 4486 11.19 | 41.71 | 66.31 49.80 21.80 | 47.62
diff. | -2.53  +3.13  +4.00 | +1.35 | -2.67 +3.67 +6.82 | +2.30

Table 2: Experiments on CIFAR10/100-LT datasets with various imbalance factors. (7: the reported
values are taken from each reference paper. More references in Table 7)

CIFAR10-LT CIFAR100-LT
Method imbalance factor imbalance factor
200 100 50 10 200 100 50 10

ERM+CAS' N/A 68.40 N/A 86.90 N/A 31.90 N/A 55.00
MixupJr 67.30 | 72.80 | 78.60 | 87.70 | 38.70 | 43.00 | 48.10 | 58.20
LoM' N/A 74.20 N/A 89.40 N/A 41.50 N/A 59.90
ETF+DR' 71.90 | 76.50 | 81.00 | 87.70 | 40.90 | 45.30 | 50.40 N/A
Remix' N/A 73.00 N/A 88.50 N/A 41.40 N/A 59.50
DBN-mix’ 79.58 | 83.47 | 86.82 | 90.87 | 46.21 | 51.04 | 54.93 | 64.98
Mixup 66.77 | 72.94 | 78.64 | 88.05 | 39.06 | 42.88 | 48.31 | 63.03
+LOM 70.17 | 76.63 | 81.15 | 89.24 | 39.61 | 44.24 | 49.99 | 63.90
+CAS 69.90 | 76.43 | 81.42 | 89.24 | 40.28 | 44.65 | 50.07 | 63.57
+BMLSys 74.70 | 79.67 | 83.46 | 88.51 | 41.71 | 47.62 | 52.74 | 64.47

diff. | +7.93 | +6.73 | +4.82 | +0.46 | +2.65 | +4.74 | +4.43 | +1.44
ETF+DR 71.58 | 76.82 | 81.25 | 87.59 | 41.20 | 45.07 | 50.71 | 63.08
BMLS+WETFys+CE | 77.73 | 80.31 | 84.22 | 88.26 | 42.73 | 47.10 | 52.44 | 64.10

diff. | +6.15 | +3.49 | +2.97 | +0.67 | +1.53 | +2.03 | +1.73 | +1.02
Remix 69.58 | 75.15 | 80.41 | 88.61 | 41.03 | 44.95 | 50.19 | 63.45
+BMLS 73.95 | 80.10 | 83.92 | 88.62 | 39.95 | 46.34 | 51.53 | 64.42
+BMLSwms 73.18 | 78.00 | 83.70 | 88.20 | 40.25 | 46.82 | 49.78 | 63.54

diff. | +3.60 | +2.85 | +3.29 | -0.41 -0.78 | +1.87 | -0.41 +0.09
DBN-mix 77.40 | 82.40 | 86.05 | 91.01 | 40.71 | 45.52 | 50.47 | 62.68
+BMLSys 79.73 | 84.30 | 87.28 | 90.93 | 44.42 | 49.08 | 55.41 | 65.42

diff. | +2.33 | +1.90 | +1.23 -0.08 | +3.71 | 43.56 | +4.94 | +2.74

only of singleton labels but also of mixed ones affects model performance. While class-balanced
sampling methods such as CBS and CAS oversamples singleton label samples within each mini-
batch, Mixup ruins the balance of both singleton labels and mixed ones by randomly permuting
input samples and blending them each other. Empirically, we observe that enforcing balance among
mixed labels through BMLS improves model performance, promoting more balanced classifier, as
demonstrated on Figure 4.

The Effect of Mixed-Singleton Classifier. To validate the Mixed-Singleton classifier and support
the conjecture in $4.3, we compared a singleton classifier (FC) and ours (MS). As shown in Table 1,
MS further boosts performance, particularly for few classes. This improvement indicates that MS
facilitates less minority collapse in few classes, and the effect still maintains even though the degree
of imbalance increases.
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Table 3: Experiments on large datasets. (*:use pre-trained model) (More detail results in Table 5)

Method Places-LT | Places-LT* | ImageNet-LT | iNaturalist18
random 22.06 25.90 45.19 64.62
CBS 24.79 37.32 47.49 67.06
CAS 24.26 37.44 47.31 67.55
BMLS 27.33 37.39 48.83 66.98
BMLSwms 27.95 37.81 47.54 56.60

5.2 STANDARD IMBALANCED LEARNING BENCHMARKS

Results and Analysis on Small Datasets. To evaluate the performance of our method, we selected
Mixup, CAS, and LOM—the latter being the most similar to our approach—as baselines. As shown in
Table 2, our proposed method achieves the highest performance on CIFAR10-LT and CIFAR100-LT
across all settings, except for the case with an imbalance factor of 10, where class imbalance is
relatively mild. Furthermore, when classes are categorized into many, medium, and few based on their
sample frequency, and test accuracy is measured accordingly (see Table 8 in Appendix E), BMLS
demonstrates the largest improvement for few classes compared to other baselines. These results
indicate that BMLS mitigates minority collapse more effectively than other class-balanced samplers.

Integration with ETF classifier, Remix, and DBN-mix. To validate the generality of our approach,
its effectiveness across diverse settings, and its compatibility with other Mixup-based methods, we
reproduced several representative techniques: (i) ETF+DR (Yang et al., 2022), an NC-inspired method
that fixes the classifier to a simplex ETF form; (ii) Remix (Chou et al., 2020), which re-balances
the Mixup lambda according to class sample counts; and (iii) DBN-mix (Baik et al., 2024), which
substantially improves imbalanced learning performance through bilateral Mixup and a double-branch
architecture. Then, we applied our proposed method to each of them. All experimental settings are
identical to ours, and detailed descriptions of the reproducibility process and the integration of our
method with each baseline are provided in Appendix D. As shown in Table 2, our proposed methods
significantly improve the performance of prior mixup-based methods by seamlessly integrating them.
Even in DBN-mix experiments, our proposed methods achieve performance that is competitive with
state-of-the-art methods. Through integration experiments with a range of Mixup-based methods, we
demonstrate that our proposed method has the potential to serve as an effective sampler and classifier,
facilitating the development of new state-of-the-art methods. More detailed comparative results for
ETF+DR and Remix can be found in Table 6 (Appendix E) and Table 14 (Appendix F.1), respectively.

Results and Analysis on Large Datasets. In practical experimental settings, both BMLS and MS
exhibit limitations depending on the number of classes K. First, BMLS struggles when K ? is bigger
than the dataset size, as it fails to generate mixed samples uniformly across all mixed-labels in each
epoch. This leads to the same issue seen in traditional class-balanced samplers, we already introduced,
epoch-wise label imbalance. MS, in addition to the issues faced by BMLS, suffers from an exponential
increase in the number of class vectors for mixed labels as K grows. Concurrently, the number of
samples available for learning each class vector decreases significantly, raising the potential for
underfitting. As shown in the results in Table 3, the effect of BMLSys diminishes as the number of
classes increases (i.e., Kpr = 365 < Ky = 1000 < K;nq118 = 8142). However, despite these
limitations, BMLSys demonstrates superior performance compared to other class-balanced samplers
on Place-LT, and when only BMLS is used on ImageNet-LT, it achieves the highest performance,
while improving the accuracy on few classes. (See Table 9 and Table 10 in Appendix E.) Even in the
most challenging case, iNaturalist2018, using only BMLS still results in competitive performance
compared to other class-balanced samplers.

5.3 ABLATION STUDY

To empirically validate whether our proposed methods effectively address the minority collapse issue
and improve model performance in imbalanced learning environments, we conducted an ablation
study. As shown in Table 4, applying both BMLS and MS together resulted in the largest performance
improvement. Moreover, in scenarios where the number of samples in few classes is extremely small
(e.g., imbalance factors of 200 and 100 in CIFAR100-LT), where both MS and FC face the most
challenging imbalanced condition, MS alone actually outperforms.
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Table 4: Ablation study on CIFAR10/100-LT datasets with various imbalance factors including K>
classifier (notated as K2 on the table). The results are the mean of five repeated experiments with
random seeds. Best in bold (CBS: Class-Balanced Sampler, CAS: Class-Aware Sampler, BMLS:
Balanced Mixed Label Sampler)

CIFAR10-LT CIFAR100-LT
Sampler  CIf. imbalance factor imbalance factor
200 | 100 [ 50 | 10 [ 200 [ 100 [ 50 [ 10

Sampler
random  FC | 66.77 | 72.94 | 78.64 | 88.05 | 39.06 | 42.88 | 48.31 | 63.03
BMLS FC | 73.13 | 78.85 | 83.07 | 89.46 | 40.03 | 45.20 | 51.99 | 65.72
Classifier
random MS | 53.11 | 64.08 | 68.56 | 80.56 | 33.42 | 36.87 | 41.66 | 56.71
random K2 | 34.86 | 39.01 | 42.20 | 51.60 | 7.90 8.72 922 | 1641
BMLS MS | 74.70 | 79.67 | 83.46 | 88.51 | 41.71 | 47.62 | 52.74 | 64.47

K? Classifier. As shown in the results, the K2 classifier performs worse than MS alone, and even
worse than when MS is combined with a random sampler. This degradation occurs because the use of
a K2 classifier drastically reduces the number of samples available to learn each class vector, leading
to underfitting due to insufficient class-vector learning. Through this experiment, we empirically
confirm that the performance improvement of MS is not attributable to increased classifier capacity,
but rather to the effect of the linear interpolation between class vectors induced by mixup ratio \.

6 CONCLUSION

The research problem targeted in this study is the issue of minority collapse in imbalanced learning
environments, where class imbalance negatively impacts model performance, particularly for minority
classes. We analyzed the impact of Mixup on this problem and identified two key findings: first, mi-
nority collapse is influenced by the frequency balance of mixed labels, and second, when mixed labels
are balanced, interpreting them as singletons enhances reducing the minority collapse. Based on these
findings, we proposed BMLS and MS as solutions. BMLS balanced mixed-label frequencies more
effectively, while MS leveraged the singleton interpretation to further enhance classifier performance.
These methods demonstrated significant effectiveness in mitigating minority collapse and improving
model performance, particularly for minority class; samples. Through experiments, we validated
the utility and versatility of the proposed methods, showing that both BMLS and MS consistently
improved performance compared to existing baselines and demonstrated their applicability across
different datasets and imbalance factors.

7 LIMITATIONS AND FUTURE WORK

Scalability. As observed in the experimental results and analysis for large datasets, both BMLS and
MS suffer from issues related to epoch-wise label imbalance and underfitting class vectors due to the
exponential increase in the number of mixed labels, which is proportional to the number of singleton
labels K. Additionally, in this study, to ensure a fair comparison, we matched the number of samples
learned per epoch to those generated by a random sampler (e.g., in iNaturalist2018, we used 437,513
images, while the number of mixed labels was K? = 66,292, 164 with K = 8,142). As explained
in $3, this paper partially addresses the issue by reducing the diversity of mixed labels. However, if
the number of training samples is sufficiently increased without considering the constraint, it could
also serve as a technical solution.

Integration with other methods. In this study, we extend our methods to Remix, ETF+DR, and
DBN-mix. However, both BMLS and MS are methods that can be used in conjunction with other
Mixup-based methods for imbalanced learning. Through the experiments with the previous methods,
we demonstrated the potential for integration with other methods. We anticipate that future research
will explore these integrations to more effectively mitigate minority collapse.
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REPRODUCIBILITY STATEMENT

We summarize the reproducibility statement of this paper as follow.

* $3. To reproduce BMLS and MS, we define notations and provide helpful preliminaries
with a theoretical support in Appendix C.5.

* $4. To prove our theorems such as Theorem 1, Proposition 1, and Theorem 2, we demonstrate
the detailed proofs of them in Appendix C.

* $5. All experiments can be reproduced using our text supplementary materials (Appendix D),
which provide dataset descriptions, model architectures, and hyperparameter settings, as well
as our code including configuration files for each experiment. Additionally, experimental
requirements, such as necessary libraries, are specified in the README files included with
the code.

In addition, our codes can be accessed at link (T.B.A)
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APPENDIX

DETAILS ABOUT LARGE LANGUAGE MODELS IN PAPER WRITING

In this paper, the authors used LLMs solely for the purpose of checking mistranslations or grammar.

A ADDITIONAL RELATED WORK

A.1 MIXUP-BASED METHOD

Data augmentation. Mixup (Zhang et al., 2018) generates mixed-label samples by interpolating
between input samples, extending training distribution support. Manifold Mixup (Verma et al., 2019)
applies this technique to intermediate layers, regularizing the network by encouraging less confident
predictions. CP-Mix, or Confusion-Pairing Mixup (Yoon et al., 2025), augments samples based on
confusion pairs, addressing data deficiency by enhancing the model’s ability to distinguish frequently
misclassified class pairs. ExtraMix (Kwon et al., 2023) introduces a mixup technique capable of
extrapolation, broadening both feature and label distributions, which minimizes label imbalance more
effectively than traditional methods. CutMix (Yun et al., 2019; Zhao & Lei, 2021; Pan et al., 2024)
focuses on mixed-label sample generation by cutting and pasting image patches, creating a regional
dropout effect. CMO (Park et al., 2021) extends this idea by pasting minority class images onto
majority class backgrounds, enriching minority class samples with context from majority class images.
OTMix (Gao et al., 2023) improves upon this by using Optimal Transport to adaptively combine
majority class backgrounds with minority class foregrounds, ensuring semantically reasonable mixed
images.

Architecture. BBN (Zhou et al., 2020), SBN, and DBN (Baik et al., 2024) utilize different archi-
tectures to enhance both representation and classifier learning. These methods incorporate bilateral
mixup or decoupling strategies to optimize performance for imbalanced datasets. OTLR (Liu et al.,
2019) uses dynamic meta-embedding and modulated attention to map images into a feature space
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that respects both closed-world classification and the novelty of the open world, improving the
generalization of imbalanced datasets.

Calibration or two-stage. UniMix (Xu et al., 2021) balances class distributions by introducing
a novel mixing factor and sampler that favors the minority class. MiSLAS (Zhong et al., 2021)
decouples representation and classifier learning, improving both calibration and performance in
imbalanced data scenarios.

While many attempts have been made to address the challenges of imbalanced learning environments
using Mixup, including data augmentation, architecture improvements, and calibration methods, no
research has specifically focused on the balance of mixed labels in such contexts.

A.2 CLASS-BALANCED METHODS

Re-balance. Remix (Chou et al., 2020) applies a higher mixup ratio to minority classes, rebalancing
the data without sampling. Re-weighting (Elkan, 2001; Byrd & Lipton, 2019; Cui et al., 2019)
adjusts the loss function by tuning class weights, with methods like Balanced SoftMax (Ren et al.,
2020) explicitly considering label distribution shifts during optimization. Logit Adj (Menon et al.,
2021) adjusts logits based on label frequencies, promoting a larger margin between rare positive and
dominant negative labels. 7-Norm (Kang et al., 2020) normalizes classifier weight norms according
to class size, rebalancing decision boundaries. LDAM loss (Cao et al., 2019) improves generalization
by replacing standard cross-entropy with a margin-based approach, tailored to handle imbalanced
datasets. cRT (Kang et al., 2020) re-trains the classifier using class-balanced sampling, improving the
model’s generalization ability. LWS (Kang et al., 2020) focuses on re-scaling classifier weights to
ensure a balanced learning process for imbalanced datasets.

Re-/Over-Sampling. M2M (Kim et al., 2020) augments minority classes by translating samples
from majority classes, enhancing generalization for minority class features. MixBoost (Kabra et al.,
2020) iteratively selects and combines majority and minority class instances to create hybrid samples,
improving model performance. The Meta Sampler (Ren et al., 2020), built on balanced SoftMax,
adapts the sampling rate through meta-learning to alleviate over-balancing issues. CB Sampling (Kang
et al., 2020) ensures that each class has an equal probability of being selected, balancing the dataset
during training. Class-Aware Sampler (CAS) (Shen & Lin, 2016) is more specific method of CB
Sampling, which explicitly ensures the class frequency balance on each mini-batch. Label-Occurrence
Mixup (LOM) (Zhang et al., 2022) uses two CB samplers to sample input pairs, respectively. CSA (Shi
et al., 2023) generates diverse training images for tail classes by maintaining a context bank from
head-class images.

Various class-balanced samplers have been proposed, yet no research has specifically focused on the
balance of mixed labels. Additionally, while methods such as Logit Adjustment and UniMix have
concentrated on singleton-labels, they did not interpret mixed labels as singletons.

A.3 NEURAL COLLAPSE IN MIXUP AND IMBALANCED LEARNING

NC in imbalanced learning has been studied in Fang et al. (2021). To alleviate the minority collapse,
Yang et al. (2022) assumed that the classifier is fixed to the K-simplex ETF and proved that LPM
with the classifier satisfies NC properties. Also, the fixed ETF classifier with Mixup has improved the
model performance in imbalanced learning. Building on the theorems, Fisher et al. (2024) proved
Mixup also satisfies NC properties for both same class and different class. However, Yang et al.
(2022) and Fisher et al. (2024) did not consider the minority collapse from the mixed label balance in
the LPM with learnable classifiers.
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B CONVEX OPTIMIZATION PROGRAM

To begin with, defining h) = =ik by, as the feature mean of

the Sg where k& € K2, we introduce a new decision variable X =
A A A TIT A by A T K2+ K)x(K?+K

(At 1y i a0 iy W TIAQ 1y A ) B iy WTT € RUCHIXUETHO, By

definition, X is positive semi-definite and satisfies

2
1 & 1 a 1 1 &
7 X O = 55 Y < 1 > S 11X < B
k=1 keK? kek2 7 =1
and
1 KZZH( 1 ZK: )
— X(kk)=—=) |wil* < Ew,
K k=K2+1 K k=1

where % follows from the Cauchy-Schwarz inequality. Thus, we consider the following semi-definite
programming problem:

min 3 ZEL(z(k), y))

X cR(K24+K)x (K2+K) N

keK?
s.t. X =0, (11
1 K2 1 K24 K
k=1 k=K2+41

forall1 < k < K2,
z = [X(k, K2 +1), X(k, K> +2),..., X(k, K>+ K) ] .

When L is the cross-entropy loss with softmax function,

L) 92) — —Alog [ SR (@) )_ L ( exp(z*(b) )
= g(ziflexpwk')) Y S el ()

where z* (k') denotes the k’-th entry of the logit 2} = Why ;, and k = (a,b).
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C PROOFS

C.1 PROOF OF LEMMA 1

Restated Lemma 1. Assume p > K2 + K and the loss function £ is convex in its first argument.
Let X* be a minimizer of the convex program (Eq. 11). Define (W*, H*) as

h(*1_1)~ h?1.2)7 R h?K,K)A (W*)T _ P(X*)l/{

ri=hp, foralli e I}k € K?,

where (X *)!/2 denotes the positive square root of X* and P € RP* (K*+K) i any partial orthogonal
matrix such that PT P = I x> . Then, (W*, H*) is a minimizer of Eq. 5. Moreover, if all X*’s

satisfy 71z Z,f\zl X*(k, k) = Ep, then all the solutions of Eq. 5 are in the form of Eq. 6.
Proof. For any feasible solution (W, H )‘) for the original program Eq. 5, we define

hj = Zh,”,keKQ

i=1

and
-
X = [h(*m), A oys o By WT} [h(ﬁ’l)’ Ry oys o i o), WT} .
Clearly, X = 0. For the other two constraints of Eq. 11, we have

Kzzm o I E Y LS i £

keK? keK2 i=1
and
1 K?+K
% > X(kk) KZHWP < Ew,
k=K2+1 k=1

b
where % applies Jensen’s inequality and < and é use that (W, H ’\) is a feasible solution. So X is a
feasible solution for the convex program Eq. 11. Letting L be the global minimum of Eq. 11, for any
feasible solution (W, H*), we obtain

NZZEthz’yk = Z[’Wh’kz:yk

kek? i=1 kell@
> > ELWh ) = Y SELRN ) = Lo (12)
k€K2 keK?2

a
where in >, we use £ is convex on the first argument, and so L(W h*, y,;\) is convex on h given W
and k € K2

For the simplicity of our expressions, we hereafter remove the superscript A of H*, h* and 2.

On the other hand, considering the solution (W™*, H*) defined in Eq. 6 with X * being a minimizer
T

of Eq. 11, we have [Bf, ) B ) B s W] (B By Bl s W | = X

(p > K? + K guarantees the existence of [h(l 1) h

(W™, H*) is a feasible solution for Eq. 5 and have

oy Mgy (W )T} ). We can verify that

1 o n N
¥ 2 2 LW Ry = D L L(=(R) ) = Lo, (13)
keK? i=1 keKk?

where z(k)* = [X*(k, K2+ 1), X*(k, K2 42),..., X*(k, K2+ K) ] for k € K2.
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Comblmng Eq. 12 and Eq. 13, we conclude that L is the global minimum of Eq. 5 and (W*, H*)
is a minimizer.

Suppose there is a minimizer (W', H') that cannot be written as Eq. 6. Let

th o keK2
and

.
X' = [ 1(1,1)’ 21,2)7 ce ahEK,K)v (W/)T} [h/(1,1)7 h/(1,2)v LR h/(K,K)v (WI)T} .

Eq. 12 implies that X’ is a minimizer of Eq. 11. As (W', H') cannot be written as Eq. 6 with
X* = X', thenthereisa k’ € K2, 4,5 € [ng] with i # j such that hy ; # hy ;. We have

K2
o 2 X k) = 3 I
keK?
:KQZ ZH ’HH KQZ ZH ’”_hH2
kek2 i=1 keK? =1

< Yo ZII will® = 5 = (IR = hiu1? + 1Bl = i)

keﬂ@ i=1

7K2 Z ZH kz” |h//,_ 2/7j||2

k€K2 =1
<Fy.

By contraposition, if all X* satisfy that -1 ZkK; X*(k,k) = Ep, then all the solutions of Eq. 5
are in the form of Eq. 6. We complete the proof. (|
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C.2 PROOF OF PROPOSITION 1

Restated Proposition 1. Assume p > K2+ K and the loss function £ is convex in the first argument.
Let X™ be any minimizer of the convex program (Eq. 11) withny 1) = n0) = -+ = Nk, ka) =
naA and K aA+1,Ka+1) = W(Ka+1,K442) = = (K,K) = WrNpB. Define (W*, H*) as

P12y Pk Koy (WHT| = P(X")"?,

kai=hp,, forallic I}, ka € K%, tpi=hh,, foralli € I} kp € Kj,

where P € RP*(K*+K) j5 any partial orthogonal matrix such that PT P = Iz . Then, (W*, H*)
is a global minimizer of the mixed-label balanced LPM ) (Eq. 7). Moreover, if all X*’s satisfy
= > rex2 X *(k, k) = Epg, then all the solutions of Eq. 7 are in the form of Eq. 8.

Proof. For any feasible solution (W, H*) for the original program Eq. 5, we define

wrnp

1

i, kp € K%,

1 &
A E 2 A
hk?A = H hkA’i, kA S KA7 and th =
—1

and
-
X — |:hi\1,1), h?l,Q)’ ey hg\K,K)’ WT:| |:h€\171)7 hi‘172)7 e ey hf\K,K)7 WT:| .
Clearly, X = 0. For the other two constraints of Eq. 11, we have

K2
1
k=1 keK?
a 1 WrnNp
= K2 Z ZHhkAl Z wyng Z HthZ
kAeK2 kp€eK% i=1
< By
and
K2+ K 1 K .
Y. X(kk) =2 > lwil® < Ew,
k=K2+1 k=1

b

where % applies Jensen’s inequality and < and é use that (W, H )‘) is a feasible solution. So X is a
feasible solution for the convex program Eq. 11. Letting L be the global minimum of Eq. 11, for any
feasible solution (W, H*), we obtain

N Z ZE thwyk

keKzz 1
wrnpg
wrnB

= LIWh) ;. LWh) .,

kAZeu:G Z kai ykA) = [me ; kg, ka)
@ wrnp
>N LWy + Y SEELWAY, Ly,

k:AE]K2 kBEK%

na w,ng
Y. NLEED )+ D S L(=(ke)N wi,) > Lo, (14)
kAE]Ki kBE]K2B

where in > we use L is convex on the first argument, and so £L(W h*, ) is convex on h given W
and k € K.

For the simplicity of our expressions, we hereafter remove the superscript A of H*, h* and 2*.
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On the other hand, considering the solution (W™, H*) defined in Eq. 6 with X * being a minimizer
T
of Eq. 11, we have [y 1), B0y hic s W | By By B W] = X

(p > K? + K guarantees the existence of |:h€1,1)’ h?1,2)’ A h?K,K)» (W*)T} ). We can verify that
(W*, H*) is a feasible solution for Eq. 5 and have

1 s L na . wrnp *
¥ 2 2 LWrhi Ly = Y SLER) u) + Y i Lz(k) uty,) = Lo,
kek? i=1 ka€K? kp€Ky

15)
where z(ka)* = [X*(kA,K2 +1), X*(ka, K2+ 2),..., X*(ka, K* + K4) }T for ks € K3
and z(kp)* = [X*(kp, K2+ Ka+1), X*(kp, K2+ Kao+2),..., X*(kp, K2+ K) ] for
kg € KQB
Combining Eq. 14 and Eq. 15, we conclude that Ly is the global minimum of Eq. 5 and (W™, H*)
is a minimizer.

Suppose there is a minimizer (W', H') that cannot be written as Eq. 6. Let

1 nA wrnp
! ——Ejh' k4 € K%, and R Ejh kg € K2
= L ka€ an kB €
A nA — kA7’L’ A k‘B anB . kB,’H B
1= ’L:

and

T
X/ - [ /(1,1)’ 21,2)’ A hEK,K), (W/)T:| |:h/(1,1)> /(1,2)7 LR hl(K,K)? (WI)T} .

Eq. 14 implies that X’ is a minimizer of Eq. 11. As (W', H') cannot be written as Eq. 6 with
X* = X', then thereis a k' € K2, 4, € [n}] withi # j such that hy/ ; # hy ;. We have

K2
KQZX (k.K) = 25 3 4P
k=1 kek?2
= 2 ZH = - ZH AR N
/{)AGKZ kAEK2
1 wyrNB wrnp
+z 2 > el - Z*Znhk — hj, |
2 B Byl B
K kB€K2 Wrip i=1 kB€K2
<7z > LS gl - oy (i = B 2+ Wi = i )
ka€eK i=1
1 w,-NpB 1
+ 5 22 e 2 I all” = gz bk o = Bl 17 + i, — B 1)
kp€eK i=1 B
1 / / 2
% ZH il Kggn 1Bl — i,
1 wyrnp 1

twm D -

2
Z ||th’L K2 2n || k?B,’L_ ;CSBJH
k:BG]K2

WyrT
<Epq.

By contraposition, if all X* satisfy that % 25:21 X*(k,k) = Ep, then all the solutions of Eq. 5
are in the form of Eq. 6. We complete the proof. ]
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C.3 PROOF OF THEOREM 1

Restated Theorem 1. Assume p > K and na/np — oo, and fix K4 and K. Let (W™, H*) be
any global minimizer of the LPM, (Eq. 5). As the imbalance factor R = n4/np — 0o, we have

limwjy, —wjy, =0,, forall Ky <k <k <K.

To prove Theorem 1, we first study a limit case where we only learn the classification for partial
classes. We solve the optimization program:

min Ey_p Z Zﬁ Wh, .,y
W, H> A ‘K2 “NA k) k
keK? i=1

s.t. KZHW” < Bw, (16)
2
‘K2| Z nkZHh H SEH’
K2

where y()‘avb) =AM+ (1 =Ny, K& = {(a,0)|]1 < a < Ka A 1<b< Kph, K% =
{(a,0)|[Ka+1<a<K AN Kga+1<b< K}, K3 =K% UK% and
na ifk=(a,b) € K}
ne = np isz(a,b)EK%
0  otherwise

For the simplicity of our expressions, we remove the superscript A of H* and h*.

Lemma 2 characterizes useful properties for the minimizer of Eq. 16.

Lemma 2. Let (W, H) be a minimizer of Eq. 16. We have hy, ; = 0, for all k € K% and i € [np].
Let Lg be the global minimum of Eq. 16. We have

|K2 Z Zﬁ Whi..i, yp).

keK2 =1

Lo =

Then Lg only depends on K 4, na, Eg, and Eywy. Moreover, for any feasible solution (W', (H)'), if

there exist k, k' € K% such that |l wy, — wy/ || = € > 0, we have
1 —
A !
W Z ZE(th,iayk) >Lo+¢€,
keK? i=1

where € > 0 depends on e, Ey, and Evy.

Now we are ready to prove Theorem 1. The proof is based on the contradiction.

Proof of Theorem 1. Consider sequences n‘y and n% with R := n, /n'; for £ = 1,2,.... We have
R’ — oco. For each optimization program indexed by ¢ € N, we introduce (W*%*, H**) as a
minimizer and separate the objective function into two parts. We consider

K2 Al nt \K | - nt
£ WZ H@ ‘ A Ee WZ’HZ 4 B E@ WZ’HK ,
WoH) = e kg o4 W B + i, rre g e (VO H)
with
LYW HY = ——— ) ZE W'h ., yp)
A kek? i=1
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and

Ly (WHHY) = ——F ) Zz: (W'hi, . yp) -
B kek? i=1
We define (W44, H%#) as a minimizer of the optimization program:
e, La (WS H)

1 & 2
s.t. ?;H’wﬁ“ < Bw,

a7
2| Z ZH kz“ |K2‘ Z ZHh <EH>
kEK2 kEK2
and (WZ’B  HYB ) as a minimizer of the optimization program:
g (W H
1 & 2
s.t. — wi||"<FE ,

e ; [will|” < Bw "

|K2| Z ZH IHH |K2\ Z ZHh ||2§EH-

e]KZ nAz 1 EKQ nBZ 1
Note that Programs Eq. 17 and Eq. 18 and their minimizers have been studied in Lemma 2. We define:
Ly:=LY (WA HYY) and Lp = L5 (WHE HYP).

Then Lemma 2 implies that L4 and Lp only depend on |K? |, K5, Ey, and Eyy, and are independent
of /. Moreover, since hk , =0, forallk € KQB and i € [np], we have

Ly (WhA H) = X log(K) + (1 — \) - log(K) = log(K). (19)

Now we prove Theorem 1 by contradiction. Suppose there exists a pair (k,k’) such that

limy_ o0 wi - wk, # 0,,. Then there exists € > 0 such that for a subsequence {(w?*, h®*)} 2
and an index ¢y when ¢ > ¢;, we have H Wier — Wi H > ¢. Now we figure out a contradiction

by estimating the objective function value on (W ®¢* H®*). In fact, because (W *¢*, H**) is a
minimizer of L/(W*, H"), we have

Lae (Waz,*’Haz,*) § Lae (WW’A HW’A)

Eq. 19 IK |-n K%|-n
= LA+ = log(K)
K[ n +|K\ K[ n "+|K\
1 Z—)oo
=L ———— (log(K) — L L 2
A+ KnRo 11 (og( )—La) =" La, (20)

where we define K := |K2|/|K%| and use R® = nf,/n%.

However, when ¢ > /{, because ||wa"’ — wZ,” || > e > 0, Lemma 2 implies that

LY (W H ) > Ly + e,
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where €5 > 0 only depends on e, |K§1|’ Kp, Ey, and Eyy, and is independent of £. We obtain

Lot (Woes Hoor) = AR |E§@L—|K - R
AR |Hi|+|]1< T £ (W, HO)
a = K3 - ELK |+|K o L W
TRET- |7]LK |+|]K n E‘z?f (WeeB gooP)
~ R |K|+|KI o7 (La+e2) + |K|+|K|

1
=L ———— (Lp—La — =L
A+€2+KRRW+1( p—Li—e)' A+ e,

21

a
where > uses (W -5, H-P) is the minimizer of Eq. 18. Thus we meet contradiction by comparing

Eq. 20 with Eq. 21 and achieve Theorem 1.

Proof of Lemma 2. For any constants C, > 0, C}, > 0, and C, > 0, define

C
C! = 2 € (0,1
O+ (Ka—1)Cy+ KpC, (0.1)
/ Ch
= 1
G Co+ (Ks—1)Cy,+ KpC, €0,1)
Ce

C! =
¢ T 00+ (Ka—1)Cy + K5C.,

Cq :=— Cllog(CL) — Cy(K 4 — 1)log(Cy) — KpCllog(CL)

€ (0,1)

KAC,
C, = AT (0,1
KaCy, + KpC, < ( )
KpCy
[ 1
Cs KaCy+ KpC. <01
K KgC.,
Cy = ACh + KpC > 0.

Co+ (Ka—1)Cy + K5C.

O

Using a similar argument as Theorem 3, we show in Lemma 3 (see the end of the proof), for any
feasible solution (W, H) of Eq. 16, the objective value of Eq. 16 can be bounded from below by:

nA

|K2 ‘WA Z Z‘C Wh’(a b),i» Y(a, b))

ke]K2 =1
a C K
> ——2\/KEy,|Y [[Cewa + Crwp — wy||? + Cq
Ka k=1
e C; S
> =7 VEEn,|KEw — Ka | 1/Kp = C} = —————~ | |ws|* - lwy = wp|* + Ca
Ky ( T Ce(2-Co) k:;ﬂ

(22)

1 Ky L KA
where w4 := o Zk:l Wi, W = KB Zk Kat1 Wk and K := o . Moreover, the equality in

> holds only if hy; = 0, forall k € [K4 +1: K] and i € [np).

23



1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Under review as a conference paper at ICLR 2026

Though C,, Cp, and C,. can be any positive numbers, we need to carefully pick them to exactly reach
the global minimum of Eq. 16. In the following, we separately consider three cases according to the
values of K 4, Kp, and Ey Eyy .

(Case 1) Consider the case when K4 = 1. We pick C, := exp (\/KB(l + KB)EHEW), Cy =
1, and C, := exp (—\/(1 i KB)EHEW/KB).

Then, from § in Eq. 22, we have

\KQ |nA Z Z‘C Wh(a b),is Y(a, b))

keK? i=1

> — CyCp/KEu/|wi — wgl? + Cq

= CyCp/EEm[lwn|? — 2w]wg + [ws|? + Cy

b

> — CyCyv/KEn L+ 1/Kg)(Jun |2 + Kpllws]®) + Ca
>

K
—~ CyC4/KEp,| (1+1/Kp) <KEW = llwy — wB||2> +Cy

k=2

> — C,0p/KEg/ (L + 1/Kp)K By + Cy = Ly
(23)

where § uses Ce + Cy =1, ﬁ follows from —2ab < a? + b2, i.e., —2w]wp < (1/Kp)||w:1|]* +
Kg|lwg|? and > follows from S llwi|)? = Kpllwg|?+ 31, || wi —wp||? and the constraint
that S5, ||wi]|2 < K Ew.

On the other hand, when (M, H) satisfies that

1
wy, =V KpEwu, wp=—/—-—u, ke[2: K],
\ KpEw
hl,i =/ (1+KB)EHU, 1€ [nA], hk,i ZOP ke [QZK], 1 E [TLB],

where w is any unit vector, the inequalities in Eq. 23 reduces to equalities. So, L, is the global

minimum of Eq. 16. Moreover, L is achieved only if § in Eq. 22 reduces to equality. From Lemma 3,
we have that any minimizer satisfies that hy, ; = 0, forallk € [K4 + 1 : K] and i € [np].

Finally, for any feasible solution (W', H'), if there exist k, k' € [K4 + 1 : K] such that |Jwy —
wy|| = € > 0, we have

S i — wi?
K — Wi
S k- wpll? = o —wpl? + fwy —wp? 2 TEEEL — 22 a
k=Ka+1
It follows from é in Eq. 23 that
InA > Zﬁ Whap) i Yab)
kek? i=1
> - CgCNKEH\/O +1/Kp)(KEw —£2/2) + Cq = Ly + &1, (25)

with €1 > 0 depending on ¢, K4, K, Fy, and Ey .

(Case 2) Consider the case when K4 > 1 and exp ((1 +1/Kr)VEgEw /(K4 — 1)) <
V1 +KR + 1. Let us pick C, = exp((1+1/Kr)VEgEw), Co =
exp ( L1+ 1/KR)\/EHEW>, and C, := 1.
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b 4
Following from > in Eq. 22, we know if 1/ K — C’]% %C) > 0, then

> Zc Whia),i:Yan) = ~Co(1+1/Kr)VEgEw + Ca:= Ly (26)

T2 1, .
|K |nA keK? i=1

04
. 5 > 0 because

c.(2-C.
4

c
1/Kp>C3+

In fact, we do have 1/Kr — C]% —

C.(2-C.)
oy <] —2
f 1+ Kgr
=
\/1+KR+1
— exp( 1+ 1/Kp)V/EnEw /(Ka — 1)) <VI+Ep+1
where in <=, C, + C; = 1, and in é’of:#%sa;

On the other hand, when (W, H) satisfies that

E
[wi, ..., wg,] = EV; [ha, b, )T = /(1 +1/Kg) Ew (M3)T,
h,k,iZh,]€7 ke [I{A]7 iE[?’LA],
hk,i:wk:Om ]{ZE[KA-F].ZK], iE[nBL
where (M) is a K 4-simplex ETF, Eq. 26 reduces to equality. So, Ly is the global minimum of

Eq. 16. Moreover, Lo is achieved only if § in Eq. 22 reduces to equality. From Lemma 3, we have
that any minimizer satisfies that by, ; = 0, forallk € [K4 + 1: K] and i € [ng].

Finally, for any feasible solution (W', H'), if there exist k, k" € [K4 + 1 : K| such that ||wy —
b
wy || = € > 0, plugging Eq 24 into > in Eq 22, we have
|K2 s Z Zﬁ Whap),isYap))

keK? i=1

C
> — K—g\/KEH\/KEW —€2/2) + Oy := Ly + €9, (27)
A
with €5 > 0 depending on ¢, K4, K, Ey, and Eyy.

(Case 3) Consider the case when K4 > 1 and exp ((1+ 1/Kg)VEyEw/(Ka—1)) >
V1+ Kgr+1.LetC} = \/TandC’ =1-C}. Forx € [0, 1], we define:

o @) ::\/ (1+ Kgp)Ew

Krz? + Kr(1+ Kg)(1 — )%’

gN(w)\/(lJFKI;)EH/KR a? + <1+C‘é> (1—56)21 ’
e (1) o |

Cy
1+ Kn)En/Kr | 4
2+ (1+&) a-ap L BT !

gn(2) /(L + Kp)En/Kr | <1+Cl> Kgr(1— 1) ]
w2+(1+%) (I-2)* L

gp(x) :==exp

=

25



1350
1351
1352
1353
1354
1355
1356
1357
1358
1359
1360
1361
1362
1363
1364
1365
1366
1367
1368
1369
1370
1371
1372
1373
1374
1375
1376
1377
1378
1379
1380
1381
1382
1383
1384
1385
1386
1387
1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399
1400
1401
1402
1403

Under review as a conference paper at ICLR 2026

Let ;o € [0, 1] be a root of the equation

-
w(@ela) = LT

We first show that the solution x( exists. First of all, one can directly Verify then € [0, 1],

gv(2)/gc(x) is continuous. It suffices to prove that (A) ¢,(0)/g.(0) > /Cf and (B) ¢5(1)/9.(1) <
1/C%—1
TR

(A) When = = 0, we have g,(z)/g.(z) > exp (0) = 1. At the same time, L1 = 1“;;1%_1 -

Kr
1
/¢ f ! is achieved.

\/T+1 < 1. Thus, g5(0)/9.(0) > exp (0) =1 >
(B) When z = 1, we have gn (1) = /(1 + 1/Kg)Ew. So,

); 1 _1/0}—1

90(1)/9e(1) = exp (~(1 +1/Kr)v/ By B /(K V(e crsalay ot

a
where < is obtained by the condition that

exp ((1 +1/Kr)VEuEw/(Ka — 1)) >1+EKg+1.

Now, we pick Cy, := ga(20), Cp» := gp(z0), and C, := g.(x(), because % = 1/?{;—1 we have

Ce=C.,Cp=Cpand1/Kp = C’f Then, it follows from > in Eq. 22 that

+ oate

> Zﬁ Whap).iYan) = —Co(1+1/Kp)VEgEw + Cy =Ly, (28)

K% [na |"A wews, i=1

On the other hand, consider the solution (W', H) that satisfies

1—$0
wy, = gn(z0) P, mKA (Kayr —1x, + leA] , ke [Kal,
Ka
C2-C,)

= — 7P k K 1: K

wi; C2KA ;wka S [ A + ]
(1+1/Kp)En ] ,
i = - Zwk : K4l, i € [na]
lwi + &5 St wkll CfKA

hk,i:()pa kG[KA+1:K],Z [HB],

where y;, € R¥ is the one-hot vector of the k-th class label and P4 € RP* %4 is a partial orthogonal
matrix such that P{Py = Ix,. We have exp (h ;wi) = go(o) fori € [na] and k € [Kal,
exp (hf ;wir) = gy(x0) for i € [na] and k, k" € [K 4] such that & # &', and exp (hj ;wy/) =
ge(zo) fori € [nal, k € [Kal], and k' € [K4 + 1 : K]. Moreover, (W, H) can achieve the
equality in Eq. 28. Finally, following the same argument as (Case 2), we have that (1) Lo is the
global minimum of Eq. 16; (2) any minimizer satisfies that hy, ; = 0, forall k € [K4 + 1 : K]
and i € [np]; (3) for any feasible solution (W', H'), if there exist k, &’ € [K4 + 1 : K| such that
||lwy, — wy/|| = € > 0, then Eq. 26 holds.

Combining the three cases, we obtain Lemma 2, completing the proof. (|
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Lemma 3. For any constants C, > 0, C, > 0, and C. > 0, define

C
Ol = = € (0,1
“ Co+ (Ka—1)Cp+ KpC, (0.1)
Cy
!
= 1
G Co+ (Ka—1)Cy+ KpC, €@.1)
Ce

€(0,1)

<0+ (Ka—1)Cy+ KpC.
Cly = — C' log(Cl) — CL(K 4 — 1) log(CL) — KCllog(C!)
KiCh

e E———————— i1
Co=gaa + kuo. € OV
KpCy
= 1
Cs KsCy+ KpC, €01
K K
Cg ACb + BCC 0.

= >
C, + (KA — 1)0(, + KgC.

For any feasible solution (W, H) of Eq. 16, the objective value of Eq. 16 can be bounded from below
by:

na
_1 Z Z LWh (41> Yab))

2
[Kalna o =
a C Ka
E—K—g KEy ZHC’ewAJrC'f'wB—wkHQJrC’d
A
k=1
b C Ct o
> 9 /KEg |KEw —Ka|1/Kp—C2— ——F 2 _ . 24 C
Z K " w A(/ L A R CIreA) |wp|| k;+l||QUk wg|? + Cy
=Ka

(29)

1 Ka 1 K _ Ky P
where wa 1= 7 D oply Wi, wp = ' Zk:KAH wy, and Kg := 74, Moreover, the equality in

% holds only if hy,; = O, forallk € [K4+1: K|andi € [np).

Remark 3. Note that the case hj, ; = 0,, does not imply that network activations all die for the classes
k € [K4 + 1: K]. This is because our analysis does not include the bias term for simplicity.

Proof of Lemma 3. For (a,b) € K% and i € [M(a,p)], We introduce z(, 3, = th\a p),i- Because

N2

that C!, + (K4 — 1)C{ + KpCl. =1,C/, > 0, C; > 0, and C/. > 0, by the concavity of log(-), we
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1458
1459

60 i (b
1261 - Alog( Kexp(z( b),i(a)) ) . A)log( Kexp(z( ),i(0)) )
1462 Zk’:l eXp(z(a,b),i<k/)) Zk’:l exp(z(a,b)yi(k;’))
1463 AZ(ap),i(a) = (1= A)Z(ap),i(b)

1464

) Ka
1465 + Alog C;(e)m(zow),z(a)) + Y C{,(eXp(‘z’”) Z C'(@q’zkz(k)))

c! c C!
1466 “ b =Ka+1 ¢
1467

1468 - Mg [ (exp( (a, b),i(b))> " o4 <exp Zkz(k'/))) n Z ! (exp z;“(k’))>
/;ﬁb
C

have

7
1469 [ C ot Ct
1470 ,

1471 > — )\z(a’b)wi(a) — (1 — )\)Z(a,b),i(b) + C,, ()\z(a’b)wi(a) + (1 — )\)Z(a b), Z(b))

1472 K4 Ka

1473 +O A D ZanaH) =N D ZawK) | +CL Z Z(a,),i (k) + Ca
1474 k'=1,k'#a E'=1,k'#b —Kat1

1475 1 Ka
1:;3 :Cgce (I{A Z z(a,b),i(k/) - )‘z(a,b),i(a’) - (1 - )‘)z(a,b),i(b)>
k=1
1478 1 K
1479 +CyCs (K Z Z(ap),i(K') = Az(ap).i(a) — (1 - )\)z(a,b),z‘(b)> + Ca.
B
1480 k'=Ka+1
1481 (30)
1482
1483 Therefore, integrating Eq. 30 with (a,b) € K% and i € [n4], recalling that ws = K— kKA wy, and

_ 1 K
1484 g = Ky DoheKa+1 Wk»> We have

1485
1486
1487 |K2 InA Z ZE Wh(a b).i»Y(ab))
1488 a,b)ek =1
1489 Z ZC a jwa — ha’iwa) + (1 — )\)(hb,iwA — hb,i’wb))
1490 |K2 | +Cf a swp — hy iwa) + (1 — /\)(hb swp — hy iwb))
na . = . : ,

1491 a,b)eky i=
1492 Ka na
1493 3> CylCelhriwa — by wy) + Cr(hywp — hyjw)] + Ca
1494 KA”A k=1 i=1
1495

b C
1496 g Zh (Cewa + Crwp —wy) + Cy, (31)
1497
% here in 2 R, = KaY k2 h d in £, we introduce hy, =
499 Where in =, we use >0, ez i,y = Ka) oyl hig and in =, we introduce hy =

1500 i >k hy; for k € [K] and use C, 4+ Cy = 1. Then, it is sufficient to bound Ek 2 hL(Cowa +
1501 Crwp — wy,). By the Cauchy-Schwarz inequality, we have

1502
1503 Ka Ka Ka
1504 ZhZ(Ce’wA+OfwB—’wk) > — Z:Hth2 Z||OewA+Cf’wB—wk||2
1505 k=1 k=1 k=1
1506 Ka
a
1507 N Znhk 02| S Cuwa + Crom —
1508 k:l =1
1509 K
1510 b =
1511 > —\/KFEg Z\|CewA+waB—wk||2, (32)
k=1
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1512 a b
1513 where > follows from Jensen’s inequality [|hy [|* < fraclng > i* ||k, ||? for k € [K 4], and > uses

1514  the constraint that 35, = 3 [hill> < Er. Moreover, we have S = hal? =
1212 Eg only if hy; = 0, forall k € [K4 + 1, K. Plugging Eq. 32 to Eq. 31, we obtain E in Eq. 29.
1517 We then bound Z?ZAI [Cewa + Cpwp — wyl|?. First, we have

1518 K
1519 1 <A )
1520 K7A ;HcewA + Cf'wB - ’U.Uc”
1521 B
1522 :Lillw ||2_2i§w (Cw +Crw )+||C'w + Crw HQ
1523 K 2 k a 2 k eWA fwB eWA fwp
1524 I;A -
1525 a 1 9 5 ) ) )
=— wi|]® —2C5wTwyg — C.(2 — C.)||lw + C?||w
1526 K4 ;” dl fWAWB e e)llwall Fllws]l
1527
33
1528 (33)

1529 where < uses Zsz“l wy = K w 4. Then, using the constraint that Zsz“l |lwall?> < KEyw yields
1530 that

1531 . K4
1532 2 2 T 2 5 9
— > flwn|* — 2C3whwp — Co(2 = C)|wa|* + CHlw
e T 2wl —2Chwlws = Cul2 = Colwal? + Clws
1534
K 1 02 o
1535 <—Fy — — Kllw 27032*03 wA+7fw 2, CQ+7J‘ wall?
1536 Ka " Ka k:;§:+1 I ( )l Ce(2-Ce) | e, (2-C,) lwsll
A
1537 .
K Cc4 1
188 LBy — (/KR = CF — g | lwsl’ - D lwe — w1
1539 Ky ( Foc.(2-0C.) K k:;;;+1
1540 (34)
1541

1542 where = applies >, _ . .1 K|lwi|? = Kpllws|* + 3, _x,+1 Kllwe —wp|?. Plugging Eq. 33
:g:z and Eq. 34 into % in Eq. 29, we obtain ﬁ in Eq. 29, completing the proof. ]
1545
1546
1547
1548
1549
1550
1551
1552
1553
1554
1555
1556
1557
1558
1559
1560
1561
1562
1563
1564
1565
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C.4 PROOF OF THEOREM 3

Definition 1. A K-simplex ETF is a collection of points in R specified by the columns of the matrix

K 1
M* = | ——P (Ix— =117
K—1 <K KKK)

where I € REXK jg the identity matrix, 1y is the ones vector, and P &€ RP*K (p>K)isa
partial orthogonal matrix such that PTP = I.
Theorem 3. In the balanced case, although (W >, H*) are linearly dependent on (W, H) in Eq. 9,
any global minimizer W* = [w?, ..., w} |, H* = [h;z 1<kE<K 1<i< n] of Eq. 9 with the
cross-entropy loss obeys

ii = Cwp = C'mj, (35)

fJorall1 <i <mn, 1<k <K, where the constants C = \/Ey/Ew, C' = \/Eq, and the matrix
[m7, ..., m%] forms a K-simplex ETF specified in Definition 1

Because there are multiplication of variables in the objective functions, Eq. 9 is non-convex. Thus,
the KKT condition is not sufficient for optimality. To prove Theorem 3, we directly determine the
global minimum of Eq. 9. During this procedure, one key step is to show that minimizing Eq. 9 is
equivalent to minimize a symmetric quadratic function:

(3] (304) v e

keK? keK? keK?

n

D

i=1

under suitable conditions. The detail is shown below.

Proof. By the concavity of log(+), for any z € RE® ke [K?], constants Cy,, Cp > 0, letting

_ C
CC = WM’ we have

2(k) S
—log Wi(k’) = —log(z(k)) + log Zz(k)

k'=1% k=1

K? ’
— log(2(k)) + log | —Ce ((Ca+Cb)z(k))+Cc 3 (k')

Ca + CVb Ca k=1 k' £k c
(36)
Recognizing the equality
C C Cy
a Cot - +C.=—2 4+ (K?>-1 =1
CorG TSt e g T T Ve T ey @ -
K2-1
and the concavity of log(-), we see that the Jensen inequality gives
Co ((Co+t C’b)z(k)> LSRR
log ( +C. Z
CatCh Ca k=1 k'2k =~ C
C. (Cu + Cy)=(k) i =(K)
> 1 - 1 . 37
> e og( z +Ce Y, g (37)

k' =1,k'#k
Plugging this inequality into Eq. 36, we get

(k) C, (Cu + Cy)z(k) i 2(k')
—log (ZKQ()> > —log(z(k)) + A log (Cab) +C, Z log < o )

g —1 2 (K k'=1,k' £k ¢
K2
C, 1
=— ——" |log(z(k)) = ——— > log(z(k'))| + Ca,
C,+ Cy K2 -1 =1 Rk
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where the constant Cg := & +Cb log (C +Cb) + C o, log(1/C¢). Note that in Eq. 36, C, and

C} can be any positive numbers. To prove Theorem 3, we set C, := exp(vVEpEw) and Cy =
exp(—v/Ey Ew /(K% — 1)), which shall lead to the tightest lower bound for the objective of Eq. 9.
Applying Eq. 36 to the objective, we have

— Z Z,c (Why i yp)

keﬂ@ i=1

s = | LI O STY EED o

i=1 keK?2 kek? keK2

+Cy (38)

Defining h} := 712 >4 cxe hg’i for i € [n], it follows from the simple inequality 2ab < a? + b? that

(5 (g+) wgee

i=1 keK2 keK?2 keK2
IR
i=1 kek?
K? 2o g C.N N
> = D D MR = R — = wp|?, (39)
kEK? i=1 kek2

where we pick C, := \/Ey /Ew. The two terms in the right hand side of Eq. 39 can be bounded via
the constrains of Eq. 9. Specifically, we have
C.N K2N\EyE

5 wi|? < =5 (40)

keK?

and

K2 S A K4 al 1 A2 A2
S 2 IR =R/ 25D (g D IR - 1R

keK? i=1 i=1 keK?

KQN\/EHEW
= 2

; (41)

€ kek2 i=1
where = uses the fact that E|la — E[a]||> = E||a||> — ||E[a]||?. Thus, plugging Eq. 39, Eq. 40, and
Eq. 41 into Eq. 38, we have

1 - C, K*J/EgFEw
— LWARY . yp) > — Cy:= L. 42
N k%K; ; ( k:,z)yk:) = (Ca + Cb) K2 _1 +Caq 0 42)

Now, we check the conditions that reduce Eq. 42 to an equality.
By the strict concavity of log(+), Eq. 37 reduces to an equality only if
(Ca + Cy)z(k)  =z(K)

Cy C.
for k" = k. Therefore, Eq. 38 reduces to an equality only if

(Ca+ Co)hpTwp Byl

Cq C.

Recognizing C,. = M’VW and taking the logarithm of both sides of the above equation, we
obtain

Cu(K? -1
hﬁﬁ-wf? = hil—ﬂ’z?/ + log ((Cb)) )
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for all (k,i,k") € {(k,i,k') : k € K% k' € K2, k' # k,i € [n]}. Eq. 39 becomes equality if and
only if B

h} —h), = —C.w,, keK? icln
By the definition of w) and h},, b} = 23, xah), = %Y/, hi. Defining h; :=
% Zszl h;.; and plugging this equality into the above equation, we get

hi =M — (1= Nhp; = —Ce Awy + (1 — Nwy,) (43)
For a # b # ¢, we define

hi—Ahg; — (1= Nhe; = = Co Qwg + (1 = Nw,) (44)

hi—Ahy; — (1 = ANhe; = — Ce (Qwy, + (1 — Nw,) (45)

From the sum of Eq. 44 and Eq. 45, we get
ha,i = hb,i + Ce(wa - U)b).
Plugging this equality to Eq. 43, we get

h; — hy; = —Cewy,

which is the same result of the balanced case where the number of classes is K. As a result, Eq. 39
becomes equality if and only if

h;—hy;=—Ceowy, keK? icln] (46)
The remainder of the proof is identical to that in (Fisher et al., 2024). However, for the sake of clarity,
we present it here in full rather than omitting it.
Applying Lemma 4 shown in the below, we have (W, H ), which satisfies Eq. 35.

Reversely, it is easy to verify that Eq. 42 reduces to equality when (W, H ) admits Eq. 35. So, Lg
is the global minimum of Eq. 9 and Eq. 35 is the unique form for the minimizers. We complete the
proof of Theorem 3. ]

Lemma 4. Suppose (W, H) satisfies

_ E
hi—hm:—,/ﬁwk, ke [K], i € [n], (47)

and
11 1 .
2D Mkl = Ery 52> lwel® = Bw, hi=0,, i € [n], (48)
k=1 i=1 k=1
where h; == + ZKzl hy i with i € [n]. Moreover, there exists a constant C' such that for all

- k
{(k,i,k") : k € [K],K € [K],k' # k,i € [n]}, we have
hi ;- wy=hg,; wy +C. (49)
Then, (W, H) satisfies Eq. 35.

Proof. Combining Eq. 47 with the last equality in Eq. 48, we have

W = El[hl,...,hK]T, hk,i:hlm ke [K}, i€ [TL]
Ey
Thus, it remains to show
W = /Ew (M*)T, (50)
where M * is a K-simplex ETF.
Plugging hy, = hy,; = %‘{’wk into Eq. 49, we have, for all (k, k") € {(k, k') : k € [K],K €

(K], K" # K},

E E
EW |2 = b - wp = By - wis + C = ﬁwkwk, ‘e
EH EH
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and
Eyw

| E
||'l,l7k/||2 = h‘k:’,i Wi = hk’,i swy + C = 7W Wy W + C.
EH EH

’gherefore, from -+ Zfﬂ”'wk”z = Ew, we have ||wy| = VEw and hywy = C' := VEgEw —

Furthermore, recalling that h; = 0, for i € [n], we have Zszl hj = 0, which further yields
K ’ . ’

Y keq hi - wiy = 0 for k' € [K]. Then, it follows from hywis = C" and hyw;, = /Ey Ew that

hrw, = —+/ EHEw/(K — 1) Thus, we obtain

| E K 1

which implies Eq. 50. We complete the proof. (]
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C.5 PROOF OF PROPOSITION 2

To prove that only mixed labels (a, b) for the case where a < b ensures Theorem 1 and Proposition 1,

we demonstrate that the following statement is true.

Proposition 2. Let K< be the mixed label set where a < b for all (a,b) € K? and Wy be the

partial matrix of W which has class vectors for mixed labels (a,b) € K<.

Then, W is a K-simplex ETF if W< is a |K<|-simplex ETF.

For the simplicity, we remove the subscript K< of W3- and wg- in the following proof.

Proof. Let f(x;a, ) be the probability density function of Beta distribution Dy («, /3). For the

mixup ratio A sampled from D) (v, o), we have
wz\a’b) =E) Awg + (1 — X)wy)

%%EA (AMwg + (1 = Nwp) + (1 = Nw, + Awy))

:i (wa + wb) )

where in =, we use f(\; o, ) = f(1 — X\, ).
From the definition of a simplex ETF, we get
> Wap =0
(a,b)eK<
Plugging the equality of Eq. 51 into Eq. 52, we have
. K-1&
> why = w0

(a,b)ek< 2 4

K
LW = — Z’U)j, Vie [K]
J#i
From the definition of K<, we can get < i, j, k > for all i € [K], satisfying
— A A A
Wi =W 5y~ Wk + Wiy

where {a, b} = (a,b) if a < b otherwise (b, a) and ¢ # j # k.

1

7o is true for all ¢ # i’

Now, we show that w, w; = —

T Eq. 54 A A A T A A
w; Wi = (’w{m} T Wk T w{z:k}) (“’{w,j'} T Wy T w{ink'})
o 1

K -1

(a,b) # (a’,b"). We complete the proof.
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(52)

(53)

(54)

(55)

where in =, we use the property of the simplex ETF, i.e., (w()‘a b)) ’wf‘a, vy = *ﬁ for all
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D EXPERIMENTAL SETUP

Implementation Details. Our experiments follow the setups of Zhong et al. (2021) and Zhou
et al. (2020) for CIFAR10-LT, ImageNet-LT, Places-LT, and iNaturalist2018 and Yang et al. (2022)
for CIFAR100-LT. We employ ResNet32 for CIFAR10-LT, doubling the feature dimensions for
CIFAR100-LT. For ImageNet-LT and iNaturalist2018, we use ResNet50, and for Places-LT, use
ResNet152, respectively. To reproduce baseline comparisons, we adopt the same hyperparameter
settings as in Zhong et al. (2021) and Zhou et al. (2020).

Datasets. Following Zhong et al. (2021); Zhou et al. (2020), we use the long-tailed variants of
CIFAR10, CIFAR100, ImageNet (Russakovsky et al., 2015), Places365 (Zhou et al., 2017), and
iNaturalist2018 (Cui et al., 2018).

CIFARIO-LT. 10 imbalanced classes, subsampled at exponentially decreasing rates from CI-
FARI10 (Zhong et al., 2021).

CIFARI100-LT. 100 imbalanced classes, constructed analogously to CIFAR10-LT.

ImageNet-LT. Derived from ImageNet for large-scale object classification. Class frequencies follow a
Pareto distribution (o« = 5) with cardinalities from 5 to 1,280, totaling 115.8K images across 1,000
classes.

Places-LT. An extended version of Places, with class sizes ranging from 5 to 4,980, yielding 184.5K
images from 365 classes.

iNaturalist2018. A large-scale real-world species classification dataset with extreme label imbalance,
comprising 437,513 images from 8,142 categories.

Architectures. For CIFAR10-LT, we use ResNet32 (Zhong et al., 2021) with three residual blocks,
producing feature dimensions of 16, 32, and 64, respectively. CIFAR100-LT doubles these dimensions.
Differing from the standard ResNet architecture used for ImageNet, the ResNet32’s first convolutional
layer has a kernel size, stride, and padding of 3, 1, and 1, respectively. ResNet50 and 152 follow He
etal. (2015).

Hyperparameters. For CIFAR10/100-LT, models are trained with mini-batch size 128 using SGD
with momentum 0.9 and weight decay 2e-4 for 200 epochs. The learning rate is linearly warmed
up from 0.02 and decayed by 0.1 at epochs 160 and 180. For ImageNet-LT and Places-LT, models
are trained with SGD (momentum 0.9, weight decay 5e-4) and a cosine annealing scheduler. Mixup
alpha is set per dataset: & = 1.0 for CIFAR10/100-LT, o = 0.2 for others.

ETF+DR (Yang et al., 2022). In Yang et al. (2022), it was proven that by fixing the classifier as a
K-simplex ETF, NC is satisfied regardless of class balance, and that using this fixed ETF classifier
along with a specialized loss (Dot-Regression; DR) improves model performance in imbalanced
learning environments. Leveraging the advantages of the fixed ETF classifier, we hypothesized that
our method could produce synergies with this approach, and we conducted experiments applying our
method to this framework. However, a scale factor is necessary for the fixed ETF classifier, due to
class vectors should be normalized. For this reason, we make a modified version of the fixed ETF
classifier to apply our methods, named as fixed Mixed-Singleton Weighted ETF classifier (MS-WETF).

The scale of class vectors is important for softmax cross-entropy loss. Thus, we remove the scale
factor and add learnable parameter s € R¥ to control the scale of each class vectors.

Wwere = s - Were

Then, we make Wygrr as Mixed-Singleton classifier

W]\//\[S-WETF, (ab) — [)\U’WETFA + (1 - )\)wWETF.b}(a,b)eKz

Remix (Chou et al., 2020). In (Chou et al., 2020), they pointed out that using the same mixing factor
A for mixed samples in both last-layer features and their respective labels does not make sense under
the imbalanced learning environments. As a result, Remix has been proposed to disentangle A as
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below:

M =)\ x4+ (1 - Ae)Tr(s),

g™ =AyYe, + (1= )‘y)ycw(i)vv(ivﬂ(i)) €1,
where A, is sampled from the beta distribution and ), is defined as below:

0 ni/ngu > kand A < 7;
Ay=4 1 ni/ng <1/kand 1 — X <T;
A otherwise

Here n; and n ;) denote the number of samples in the corresponding class from x; and ;. x and
T are two hyperparameters in Remix, and we used the same values as those employed in the original
Remix implementation: x = 3 and 7 = 0.5.

Unlike Remix, which controls the mixing factor A, our method controls only the sample and label
pairs. Owing to this independence from Remix, integrating our method with Remix simply requires
replacing the original index pair set Z* with the balanced mixed-label pair set 7> obtained through
BMLS. Also, when initializing the MS classifier, we used ), from the same way to Remix.

DBN-mix (Baik et al., 2024). DBN-mix is a method that expands bilateral mixup (which is from
BBN-mix (Zhou et al., 2020)) to double branches while one input sample x; comes from random
sampler and the other x; comes from class-balanced sampler. Therefore, there are two mixed samples
generated in each mini-batch as below:

& =)z, + (1 - Nzj,

Z° =(1 - Nz; + Iz,

—)\yz (1= XNy;,
=(1 =Ny + Ayj,

where the mixed samples £* and Z™ are trained by their respective different classifiers.

In this setting, the loss from each branch L is computed separately as shown below, and the final loss
Lioral 1s Obtained by taking their weighted sum via a hyperparameter .

ﬁtotal =7 L (ﬁCba ng) + (1 - '7) L (ﬁrba ,grb) ;

where p is the logit of the mixed sample & and £ denotes the cross-entropy loss. This loss is then
used to train the classifiers of each branch and the shared backbone in an end-to-end manner.

In DBN-mix, two different samples—each drawn from a different sampler—are mixed together,
which causes the mixed-label balance to break in both branches even if the class-balanced sampler is
replaced with BMLS. To address this, we employ two samplers in parallel and configure each branch
as follows:

& =Xz + (1 — Ny,
& =)z, + (1 — A5,
@ =2yi + (1= Ny
P =My + (1 - A)ymy

for all (i,7(i)) € Z* and (j, 7 (j)) € Z*, which denote a random sampler and BMLS, respectively.

In our experiments, we empirically identified appropriate values for the hyperparameter . As a result,
we set v = 0.9 for CIFAR10-LT and v = 0.5 for CIFAR100-LT.
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E ADDITIONAL EXPERIMENTAL RESULTS

According to Liu et al. (2019), we also calculate top-1 test accuracy of three disjoint set: many,
medium, and few classes. The classes included in each set for the respective datasets are described in
Table 5. In the tables of experimental results about many, medium, and few classes, we report the
mean and std of top-1 test accuracies as meangq.

Table 5: The classes in Many/Medium/Few class sets.

CIFARIO0-LT CIFARI00-LT Places-LT ImageNet-LT iNaturalist2018
Many [0,2] [0,35] [0, 130] [0, 389] [0, 841]
Medium [3.6] [36,70] [131, 287] [390, 835] [842, 4542]
Few [7,9] [71,99] [288, 364] [835, 999] [4543, 8141]

Table 6: Extension to the fixed ETF classifier on CIFAR10/100-LT datasets with various imbalance
factors. The results are the mean of five repeated experiments with random seeds. Best in bold (§: the
reported values are taken from Yang et al. (2022))

CIFAR10-LT CIFAR100-LT
Sampler CIf. L imbalance factor imbalance factor
200 100 50 10 200 100 50 10

random ETF CE" | 60.06 | 67.00 | 77.20 | 87.00 | N/A N/A N/A N/A
random ETF DR | 71.90 | 76.50 | 81.00 | 87.70 | 40.90 | 45.30 | 50.40 | N/A
random ETF DR | 71.58 | 76.82 | 81.25 | 87.59 | 41.20 | 45.07 | 50.71 | 63.08
CBS ETF DR | 6935 | 7546 | 81.15 | 88.38 | 38.78 | 42.96 | 48.84 | 62.01
CAS ETF DR | 69.17 | 76.16 | 80.81 | 88.61 | 38.91 | 43.18 | 49.05 | 62.50
BMLS ETF DR | 77.77 | 80.38 | 84.30 | 87.91 | 39.54 | 43.60 | 49.54 | 62.06
diff. | +6.19 | +3.56 | +3.05 | +0.32 | -1.66 | -1.47 | -1.17 | -1.02
BMLS MS-WETF CE | 77.73 | 80.31 | 84.22 | 88.26 | 42.73 | 47.10 | 52.44 | 64.10
diff. | +6.15 | +3.49 | +2.97 | +0.67 | +1.53 | +2.03 | +1.73 | +1.02
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Table 7: Comparison experiments of samplers on the CIFAR10/100-LT dataset with various imbalance
factors. The results are the mean of five repeated experiments with random seeds. Best in bold (CBS:
Class-Balanced Sampler, CAS: Class-Aware Sampler, BMLS: Balanced Mixed Label Sampler)

CIFARIO-LT CIFAR100-LT

Method imbalance factor imbalance factor

200 [ 100 | 50 [ 10 | 200 [ 100 | 50 [ 10
mixup
Mixup (Zhang et al., 2018) 67.30 | 72.80 | 78.60 | 87.70 | 38.70 | 43.00 | 48.10 | 58.20
Remix (Zhang et al., 2022) N/A | 73.00 | N/A | 88.50 | N/A | 4140 | N/A | 59.50
Remix+RS (Chou et al., 2020) N/A | 7623 | N/A | 87.70 | N/A | 41.13 | N/A | 58.62
CMO (Park et al., 2021) N/A N/A N/A N/A N/A | 4390 | 48.30 | 59.50
SBN-mix (Baik et al., 2024) 69.87 | 76.33 | 81.04 | 89.84 | 40.30 | 45.07 | 50.39 | 62.37
OTMix (Gao et al., 2023) N/A | 78.30 | 83.40 | 90.20 | N/A | 46.40 | 50.70 | 61.60
ETF+CE (Yang et al., 2022) 60.06 | 67.00 | 77.20 | 87.00 | N/A N/A N/A N/A
ETF+DR (Yang et al., 2022) 71.90 | 76.50 | 81.00 | 87.70 | 40.90 | 45.30 | 50.40 | N/A
2-stage or extra network
BBN-mix (Zhou et al., 2020) N/A | 79.82 | 82.18 | 88.32 | N/A | 42.56 | 47.02 | 59.12
DBN-mix (Baik et al., 2024) 79.58 | 83.47 | 86.82 | 90.87 | 46.21 | 51.04 | 54.93 | 64.98
UniMix (Xu et al., 2021) 78.48 | 82.75 | 84.32 | 89.66 | 42.07 | 4545 | 51.11 | 61.25
MiSLAS (Zhong et al., 2021) N/A | 82.10 | 85.70 | 90.00 | N/A | 47.00 | 52.30 | 63.20
CP-Mix (Yoon et al., 2025) 78.34 | 82.44 | 85.08 | 89.87 | 43.56 | 48.20 | 52.12 | 6191
class-balance loss
CB+RS (Cao et al., 2019) N/A | 7055 | N/A | 86.79 | N/A | 3344 | N/A | 55.06
CB+RW (Cui et al., 2019) N/A | 7237 | N/A | 86.54 | N/A | 3399 | N/A | 57.12
CB+Focal (Cui et al., 2019) N/A | 7457 | N/A | 87.10 | N/A | 36.02 | N/A | 57.99
LDAM (Cao et al., 2019) N/A | 7335 | N/A | 8696 | N/A | 39.60 | N/A | 5691

LDAM+DRW (Cao et al., 2019) N/A | 77.03 | N/A | 88.16 | N/A | 42.04 | N/A | 58.71
class-balance sampling
CAS (Shen & Lin, 2016) N/A | 6840 | N/A | 8690 | N/A | 31.90 | N/A | 55.00
LOM (Zhang et al., 2022) N/A | 7420 | N/A | 8940 | N/A | 4150 | N/A | 59.90
CAS+DRW (Shen & Lin, 2016) N/A | 7350 | N/A | 87.70 | N/A | 41.50 | N/A | 57.60
LOM+DRW (Zhang et al., 2022) | N/A | 78.70 | N/A | 89.60 | N/A | 46.20 | N/A | 61.10
reproduced results and our method

Mixup 66.77 | 72.94 | 78.64 | 88.05 | 39.06 | 42.88 | 48.31 | 63.03
+LOM 70.17 | 76.63 | 81.15 | 89.24 | 39.61 | 44.24 | 49.99 | 63.90
+CAS 69.90 | 76.43 | 81.42 | 89.24 | 40.28 | 44.65 | 50.07 | 63.57
+BMLSwms 7470 | 79.67 | 83.46 | 88.51 | 41.71 | 47.62 | 52.74 | 64.47

diff. | +7.93 | +6.73 | +4.82 | +0.46 | 42.65 | +4.74 | +4.43 | +1.44
ETF+DR 71.58 | 76.82 | 81.25 | 87.59 | 41.20 | 45.07 | 50.71 | 63.08
BMLS+WETFys+CE 77.73 | 80.31 | 84.22 | 88.26 | 42.73 | 47.10 | 52.44 | 64.10

diff. | +6.15 | +3.49 | 4297 | +0.67 | +1.53 | 42.03 | +1.73 | +1.02
Remix 69.58 | 75.15 | 80.41 | 88.61 | 41.03 | 44.95 | 50.19 | 63.45
+BMLS 7395 | 80.10 | 83.92 | 88.62 | 39.95 | 46.34 | 51.53 | 64.42
+BMLSwms 73.18 | 78.00 | 83.70 | 88.20 | 40.25 | 46.82 | 49.78 | 63.54

diff. | +3.60 | +2.85 | +3.29 | -0.41 -0.78 | +1.87 | -0.41 | +0.09
DBN-mix 77.40 | 82.40 | 86.05 | 91.01 | 40.71 | 45.52 | 50.47 | 62.68
+BMLSwms 79.73 | 84.30 | 87.28 | 90.93 | 44.42 | 49.08 | 55.41 | 65.42

diff. | +2.33 | +1.90 | +1.23 | -0.08 | +3.71 | +43.56 | +4.94 | +2.74
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Table 8: Experimental results on Many/Medium/Few classes in the CIFAR10/100-LT datasets.

Method CIf. CIFARI10-LT CIFARI100-LT
many med few all many med few all
random  FC 91.173.65  69.992.25  38.09.32 | 66.770.76 | 71.160.52  35.22¢.20 3.850.47 39.060.23
=] CBS FC 82.632.72 6929379  58.893.94 | 70.179.51 | 6592051  39.44¢.96 7.150.50 39.619.50
< CAS FC 85.653.74  67.673.86  57.144.43 | 69.900.77 | 66.320.55  40.54¢.59 7.620.28 40.28.29
E BMLS FC 90.490.26  74.121.21 5443225 | 73.130.67 | 65290.45 41.330.76 7.090.37 40.03¢0.38
BMLS MS | 8894g.30 7297g.83 6277130 | 74.700.45 | 63.240.57 44.860.42 11.199.76¢ | 41.710.36
random FC 93.395 4o 74.055 03 50.995 40 72.94¢ 68 72.09¢0 .21 41.109 .40 8.770.42 42.880.15
= CBS FC 90.892.45  7431l2.99 6546576 | 76.630.41 | 67.070.74  46.290.72  13.43¢.37 | 44.240.14
. CAS FC 90.545.86  75.541.95 63.51g.26 | 76430.60 | 68280.35 46.479.34 13.129.05 | 44.650.26
E BMLS FC 88.531.01  77.840.25 7053127 | 78.850.34 | 68.38p.27 46.899.33 14.379.85 | 45.200.33
BMLS MS | 89.140.63 76340.62 T4.630.69 | 79.670.21 | 66.31g.26 49.800.57 21.800.40 | 47.62¢.25
random FC 95.250_23 78.520_54 62.191_04 78.640_57 73.720_18 48.620_23 16.400_93 48.310_28
o CBS FC 91.573.17  79.621.58  72.784.05 | 81.150.48 | 68.800.46  52.970.28  23.060.56 | 49.990.13
A CAS FC 92.780.43  79.280.46  72.890.96 | 81.429.27 | 69.160.61  52.719.34  23.18p.41 | 50.07¢.27
E BMLS FC 91.860.40 81.320.36  76.631.05 | 83.070.43 | 69.770.55 54.550.28 26.83p.67 | 51.99¢.26
BMLS MS | 89450.15 7929054  83.030.50 | 83.460.36 | 67.060.51  55.300.84 31.881.30 | 52.74¢.55
random FC 94.790_55 85.380_27 84.861_23 88.050_27 76.060_32 64.100_63 45.560_57 63.030_17
= CBS FC 93.950.7s  86.040.57 88.8lp.2s | 89.249.37 | 72420.64  65760.4a5 51.08p.69 | 63.900.37
2 CAS FC 94.149.203  86.340.24  882lp.a3 | 89.249.18 | 72.590.49  65200.47  50.400.66 | 63.570.26
E BMLS FC 91.170.40  87.040.26 90.980.59 | 89.460.19 | 71.050.70 68.930.66 55.240.47 | 65.720.29
BMLS MS | 91.630.60 8492063 90.180.56 | 88.51p.19 | 71.6lg.21  65.671.20 54.171.49 | 64.47¢.24
Table 9: Experimental results on Many/Medium/Few classes in the Places-LT datasets.
Method CIf. Places-LT Places-LT (FT)
many med few all many med few all
random FC 42.020,75 15.790,54 0.860,12 22.060,50 43.790,29 20.450,27 6.590,25 25900.06
CBS FC 38.651.097  22.601.20 5.690.52 24.790.13 | 41.310.00  39.98p.17  25.110.11 37.320.07
CAS FC | 40.680.33  20.08¢.53 4.860.50 24.260.22 | 41.350.08  40.060.06  25.460.17 | 37.440.04
BMLS FC 38.43¢.21 27.800.12 7470.26 27.330.17 34.650.04 43.790.05 29.000.08 37.390.01
BMLS MS | 3939g.32 27.0lp.40 10399.12 | 27.950.26 | 41.33g.00  40.149.00  27.050.15 | 37.81¢.01
Table 10: Experimental results on Many/Medium/Few classes in the ImageNet-LT and iNaturalist2018
datasets.
Method  CIf. ImageNet-LT iNaturalist2018
many med few all many med few all
random FC 67.760,43 38.720,50 9~330.28 45.190,43 774550,39 66.660,38 59»49038 64.620,31
CBS FC 62.460.91 4455110  20.000.92 | 47490.99 | 6325022  68.360.15 66.639.18 | 67.060.04
CAS FC 63.040.31  43.830.34 19.530.40 | 47.310.33 | 63.990.63 68.800.02 67.100.08 | 67.550.09
BMLS FC 62.350.60  46.530.43  23.080.54 | 48.830.55 | 6444252  6833p.37  66.199.87 | 66.980.19
BMLS MS 59.03¢.89 45.871 .01 24.860.92 47.540 94 51.73¢ .83 57.150.14 57.18¢ .28 56.600.18
Table 11: Experimental results of the ablation study on Many/Medium/Few classes in the

CIFAR10/100-LT datasets. The results are the mean of five repeated experiments with random

seeds.

Method  CIf. CIFAR10-LT CIFAR100-LT
many med few all many med few all

s random FC 91.173455 69.992425 38.095,32 66.770476 71.160,52 35.220420 3.850447 39.060423
S | random MS 88.590.19 53.771.07 16.741 .04 53.110.58 64.590.75 28.430.49 0.750.15 33.420.37
’g BMLS FC 90.490 .26 74.121 21 54435 25 73.130.67 65.290.45 41.330.76 7.090.37 40.030.38
T | BMLS MS | 8894032 72.970.835 6277130 | 74700.45 | 6324057 4486042 11.199.7¢ | 41.710.36
o random FC 93.392,42 74.052403 50.995.40 72-940,68 72.090,21 41.100440 8.770,42 42.880415
S | random MS 89.470.46 62245 2 41.153.22 64.081 .59 67.290.31 33.840.61 2.780.32 36.870.24
’g BMLS FC 88.531.01 77.84¢.25 70.531 27 78.850.34 68.380.27  46.899.33 14.379 .88 45.200.33
- BMLS MS 89.14¢ .63 76.340.62 74.630.69 79.670.21 66.310.26 49.800.57 21.800.40 47.62¢.25

random FC 95.250,23 78.520454 62.191 .04 78.640457 73~720.18 48.620,23 16.400.93 48.310,28
& | random MS 90.04¢.63 64.801.76 52.111.06 68.560.50 68.280.69 42.17¢.89 8.000.52 41.660.42
E BMLS FC 91.860.40 81.320.36 76.631.05 83.070.43 69.770.55 54.550.28 26.830.67 51.990.26

BMLS MS 89.450.15 79.290.54 83.030.50 83.460 .36 67.060.51 55.300.84 31.881.39 52.74¢ 55

random FC 94.790,55 85.380(27 84.861.23 88.050(27 76.060,32 64.100(63 45.560.57 63.030, 17
9 random MS 91.540,43 76.311402 75.251.44 80.560476 71.910,35 57.380490 37.030,72 56.710448
E BMLS FC 91.170.40 87.040.26 90.98¢.59 89.460.19 71.050.70 68.930.66 55.240.47 65.720.29

BMLS MS 91.630.60 84.929 63 90.18¢.56 88.510.19 71.610.21 65.671.20 54.171 .49 64.47¢.24
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Table 12: Experimental results of extension to the fixed ETF Classifier on Many/Medium/Few classes
in the CIFAR10-LT dataset. The results are the mean of five repeated experiments with random seeds.

Method CIf. L CIFARIO-LT
many med few all
random ETF DR 84.13@64 73.890.92 55.941424 71.58()‘39
= CBS ETF DR | 81.053.12 69.262.29 57.774.75 | 69.350.38
2 CAS ETF DR | 87.676.09 72.170.94 46.676.61 | 69.170.67
E| BMLS ETF DR | 84.520.47 74.150.36 75.850.66 | 77.770.13
BMLS MS-WETF CE 85.410.71 74.960.45 73.740.72 77.730.32
random ETF DR 83.750‘92 75.420‘30 71.750‘95 76.820_20
= CBS ETF DR | 88.893.19 74.462.41 63.376.15 | 75.460.37
- CAS ETF DR | 91.030.54 75979.44 61.552.15 | 76.160.56
£ | BMLS ETF DR | 88.850.16 77.5lo.s0  75.740.42 | 80.380.23
BMLS MS-WETF CE | 86.710.88 76.280.69 79.271.39 | 80.310.43
random ETF DR 85.4—50,50 78.600_28 80.590‘42 81.250,18
2 CBS ETF DR | 9141107 7915105 73.571.93 | 81.150.37
© CAS ETF DR | 91.021.6s 79.261.09  72.682.07 | 80.81¢.22
E| BMLS  ETF DR | 8817021 8020019 858700 | 84300.07
BMLS MS-WETF CE | 87.0lp.s0 80.360.67 86.590.29 | 84.22¢.43
random ETF DR 89.67()‘52 83.81 0.28 90.54()‘39 87.59& 18
o CBS ETF DR | 92.799.23 85.140.38 88.280.41 | 88.380.25
= CAS ETF DR | 92.879.28 85.330.60 88.72p.22 | 88.61¢.21
5 BMLS ETF DR | 88.760.03 85.081.00 90.83¢p.79 | 87.91¢.24
BMLS MS-WETF CE | 91.27932 85.890.20 88.400.42 | 88.260.04

Table 13: Experimental results of extension to the fixed ETF Classifier on Many/Medium/Few classes
in the CIFAR100-LT dataset. The results are the mean of five repeated experiments with random
seeds.

Method CIf. C CIFAR100-LT
many med few all
random ETF DR | 68.230.59 42.050.52 6.630.29 41.200 15
S CBS ETF DR | 6390117 3898081 7.360.77 | 38.780.25
S CAS ETF DR | 64.100.66 38.860.68  7.680.31 38.91¢.43
E | BMLS ETF DR | 6381045 39.09 60 994054 | 39.540 .45
BMLS MS-WETF CE | 65.58070 4526051 11.32052 | 42.730.41
random ETF DR | 69.850.40 47.220.35 11.720.81 | 45.070.25
8 CBS ETF DR | 6543088 44.780.94 12.880.91 | 42.96¢.25
; CAS ETF DR | 66.040.40 44.730.32 1293035 | 43.180.18
£ | BMLS ETF DR | 655915 4449045 1521040 | 43.600 22
BMLS MS-WETF CE | 6344032 Sl.1S0s7  21.920.72 | 47.100.47
random ETF DR | 70.560.30 53.520.65 22.690.70 | 50.71¢.24
g | CBS ETF DR | 6773054 51.150.13 22.590.50 | 48.840.16
o CAS ETF DR | 67.87055 51.580.62 22.630.7s | 49.050.36
E | BMLS ETF DR | 6621055 51.02040 27.060.50 | 49.540.30
BMLS MS-WETF CE | 67.020.90 54.66060 31.660.41 | 52.440.40
random ETF DR | 7276020 64.48050 49.39036 | 63.080.21
= | cBs ETF DR | 70.89 45 6373042 48.900 .40 | 62.010 10
= | cas ETF DR | 7113045 63.89% 51 50.12045 | 62.500 27
E | BMLS ETF DR | 6895100 64.83071 50.181.26 | 62.060.22
BMLS MS-WETF CE | 6881040 64.950.46 57.240.2s | 64.100.25
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F ADDITIONAL EXPERIMENTAL RESULTS FOR REBUTTAL

This page provided additional experimental results for rebuttal. These contents will be included in the

main paper or appendix depending on the review.

F.1 COMPARISON EXPERIMENTS FOR REMIX

Table 14: Comparison experiments of Remix on CIFAR10/100-LT datasets with various imbalance
factors. The results are the mean of five repeated experiments with random seeds. Best in bold (CBS:
Class-Balanced Sampler, CAS: Class-Aware Sampler, BMLS: Balanced Mixed Label Sampler, {: the
reported values are taken from Chou et al. (2020), which used different experimental settings. *: the

reproduced result of Remix on our experimental settings.)

CIFAR10-LT CIFAR100-LT
Method imbalance factor imbalance factor
200 100 50 10 200 100 50 10

Remix' N/A 75.36 N/A 88.15 N/A 41.94 N/A 59.36
Remixl;S N/A 76.23 N/A 87.70 N/A 41.13 N/A 58.62
Remix* 69.58 | 75.15 | 80.41 | 88.61 | 41.03 | 44.95 | 50.19 | 63.45
+CBS 71.39 | 76.72 | 82.03 | 89.39 | 39.95 | 43.72 | 49.46 | 63.49
+CAS 71.36 | 77.28 | 82.00 | 89.37 | 40.21 | 44.91 | 49.83 | 63.26
+BMLS 73.95 | 80.10 | 83.92 | 88.62 | 39.95 | 46.34 | 51.53 | 64.42
+BMLSys | 73.18 | 78.00 | 83.70 | 88.20 | 40.25 | 46.82 | 49.78 | 63.54

Table 15: Experimental results of Remix on Many/Medium/Few classes in the CIFAR10/100-LT
datasets. The results are the mean of five repeated experiments with random seeds. (7: the reported
values are taken from Chou et al. (2020), which used different experimental settings. *: the reproduced

result of Remix on our experimental settings.)

CIFAR10-LT CIFAR100-LT

Method
many med few all many med few all
Remix' N/A N/A N/A N/A N/A N/A N/A N/A
o | Remixf N/A N/A N/A N/A N/A N/A N/A N/A
8 Remix* 92-313,87 71.401(23 44.437‘91 69.580(99 70.430,23 39,831(02 5.990‘42 41.03()‘31
'g +CBS 90.151 .32 72.191 .88 51.565.63 71.390.87 63.481.25  41.62¢.83 8.701.00 39.950.17
- +CAS 88.354.44 71.631 52 54.028.11 71.360.91 64.440.36  41.060.71 9.11¢.24 40.21¢.35
+BMLS 80437 52  73.661 38  67.867 14 | 73.950.48 61.383.17 42970 88 9.704.35 39.950.55
+BMLSwms 89.470.44 72.170.54 58.231 19 73.180.22 64.880 .30 40.37¢.77 9.550.46 40.25¢ .32
Remix ' N/A N/A N/A 75.36 N/A N/A N/A 41.94
- Remix;s N/A N/A N/A 76.23 N/A N/A N/A 41.13
S | Remix* 93.700.60  76.230.67 5517141 | 75.150.23 | 7TL160.41 4558085 11.670.80 | 44.950.37
'g +CBS 91.310.63 76.541 .27 62.371.84 76.72¢.62 64.429.30  46.74¢.62 14.38¢.32 43.72¢.29
+CAS 90.76¢0.81 76.72¢.85 64.551.22 77.280.43 66.219.43  47.480.34 15.360.80 44.910.20
+BMLS 89.235 64 77.781 .46 74.05 18 80.10¢.36 64.880.47  48.860.46 20.28¢ .46 46.34¢.29
+BMLSms 91.25¢.64 74.780.75 69.051 .84 78.000.36 67.21¢.47 48.92¢ 20 18.970.77 46.82¢.30
Remix " N/A N/A N/A N/A N/A N/A N/A N/A
RemixrgS N/A N/A N/A N/A N/A N/A N/A N/A
‘% Remix* 94.25()‘49 79.20()‘31 684161_33 80.41()‘25 72.03()‘51 51.73()45 214220_84 50.19()‘24
E | +cBS 9147971 79.680.52 7573157 | 82.030.314 | 67.050.30 5247050 23980.31 | 49.460 26
+CAS 92.08¢.32 79.890.64 74721 .14 82.000.48 67.880.63 52.42¢.24 24.28¢.33 49.83¢.20
+BMLS 90,630.44 81.300433 80.70115 83.920,38 64,890.40 53.630,57 32.41(153 51.530,40
+BMLSwms 89.710.49 80.090.57  82.49¢ .87 83.700.16 67.161 .36 51.460.82 26.171.78 49.78¢.43
Remix' N/A N/A N/A 88.15 N/A N/A N/A 59.36
Rcmix;gS N/A N/A N/A 87.70 N/A N/A N/A 58.62
2 Remix* 94.850,65 85.440,43 86‘590,42 88.610,18 75~03O.58 63.770,40 48.700,85 63.450,40
% +CBS 93.750.19  85.790.55  89.830.43 89.390.17 | 70.470.50  65900.38 5191g.57 | 63.499.16
+CAS 93.640A72 86.18()‘61 89436()‘84 89.37024 70.72043 65.45()‘41 51437063 63.26()‘10
+BMLS 89.750.43  85.660.17 914500 | 88.620.11 | 69.281.67 68.321.15 53.681.36 | 64.420 30
+BMLSwms 92.260.17 84.590.34 88.950.21 88.200.15 70.590.42 65.11¢.32 52.880.61 63.540.26
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F.2 ABLATION STUDY INCLUDING K2 CLASSIFIER

Table 16: Ablation study on CIFAR10/100-LT datasets with various imbalance factors including K2
classifier (notated as K2 on the table). The results are the mean of five repeated experiments with
random seeds. Best in bold (CBS: Class-Balanced Sampler, CAS: Class-Aware Sampler, BMLS:
Balanced Mixed Label Sampler)

CIFAR10-LT CIFAR100-LT
Sampler CIf. imbalance factor imbalance factor
200 [ 100 | 50 [ 10 | 200 [ 100 | 50 [ 10
Sampler
random  FC | 66.77 | 72.94 | 78.64 | 88.05 | 39.06 | 42.88 | 48.31 | 63.03
BMLS FC | 73.13 | 78.85 | 83.07 | 89.46 | 40.03 | 45.20 | 51.99 | 65.72
Classifier
random MS | 53.11 | 64.08 | 68.56 | 80.56 | 33.42 | 36.87 | 41.66 | 56.71
BMLS K? | 34.86 | 39.01 | 42.20 | 51.60 | 7.90 8.72 9.22 | 1641
BMLS MS | 74.70 | 79.67 | 83.46 | 88.51 | 41.71 | 47.62 | 52.74 | 64.47
Table 17: Experimental results of the ablation study including K2 classifier (notated as K2 on the

table) on Many/Medium/Few classes in the CIFAR10/100-LT datasets. The results are the mean of
five repeated experiments with random seeds.

Method CIE. CIFARI0-LT CIFAR100-LT
many med few | all many med few all
Sampler
random FC 91.173,55 69.992(25 38.09(3‘32 66.770(76 71.160,52 35.220,20 3.850‘47 39.060,23
8 BMLS FC 90.49¢ .26 74121 21 54433 o5 73.130.67 65.290.45 41.33¢.76 7.090.37 40.03¢ .38
S Classifier
g random MS 88,590,19 53.771407 16.741@4 53.1 10,58 64.590.75 28.430449 0.750415 33.420437
BMLS K? 67.9411 .93 29.796.92 8.555.98 34.860.92 14.69¢.75 6.910.63 0.670.17 7.900.13
BMLS MS 88.94¢ 32 72.97¢.83 62.771 .30 74.700.45 63.240.57  44.860 42 11.19¢.76 41.71¢.36
Sampler
random FC 93.392,42 74.052,03 50.995_40 72940.68 72.090,21 41.100,40 8.770_42 42.880,15
=4 BMLS FC 88.531.01 77.84¢ 25 70.531 27 78.850.34 68.380.27 46.89( 33 14.37; ss 45.20¢ 33
s Classifier
£ random MS 89.470 46 62245 91 41.153 .22 64.081 .59 67.290 .31 33.840.61 2.780.32 36.870.24
BMLS K? 58.353.36  34315.73  25.935.20 39.019.90 14.15¢0.60 9.360.75 1.210.12 8.720.43
BMLS  MS 89.140.63 76.340.62 74.630.60 | 79.670.01 | 6631026 4980057 21.800.40 | 47.620.25
Sampler
random FC 95.25023 78.520(54 62.191(04 78.640(57 73-’720,18 48.62()‘23 16400(93 48.31()‘28
=) BMLS FC 91.860.40 81.32¢.36 76.631 .05 83.07¢.43 69.770.55 54.55¢.28 26.830.67 51.99¢.26
-g Classifier
- random MS 90.040‘53 64.801(76 52-111406 68.560(50 68.280‘69 42.170(89 8.000(52 41.660(42
BMLS K? 59.757.70 37.920.59 30.377.19 42.200.89 13.251.08 10.400.49 2.810.96 9.22¢.39
BMLS MS 89.45¢0.15 79.29¢ .54 83.03¢.50 83.46¢ .36 67.060.51 55.300.84 31.881 .39 52.74¢ 55
Sampler
random FC 94.790.55 85.380427 84‘861423 88.050427 76.060.32 64.100453 45‘560457 63.030417
=) BMLS FC 91.170.40  87.040.26 9098059 | 89.460.19 | 71.050.70 6893066 5524047 | 65.72¢.29
-é Classifier
- random MS 91 .540,43 76.31 1.02 75.251444 80.560,76 71.910,35 57.380,90 37.030472 56.710,48
BMLS K? 57.781.43 46.292 03 52.521 .76 51.600.99 17.091.33 17.710.71 13.97¢.83 16.410.51
BMLS MS 91.63¢.60 84.92¢ 63 90.18¢ .56 88.51.19 71.610.21 65.671.20 54.171 .49 64.47¢ 24
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F.3 AN EMPIRICAL STUDY ON MIXUP ALPHA

Test Acc.

Table 18: Ablation study on CIFAR10/100-LT datasets (imbalance factor: 100) with various mixup
alpha values. The results are the mean of five repeated experiments with random seeds. Best in bold
(CAS: Class-Aware Sampler, BMLS: Balanced Mixed Label Sampler)

CIFAR10-LT (imb: 100)

CIFAR100-LT (imb: 100)

80 |
781
76 /'/X
744
721 /\

Test Acc.

48

47

46

451

44

43 1

42
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Figure 5: The change of test accuracy of each sampler on CIFAR10/100-LT (imb: 100)

CIFAR10-LT CIFAR100-LT
Method mixup alpha mixup alpha
0.2 0.5 1.0 2.0 4.0 0.2 0.5 1.0 2.0 4.0
random 72.48 7272 7294 7241 7183 | 42777 42.64 42.88 4280 4278
CAS 74.69 7539 7643 7659 76.04 | 42.74 4454 4465 4421 4346
BMLS 79.95 79.74 78.85 7859 7633 | 42.86 45.06 4520 4433 43.96
BMLSys | 80.16 79.52  79.67 79.61 79.53 | 46.24 47.21 47.62 46.73 45.84

Table 19: Experimental results of Remix on Many/Medium/Few classes in the CIFAR10/100-LT
datasets. The results are the mean of five repeated experiments with random seeds. (7: the reported
values are taken from Chou et al. (2020), which used different experimental settings. *: the reproduced

result of Remix on our experimental settings.)

CIFARI10-LT CIFAR100-LT
Method
many med few all many med few all
~ random 92.90154 72.282.47 52-344.80 72.480.14 71.69()‘65 41.390.71 8-510.68 42.770.57
S | CAS 89.054.00 72.293.03 63.537.84 74.690.56 66.310.40 43.650.57 12.39¢.45 42.74¢.22
I BMLS 89.730.57  76.84¢ 54 74.331.83 79.950.49 65.511.01 43.530.93 13.929.71 42.860.78
¢ BMLSys | 87.150.79  75390.72  79.531.80 | 80.160.52 | 64.730.50 4893062  20.060.24 | 46.240 24
I random 91-533438 73.063.07 53-476,92 72.720.52 72.420(10 40.620.90 8.120.78 42.640.54
S | CAS 91.743 24 7491260 59.664.84 75.390.34 68.630.25 45.830.33 13.08¢.71 44.54¢.33
I BMLS 90.960.58 78.39¢.40 70.342.05 79.74¢ .70 67.860.68 46.460.31 15.061.23 45.060.36
¢ BMLSyis 88.881.02 75.650.56 75311 .21 79.52¢.29 64.131 12 50.41¢ 52 22.34¢ .45 47.21¢.33
o random 93.392_42 74.052.03 50.995‘40 72-940.68 72.09()(21 41.100.40 8.770.42 42.880.15
— | CAS 90.542 86 75.541 .95 63.516.26 76.430.60 68.28¢.35 46.470.34 13.12¢.25 44.650.26
I BMLS 88.531.01 77.84¢ .25 70.531.27 78.850.34 68.380.27  46.89¢.33 14.37¢.88 45.200.33
¢ BMLSwms 89.140 .63 76.340 .62 74.630 .69 79.67¢.21 66.310.26 49.800 .57 21.80¢.40 47.62¢ .25
o random 93.970_29 73.290_41 49.651‘54 72.410_27 71.920(39 41-450,71 8.300,23 42.800_32
o | CAS 88.303.08 75.952.20 65.745 .88 76.590.53 66.380.68 47.04¢.27 13.27¢.46 44.21¢.21
I BMLS 88.170.57  77.241 02 70.801.53 78.590.24 66.731.07  47.300.71 12.92¢.89 44.330.51
¢ BMLSwms 84.220.41 74.660.72 81.59¢ .31 79.61¢ .35 65.151.60 49.531 26 20.47¢.41 46.73¢ .24
o random 93.180_30 71.640_97 50.750_43 71.830_40 71.840_31 41.720_37 7-990.76 42.780_19
< | cas 87.375.10  75202.05  65.84g.00 | 76.040.72 | 64.180.50 4725025 13.151.00 | 43.460.17
I BMLS 86.592.05 77.49¢.78 64.522 86 76.330.30 64.02¢.24 47.23¢.53 15.09¢.48 43.960.32
° BMLSwms 86.570.79 73.880.86 80.03¢.59 79.530.17 61.201 .02 50.701 .28 20.89¢ .55 45.84¢ .17
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