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Abstract

Large Language Models (LLMs), such as Chat-001
GPT, have recently been applied to various002
NLP tasks due to its open-domain generation003
capabilities. However, during the dialogue pro-004
cess, users may have implicit intentions that005
might be overlooked by LLMs. Besides, it is006
unlikely for LLMs to encompass all fields com-007
prehensively and LLMs cannot update the lat-008
est knowledge in real-time. To tackle these009
two issues, we propose a framework using010
LLM to Enhance dialogue response generation011
by asking questions to Detect user’s Implicit012
inTentions (EDIT). Firstly, we construct a013
Context-Open-Question (COQ) dataset to train014
a question generator (QG) and generate open015
questions related to the dialogue context as the016
potential user’s intention; Then, EDIT answers017
those questions by interacting with LLMs and018
retrieving domain-specific knowledge bases re-019
spectively; Finally, EDIT generates response020
by integrating those answers. To evaluate gen-021
erated responses, we have specifically designed022
two metrics, Information Content (IC) and Con-023
text Coherence (CC), respectively. The re-024
sults demonstrated significant improvements af-025
ter combining current mainstream LLMs with026
EDIT on two task-oriented dialogue dataset027
(Wizard of Wikipedia and Holl-E).028

1 Introduction029

Large language models (LLMs) like ChatGPT1030

and LLaMA (Touvron et al., 2023a) have recently031

demonstrated remarkable performance on various032

natural language processing tasks (Bang et al.,033

2023), such as commonsense reasoning (Bian et al.,034

2023), sentiment analysis (Wang et al., 2023b), rec-035

ommendation system (Wang et al., 2023a), etc. The036

powerful generative capabilities of LLMs increas-037

ingly attract widespread attention, especially for038

generation tasks.039

1https://chat.openai.com

However, in dialogue generation tasks, LLMs 040

sometimes overly focus on the semantic coherence 041

of the context. As a result, there are a few instances 042

where LLMs would generate plain responses that 043

lack sufficient information and may not fully sat- 044

isfy the user’s needs. As depicted in Figure 1, in 045

response to user’s utterence “Forgetting and mem- 046

ory loss is one of life most painful things”, the LLM 047

only expresses “It can be really frustrating when 048

we forget something important or experience mem- 049

ory loss” to cater to the user, which fails to provide 050

additional information that users might be inter- 051

ested in, such as the causes and possible treatments 052

for “Memory Loss”. Additionally, previous evalua- 053

tion metrics, such as BLUE and ROUGE-L, face 054

challenges in discerning whether the generated re- 055

sponses contain sufficient information or exhibit 056

semantic coherence, as they mainly consider word- 057

level overlapping between the generated response 058

and the golden answer. 059

There are two main reasons for the phenomenon 060

that LLMs generate plain response. 061

Firstly, during conversations, LLMs may over- 062

look users’ implicit intentions. LLMs contain a 063

considerable amount of knowledge and instruction- 064

tuning methods enable LLMs to follow human 065

instructions to solve problems by utilizing their 066

knowledge. But those human instructions typically 067

express intention directly in the text, in contrast, 068

users usually have many implicit intentions in the 069

conversation, which are not explicitly present in the 070

context. As a result, during generating response, 071

LLMs tend to prioritize dialogue coherence rather 072

than utilizing relevant knowledge, because they 073

haven’t encountered such implicit intentions. 074

Secondly, LLMs are not all-encompassing and 075

may not cover every field comprehensively. In a 076

few specific domains, LLMs’ knowledge may also 077

be incomplete and they cannot update the latest 078

knowledge in real-time. These limitations may hin- 079

der the ability of LLMs to generate responses for 080
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Figure 1: The framework of EDIT. The upper left part is an example of multi turn human-robot dialogue task. The
upper right part represents the method of directly applying LLMs to generate response. And the lower part is the
illusion of our EDIT framework.

the sake of aligning with the implicit intentions that081

users truly want to be understood. As demonstrated082

in Figure 1, “What are latest treatment method for083

Memory Loss?” would be the users’ implicit in-084

tention, while LLM is unable to answer such ques-085

tions and, more fundamentally, cannot integrate the086

relevant knowledge in the process of generating087

responses.088

To address these issues, in this work we propose089

a framework to Enhance dialogue response gen-090

eration for LLMs by asking questions to Detect091

user’s Implicit inTentions (EDIT). This framework092

consists of three main modules: Question Genera-093

tion, Question Answering, and Response Genera-094

tion. Firstly, we create a Context-Open-Question095

(COQ) dataset to train a question generator and096

generate questions to capture users’ implicit inten-097

tion; Secondly, we utilize a LLM and a domain-098

specific knowledge base to answer the generated099

questions and integrate their answers as a kind of100

extra knowledge; Finally, we input the extra knowl-101

edge as prompts, together with the dialogue con-102

text, to generate new responses. Furthermore, in103

terms of comprehensively evaluating the generated104

response, we design two metrics Information Con-105

tent (IC) and Context Coherence (CC).106

We utilize representative LLMs as the back-107

bones of EDIT, and evaluate their performance108

on two task-oriented dialogue datasets, Wizard of109

Wikipedia and Holl-E. EDIT achieves significant110

improvements in both human evaluation and two111

automatic metrics, which demonstrates the flexi- 112

bility and effectiveness of EDIT, in helping LLMs 113

generate responses with more information catering 114

to user’s intention. Furthermore, the ablation exper- 115

iments verify that integrating answers of integration 116

of LLM answers and domain-specific knowledge 117

base can indeed enhance overall performance. Be- 118

sides, we also compare our question generator with 119

LLMs, demonstrating our model could generate 120

more appropriate questions regarded as users’ in- 121

tentions. 122

2 Approach 123

In this work, we focus on the usage of LLMs in 124

multi-turn human-robot dialogue. Specifically, we 125

denote the dialogue history of a conversation at 126

time step t as C = {u1, r1, ..., ut}, where u and 127

r represent the utterances from the user and the 128

chatbot respectively. The K denotes extra context- 129

related knowledge. The purpose of our task is to 130

generate the chatbot’s responses rt+1 by using ex- 131

tra knowledge K and dialogue history context C. 132

As illustrated in upper right part of Figure 1, pre- 133

vious work directly applies LLMs to dialogue tasks 134

by inputting the dialogue context. In the lower 135

part of Figure 1, our EDIT framework consists of 136

three modules: Question Generation Module, Ques- 137

tion Answering Module, and Response Generation 138

Module. Firstly, the Question Generation Module 139

generates a series of open questions based on the 140

dialogue context regarded these questions as the 141
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user’s implicit intentions. Secondly, the Question142

Answering Module obtains the answers to the ques-143

tions. Finally, the Response Generation Module144

inputs the extra knowledge and historical dialogue145

context to LLMs to generate a new response.146

2.1 Question Generation147

We create a Context-Open-Question (COQ) dataset148

and train a question generator (QG) based on it with149

the aim that generating context-related questions.150

Then, we regard these questions as user’s implicit151

intentions.152

2.1.1 Context-Open-Question Dataset153

Construction154

As shown in Figure 2, to enable the question gen-155

erator of EDIT framework to ask open questions156

for dialogue context in various scenarios in life, we157

develop the Contex-Open-Question dataset. We158

train a question generator (QG) using the COQ159

datasets. When constructing the dataset, we em-160

ploy a method combining ChatGPT and manual161

annotation. This approach allows us to create high-162

quality data consuming less labor cost to meet the163

requirements of our EDIT framework.164

Context-Open-Question

Context Fusion

ChatGPT Generate
Question

𝐎𝐎𝟏𝟏

𝐎𝐎𝟐𝟐

𝐇𝐇𝟐𝟐 𝐇𝐇𝟑𝟑𝐇𝐇𝟏𝟏

?

Abductive Reasoning

⋯𝑬𝑬𝟏𝟏 𝑬𝑬𝟓𝟓

Time Travel

newsmaker

goodreads

Human Filter

Context-Open-Question

Figure 2: The process of COQ dataset curated.

Context Datasets Selection. We carefully select165

four datasets that represent different daily life sce-166

narios, such as book revews, news, abductive rea-167

soning, and story. These datasets are merged to168

create Context part of COQ dataset. Goodreads169

Reviews2 (GR) is a comprehensive book review170

dataset to address real-life large-scale application171

scenarios. News Category (Misra, 2022) (NC) ex-172

tracted news headlines from HuffPost in 2012-2022173

to address the issue of the overwhelming amount of174

2https://mengtingwan.github.io/data/
goodreads.html

fake news in today’s world. Abductive Common- 175

sense Reasoning (Bhagavatula et al., 2020) (ACR) 176

is inference to the most plausible intermediate pro- 177

cess events based on two causally related events. 178

Time Travel (Qin et al., 2019) (TT) offers a narra- 179

tive experience encompassed within five sentences, 180

seamlessly unfolding in continuous time. 181

Open Question Annotation. To enable the ques- 182

tion generator (QG) to generate context-related 183

questions about diverse extra knowledge, we ini- 184

tially have ChatGPT generate questions based on 185

context through the designed prompt "Give you a 186

context: {Context}. Help me ask questions, which 187

is unrelated to the person in the context ... ". Af- 188

terward, we manually filter the generated Context- 189

Open-Question pairs to ensure that the questions 190

are relevant to the context. Additionally, we also en- 191

sure that the questions can be answered by LLMs. 192

Train Test Valid

COQ

ACR 1564 108 115
TT 1334 78 83
NC 2291 197 195
GR 689 34 42

Table 1: The COQ dataset statistics.

After manual filtering, we construct a total of 193

5878 Context-Open-Quesion (COQ) training data. 194

2.1.2 Question Generator 195

To enable the EDIT framework to generate various 196

context-related open questions, we train a ques- 197

tion generator (QG) based on the Context-Open- 198

Question data. 199

The input context is denoted as C. For each con-
text C, there are multiple corresponding questions
q1, ..., qn. We concatenate all the questions to form
a sequence denoted as:

Q = [q1, ..., qn],

To generate the questions, we employ a gen-
erative model that generates a sequence Q =
[y1, ..., yT ] of length T given the input context C.
The probability of decoding each token yt is condi-
tioned on the previously generated tokens y<t and
the input context C:

P (yt|y<t, C) = GeneraiveModel(y<t, C),

we use the standard negative log-likelihood (NLL)
loss on the target question sequence Q to train the
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model. The loss is computed as:

Loss = −
T∑
t=1

logP (yt|y<t, C).

2.2 Question Answering200

As shown in right part of Figure 1, Question An-201

swering part of EDIT consists of three components:202

Generating Answer with LLMs, Retrieving An-203

swers in Knowledge Base, and Answer Integration.204

2.2.1 Generating Answer with LLMs205

Although LLMs possess numerous commonsense
knowledge, they may ignore the users’ implicit in-
tention and do not use relevant knowledge. There-
fore, we use LLM to answer generated questions
using the designed prompt "Give you a question:
question, Please answer it as briefly as possible.":

ALLM = LLM(q),

where q is the questions generated by QG.206

2.2.2 Retrieving Answer in Knowledge Base207

LLMs unlikely fully understand the knowledge in208

all fields and cannot update it in real-time. As209

a result, there are certain questions that they are210

unable to answer. To overcome this limitation, for211

each downstream task, we retrieve answers in the212

corresponding Domain-Specific Knowledge Base.213

For each question q generated by the QG, we214

send it to SentenceBERT (Reimers and Gurevych,215

2019), and pass the final layer’s output through216

mean pooling to obtain question’s representation eq.217

We also use SentenceBERT to obtain representation218

es of each knowledge s in the KB.219

We calculate the semantic similarity (cosine sim-
ilarity) between question q and knowledge s:

sim = CosSim(eq, es),

We select the knowledge s1, s2, ...sL with the top L220

semantic similarity as the knowledge related to the221

question q. In our experiments, we set L = 10. In222

addition, this knowledge is discrete. Thereby, we223

use LLM to organize that knowledge as the answer:224

AKB = LLM(s1, s2, ...sL).

2.2.3 Answer Integration225

LLMs would refuse to answer some questions and
the answers obtained through retrieving in knowl-
edge base are often one-sided. Thereby, we use

the designed prompt “Give you a question: q, and
two answers to it, AnswerA: answerLLM, An-
swerB:answerKB, please tell me which is better?”
to make LLMs integrate those two kinds of an-
swers:

A = LLM(q, ALLM , AKB).

We concatenate all questions’ answers as the
extra knowledge:

K = [A1, ..., An],

where Ai is the answer of question qi, n is the 226

number of questions, and [·] represents the text 227

concatenation. 228

2.3 Response Generation 229

While LLMs excel at generating conversational re-
sponses, in some instances, they may ignore the
users’ implicit intention. To address this limitation,
we utilize context-related knowledge generated by
Question Answering Module as supplementary in-
put for LLMs. By incorporating historical dialogue
context C and extra context-related knowledge K,
we use the prompt “Give you a context: {context}
and some knowledge {knowledge}. Please use
those knowledge to just generate next response of
{next person}.” to make LLMs generate responses:

R = LLM(C,K),

The R is the response generated by our EDIT. 230

3 Experiment 231

In this work, we conduct experiments on two cho- 232

sen dowmstream tasks, Wizard of Wikipedia and 233

Holl-E, which could reflect real-life scenarios and 234

require domain-specific knowledge. 235

3.1 Downstream Tasks 236

Wizard of Wikipedia (Dinan et al., 2019) pro- 237

vides a large-scale dialogue dataset, where each 238

sample provides required commonsense knowledge 239

for each response in the dialogue. 240

Holl-E (Moghe et al., 2018) provides a dataset 241

of conversations about specific movie topics. Each 242

conversation in it includes a document that contains 243

information about the corresponding movie. 244

For each sample in our chosen downstream task- 245

oriented tasks, it provides the associated knowledge 246

document. We split all those knowledge documents 247

into sentences and build a Domain Specific Knowl- 248

edge Base for each downstream task. 249
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3.2 Evaluation Metrics250

Previous automatic evaluation metrics, such as251

BLUE and Rouge-L, mainly focus on whether the252

generated text is consistent with the golden re-253

sponse. In actual usage, there is no standard answer254

for the response generation task, and users would255

prefer the model to provide more content that they256

may be interested in. To address this issue, we257

have designed two evaluation metrics, Information258

Content(IC) and Context Coherence(CC). Besides,259

we also conduct human evaluation to more compre-260

hensively evaluate the model’s performance.261

Information Content (IC). We use the informa-262

tion entropy to measure the information content263

of the generated response R. We calculate the fre-264

quency of each word w appearing in this response265

as fw. Then we calculate the information entropy266

as Information Content metric:267

IC(R) = −
∑
w∈R

−fw ∗ log(fw),

Context Coherence (CC). In addition to consid-268

ering the amount of information contained in the269

generated response, we also use BERT to calculate270

the similarity between the generated response and271

the context to evaluate their relevance. However,272

we find that sometimes the model generates very273

short responses with limited relevance to the con-274

text, resulting in high semantic similarity scores.275

We assume that in a context, there usually needs to276

be a certain amount of information content for dia-277

logue response. Therefore, regarding the amount278

of information in the context as the standard, we279

combine SentenceBERT (Reimers and Gurevych,280

2019) and Information Content (IC) to measure the281

degree of Context Coherence between the response282

and the context:283

CC(R,C) = sim(R,C)× scale,

where T represents the golden response, R rep-284

resents the generated response, sim(R,C) repre-285

sents the semantic similarity calculated by Sen-286

tenceBERT, and scale = IC(R)/IC(C) represents287

the scaling factor. We reduce the scores of overly288

short responses by comparing the information con-289

tent between generated response and context.290

Human Evaluation. There is still a certain gap291

between these automated assessments and the real292

feedback from users. Therefore, we conduct a hu-293

man evaluation to assess the generated results of294

EDIT and other LLMs. The human-evaluated Rea- 295

sonable metric is mainly to evaluate whether the 296

generated response is consistent with the context 297

semantics and to use additional useful knowledge. 298

3.3 Compared Methods 299

We compare mainstream LLMs and our EDIT 300

framework based on different LLMs as backbones. 301

Applying LLMs Directly. We also use some 302

OpenAI-series LLMs in our compared system, in- 303

cluding OpenAI’s Text-Davinci-001, Text-Davinci- 304

002, Text-Davinci-003 and Gpt-3.5-Turbo (Chat- 305

GPT). To systematically evaluate the model’s per- 306

formance, we conduct experiments on several main- 307

stream open-source LLMs including LLaMA (Tou- 308

vron et al., 2023b), LLaMa2 3, ChatGLM (Du et al., 309

2022), and FLAN-T5-XL (Chung et al., 2022). 310

Our EDIT Framework. We use the various 311

LLMs mentioned above as the backbone of the 312

EDIT framework. As for the OpenAI-series 313

LLMs, we just select the Gpt-3.5-Turbo (ChatGPT) 314

as backbone due to its significant performance. 315

Specifically, when using different LLMs in EDIT, 316

the Question Answering Module in EDIT remains 317

using ChatGPT for the sake of obtaining effective 318

knowledge related to the context. In addition, we re- 319

gard the EDIT(Gpt-3.5-Turbo) as our main model. 320

3.4 Main Results 321

Overall Analysis. On the two downstream tasks 322

of Holl-E and Wizard of Wikipedia, we use the 323

current mainstream LLMs and EDIT to generate 324

responses. 325

Table 2 illustrates the performance of the models 326

on downstream tasks. Combining EDIT with most 327

LLMs can bring improvements to almost all main- 328

stream LLMs. On the Holl-E dataset, some mod- 329

els show less significant improvements and even a 330

decrease in Context Coherence. This is mainly be- 331

cause the topics of the Holl-E dataset are relatively 332

simple and adding too much additional information 333

may make the responses not semantically aligned 334

with the context. Besides, LLaMa and LLaMa2 335

do not have excellent instruction-following abili- 336

ties, which results in them having relatively worse 337

performance on response generation tasks. 338

The results of human evaluation also effectively 339

demonstrate that the responses generated by our 340

3https://ai.meta.com/resources/
models-and-libraries/llama/
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Wizard of Wikipedia Holl-E
Types LLMs HUMAN IC CC HUMAN IC CC

Open-Source LLMs

LLaMa 6.67 0.61 1.30 1.67 0.96 2.25
EDIT(LLaMa) 8.33 0.65 1.45 1.00 0.54 3.22
LLaMa2 1.67 1.24 5.07 1.67 1.77 14.13
EDIT(LLaMa2) 3.33 0.84 5.56 6.67 1.20 11.96
ChatGLM 50.00 3.46 50.38 53.33 3.43 60.91
EDIT(ChatGLM) 70.00 3.85 57.36 61.67 3.93 60.19
FLAN-T5-XL 12.00 1.96 15.15 23.33 2.09 19.17
EDIT(FLAN-T5-XL) 24.00 1.98 16.59 38.33 2.34 17.56

OpenAI-Series LLMs

Text-Davinci-001 33.00 1.74 21.06 67.00 1.85 30.37
Text-Davinci-002 43.00 2.20 25.20 56.50 2.18 32.01
Text-Davinci-003 45.00 2.31 23.36 55.50 2.21 32.85
Gpt-3.5-Turbo 72.50 3.72 53.62 86.19 3.51 63.02
EDIT(Gpt-3.5-Turbo) 93.50 4.25 62.57 87.62 4.11 64.66

Table 2: The response results on downstream task. We report the Human Evaluation metric (Human), Information
Entropy (Information Content) and the CC (Context Coherence).

EDIT framework can provide more information341

content, meeting the needs of users.342

Improvement of Information in Response. No-343

tably, for the IC metric, all LLMs have shown im-344

provements after incorporating EDIT, indicating345

that the additional knowledge generated by EDIT346

can effectively enhance the information content347

in the responses. However, the FLAN-T5 model,348

which is not specifically designed for dialogue,349

does not show significant improvement in the IC350

metric, suggesting that it cannot directly apply the351

additional knowledge to response generation effec-352

tively without fine-tuning.353

Semantic coherence with Dialogue Context.354

Almost all LLMs show a certain increase in Con-355

text Coherence on both datasets when combined356

with EDIT. This indicates that the extra knowledge357

integrated through EDIT not only enhances the in-358

formation content but also ensures the coherence359

between the generated responses and the context.360

It demonstrates that our EDIT framework not only361

ensures the semantic coherence between the gen-362

erated responses and the context, but also provides363

users with more useful information, rather than364

simply using contextually irrelevant information.365

The Performance of ChatGPT. Furthermore,366

ChatGPT and EDIT(ChatGPT) exhibit the best per-367

formance. On the Wizard of Wikipedia dataset,368

EDIT(ChatGPT) achieves an IC score of 4.25 and369

a CC of 62.57%. On the Holl-E dataset, it achieves370

an IC score of 4.11 and a CC of 64.66%. The371

combination of ChatGPT and the EDIT framework372

shows the most significant performance improve-373

ment on both datasets, with IC scores increasing374

by more than 0.5 and CC increasing by over 8%375

on the Wizard of Wikipedia dataset. The results 376

demonstrate that on LLMs with stronger generation 377

capabilities, the additional knowledge provided by 378

EDIT can better improve model performance. 379

3.5 Ablation Study 380

Dataset LLMs HUMAN IC CC

WoW

ChatGPT 72.50 3.72 53.62
EDIT(ChatGPT) 93.50 4.25 62.57
-w/o KB’s Ans 91.50 4.23 62.48
-w/o CG’s Ans 82.38 4.17 61.21

Holl-E

ChatGPT 86.19 3.51 63.02
EDIT(ChatGPT) 87.62 4.11 64.66
-w/o KB’s Ans 84.00 4.08 64.26
-w/o CG’s Ans 74.29 4.05 62.91

Table 3: The human evaluation result of ablation study
for EDIT(ChatGPT).

To assess the performance of our Question An- 381

swering Module of EDIT(ChatGPT), we deleted 382

the answers to questions provided by ChatGPT (re- 383

ferred to as CG’s Ans) and the answers obtained 384

from a Domain-Specific Knowledge Base(referred 385

to as KB’s Ans) on both datasets. 386

The ablation experiments are shown in Ta- 387

ble 3. On Wizard of Wikipedia dataset and Holl-E 388

dataset, after removing KB’s Ans and CG’s Ans, 389

EDIT(ChatGPT) performance experienced a drop- 390

ping movement which demonstrates the effective- 391

ness of these two kinds of answers. Besides, the 392

experimental results prove that our two Question 393

Answer methods can improve the performance of 394

EDIT. In particular, adding any type of answer 395

alone can significantly improve the performance of 396

the model compared with ChatGPT. 397

3.6 Discussion on Question Generation 398

It is important to identify the users’ implicit inten- 399

tions and use relevant knowledge when generating 400
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dialogue responses. In our approach, we train a401

model to generate context-related open questions402

as uers’ intention. To ensure that the generated403

questions are useful, we evaluated these generated404

questions.405

3.6.1 The Effect of Different Backbones in406

Our Question Generator407

We use some generative models, such as T5 (Raf-408

fel et al., 2020) and BART (Lewis et al., 2019), as409

the base model for training the question generator410

(QG). Then we use BLUE and ROUGE-L to as-411

sess the generated questions. Table 4 presents the412

results, indicating that the QG based on different413

generative models all perform well.414

BLEU-1 BLEU-2 ROUGE-L
BART-Base 42.24 16.98 13.17
BART-Large 37.08 13.05 11.94

T5-Base 60.34 35.31 13.44
T5-Large 60.72 35.51 14.00

Table 4: The result of different backbones in question
generator (QG).

Specifically, the T5 series models exhibit a415

BLEU-1 score of over 60%, which is twice as416

high as the BART series models. Furthermore, the417

ROUGE-L of T5-Large surpasses that of BART-418

Large. Finally, we apply the question generator419

trained by T5-Large to our EDIT framework.420

3.6.2 Comparison with LLMs as Question421

Generator422

Human Evaluation on Question Quality. To423

evaluate the performance of our question genera-424

tor more reasonably, we conduct a human evalua-425

tion and compare our question generator with other426

LLMs such as Davinci, Text-Davinci-003, and427

Gpt-3.5-Turbo. Specifically, we design a prompt428

“Please generate 5 questions for this context, en-429

suring that the questions do not involve subjec-430

tive judgments and focus on well-known objective431

facts.” to make LLMs generate questions based on432

context.433

Model Human Evaluation
Davinci 0.20

Text-Davinci-003 0.35
Gpt-3.5-Turbo 0.52

Ours Question Generator 0.94

Table 5: The Human Evaluation result of the Question
Generation on Context-Open-Question dataset.

We select 20 samples and ask each model to434

generate 100 questions for human evaluation. The 435

results of the evaluation are presented in Table5. It 436

is observed that the question generator achieves an 437

impressive accuracy rate of 94% for the generated 438

questions, while the other LLMs generally scored 439

lower than 52%. 440

These findings demonstrate that our question 441

generator possesses the ability to design effective 442

questions and assist users in obtaining valuable 443

information. 444

Performance on Downstream Tasks. On the 445

downstream tasks, we separately have both the 446

question generator and ChatGPT generate ques- 447

tions based on context, applying these within the 448

EDIT. For a more direct comparison, we don’t in- 449

corporate the answers obtained from a Domain- 450

Specific Knowledge Base. 451

Model IC CC

WoW QG 4.06 54.32
ChatGPT 4.23 62.48

Holl-E QG 3.82 65.40
ChatGPT 4.08 64.26

Table 6: The performance of EDIT(ChtaGPT) using
questions generated by our QG and ChatGPT.

As shown in the table 6, applying questions 452

generated by our question generator makes the re- 453

sponses contain more information and more con- 454

textually semantically consistent. Since the subject 455

matter in the Holl-E dataset is relatively straight- 456

forward and confined to movies, the responses pro- 457

duced by both methods do not exhibit significant 458

differences in terms of semantic coherence. 459

3.7 Discussion on Our Designed Metrics 460

To validate the ability of the IC and CC metrics, 461

we randomly change or delete varying proportions 462

of knowledge generated by the Question Answer 463

Module and test EDIT on Wizard of Wikipedia task. 464

465

During the process of randomly changing knowl- 466

edge, while LLMs receive extra knowledge which 467

augments the information content of generated re- 468

sponses, the semantic coherence between generated 469

response and the context sharply decreases due to 470

the introduction of irrelevant knowledge. In con- 471

trast, in the course of randomly deleting knowledge, 472

LLMs are provided with less supplementary input, 473

thus leading to a decrease in the informational con- 474

tent of the generated response. But, the inherent 475

ability of the LLM makes it generate contextually 476
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Figure 3: Variation of CC and IC with changing and
deleting knowledge under different ratio.

coherent responses. As shown in Figure 3, our de-477

signed metrics, IC and CC, effectively capture the478

variations in the amount of information within the479

responses and the degree of semantic coherence480

between response and context. This demonstrates481

the rationality of our designed metrics.482

4 Related Work483

LLMs Application. As LLMs, such as ChatGPT,484

have demonstrated exceptional performance in var-485

ious natural language processing (NLP) tasks, there486

has been a growing interest in exploring their ap-487

plications. These models have found direct ap-488

plications in several domains, including Health-489

care(Tang et al., 2023; Nov et al., 2023; Yang et al.,490

2023), Education(Malinka et al., 2023; Tan et al.,491

2023; Kamalov and Gurrib, 2023), Finance(Wu492

et al., 2023) and Scientific research(Zhao et al.,493

2023). Besides, there are also some works to494

realize the application of LLM on specific tasks495

through Agent. The study by (Ruan et al., 2023)496

implements the assessment of LLMs’ ability to per-497

form reasoning processes through an Agent. Mean-498

while, (Yao et al., 2023) focuses on optimizing the499

reasoning and planning capabilities of LLMs using500

reinforcement learning techniques. Additionally,501

(Chen et al., 2023) harnesses the story generation502

capabilities of LLMs to the realm of imaginative503

play. Furthermore, various practical applications504

leverage LLMs in real-life scenarios, including a505

series of plug-ins (Zhao et al., 2023) designed for506

Copilot and OpenAI. While these applications can507

successfully address specific tasks through agents,508

they still grapple with the challenge that LLMs may509

ignore users’ implicit intentions and are unlikely to510

cover all fields. In light of these considerations, our511

work introduces the EDIT framework, aimed at ask-512

ing questions to detect users’ potential intentions513

and use related knowledge to generate responses 514

with more information. 515

Question Generation. Before the advent of 516

LLMs, context information was primarily used as 517

a supplementary source for task-related questions. 518

In most cases, answers to task-related questions 519

can either be directly or indirectly inferred through 520

context reasoning. As a result, question generation 521

task usually generate questions based on a given 522

context. Based on the type of input context, ques- 523

tion generation tasks can be classified into several 524

categories. There are document-level context input 525

problems (Pan et al., 2020), paragraph-level con- 526

text input (Zhao et al., 2018), and sentence-level 527

context input (Gao et al., 2019) question generation 528

tasks. Answering questions can be helpful in the 529

question generation process. In the question gen- 530

eration task, the answer to the question is usually 531

a fragment of the contextual text (Rajpurkar et al., 532

2016). Most question generation (QG) tasks are 533

used as a supplement to the question answering 534

(QA) task. The generated questions usually rely on 535

information present in the given context and do not 536

involve mining information from external sources. 537

However, users’ implicit intentions may be some 538

questions beyond context, and it is important to 539

consider mining information beyond the given con- 540

text. In our work, we have developed a Context- 541

Open-Question dataset that focuses on generating 542

questions about out-of-context information. This 543

dataset is used to train the question generator for 544

generating questions as users’ implicit intention. 545

5 Conclusion 546

In this study, we present an EDIT framework for 547

the dialogue generation task to address the issue 548

that LLMs may generate plain responses. Firstly, 549

EDIT uses a question generator to generate a va- 550

riety of questions related to dialogue context as 551

the users’ implicit intentions. Then EDIT inter- 552

acts with LLMs and retrieves in Domain-Specific 553

Knowledge Base to get answers respectively. Fi- 554

nally, EDIT uses the extra knowledge to enhance 555

the response generated by LLMs. To evaluate 556

the effectiveness of our approach, we design In- 557

formation Content (IC) and Context Coherence 558

(CC) to access the generated response. Our ex- 559

periments show that combining EDIT with various 560

mainstream LLMs can enhance their capabilities of 561

generating responses with more useful information. 562

This demonstrates the ability of EDIT. 563
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Limitations564

Due to limitations in computational resources, we565

did not test the performance of our proposed EDIT566

framework on a broader range of larger LLMs.567

Moreover, the metrics we designed do not account568

for cases where the model directly copies context569

content as a new generated response.570

Ethics Statement571

In the stage of human evaluation, we employed572

three graduate students experienced in natural lan-573

guage processing for human evaluation. We paid574

the graduate students about $8 per hour, well above575

the local average wage, and engaged in constructive576

discussions if they had concerns about the process.577

Despite our control over the quality of the578

dataset, there remains a risk that our question gen-579

erator might produce offensive questions, which580

could in turn prompt LLMs to generate potentially581

aggressive responses. Therefore, in future work,582

we need to devise methods to prevent the question583

generator from producing biased questions.584
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A Case Study 769

We observe that using the EDIT framework can 770

help LLMs respond better. As shown in Table 4, 771

depending on the context, the Question Generation 772

Module of the EDIT can provide questions to cater 773

users’ intentions. Compared with ChatGPT, the re- 774

sponses generated by EDIT(ChatGPT) are not lim- 775

ited to the improvement of writing skills. Specifi- 776

cally, EDIT(ChatGPT) could provide more options 777

about the benefits of reading, such as ’gain insight’ 778

(blue), ’enhances critical thinking and analytical 779
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Context
PersonA: I love reading!  It's a means of sharing information and ideas
PersonB: Reading is one of my favorite ways to spend my time. My favorite book series is Harry Potter by J.K. 
Rowling.
PersonA: Many people love that series! Reading requires continuous practice development and refinement
PersonB: So reading can help widen your vocabulary? Are there any other benefits to reading?

Questions Generated by Question Generation Model
Q1: What are some other ways to spend time besides reading?
Q2: How does reading help develop specific skills?
Q3: Are there any specific genres of books that are particularly popular among readers?
Q4: What are some benefits of reading as a means of sharing information and ideas?
Q5: How does reading differ from other forms of entertainment, such as movies or television?

Responese of ChatGPT
PersonA: Absolutely! Reading not only expands your vocabulary, but it also enhances your communication 
skills. It allows you to explore different writing styles and perspectives, which in  turn improves your own 
writing abilities. Additionally, reading can boost your empathy and understanding of others, as you delve 
into different characters' experiences and emotions. It‘s truly a gateway to knowledge, imagination, and 
personal growth.

PersonA: Absolutely! Reading is a wonderful way to expand our knowledge and understanding of the world. 
It allows us to explore different perspectives and gain insights into various subjects. Additionally, reading 
enhances critical thinking and analytical skills, as it requires us to ana lyze and interpret information. It also 
stimulates our creativity and imagination, allowing us to envision and create vivid worlds and characters in 
our minds. Moreover, reading promotes empathy and understanding by exposing us to different cultures, 
experiences, and viewpoints. Lastly, reading helps improve our communication and language skills, as it 
exposes us to a wide range of vocabulary and writing styles. Overall, reading is a valuable means of sharing 
information and ideas that offers numerous benefits to individuals.

Responese of EDIT(ChatGPT)

Figure 4: The examples from ChatGPT and EDIT(ChatGPT) in Wizard of Wikipedia dataset. The different highlight
words represent options related to the benefits of reading.

skills’ (green), ’stimulates creativity and imagi-780

nation’ (yellow) and ’promote empathy’ (grey),781

which may cater to potential users’ implicit inten-782

tions. While the response produced by ChatGPT783

only focuses on communication skills and ignores784

those potential users’ intentions.785
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