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Abstract

Large Language Models (LLMs), such as Chat-
GPT, have recently been applied to various
NLP tasks due to its open-domain generation
capabilities. However, during the dialogue pro-
cess, users may have implicit intentions that
might be overlooked by LLMs. Besides, it is
unlikely for LLMs to encompass all fields com-
prehensively and LLMs cannot update the lat-
est knowledge in real-time. To tackle these
two issues, we propose a framework using
LIM to Enhance dialogue response generation
by asking questions to Detect user’s Implicit
inTentions (EDIT). Firstly, we construct a
Context-Open-Question (COQ) dataset to train
a question generator (QG) and generate open
questions related to the dialogue context as the
potential user’s intention; Then, EDIT answers
those questions by interacting with LLMs and
retrieving domain-specific knowledge bases re-
spectively; Finally, EDIT generates response
by integrating those answers. To evaluate gen-
erated responses, we have specifically designed
two metrics, Information Content (1C) and Con-
text Coherence (CC), respectively. The re-
sults demonstrated significant improvements af-
ter combining current mainstream LLMs with
EDIT on two task-oriented dialogue dataset
(Wizard of Wikipedia and Holl-E).

1 Introduction

Large language models (LLMs) like ChatGPT!
and LLaMA (Touvron et al., 2023a) have recently
demonstrated remarkable performance on various
natural language processing tasks (Bang et al.,
2023), such as commonsense reasoning (Bian et al.,
2023), sentiment analysis (Wang et al., 2023b), rec-
ommendation system (Wang et al., 2023a), etc. The
powerful generative capabilities of LLMs increas-
ingly attract widespread attention, especially for
generation tasks.
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However, in dialogue generation tasks, LLMs
sometimes overly focus on the semantic coherence
of the context. As a result, there are a few instances
where LLMs would generate plain responses that
lack sufficient information and may not fully sat-
isfy the user’s needs. As depicted in Figure 1, in
response to user’s utterence “Forgetting and mem-
ory loss is one of life most painful things”, the LLM
only expresses “It can be really frustrating when
we forget something important or experience mem-
ory loss” to cater to the user, which fails to provide
additional information that users might be inter-
ested in, such as the causes and possible treatments
for “Memory Loss”. Additionally, previous evalua-
tion metrics, such as BLUE and ROUGE-L, face
challenges in discerning whether the generated re-
sponses contain sufficient information or exhibit
semantic coherence, as they mainly consider word-
level overlapping between the generated response
and the golden answer.

There are two main reasons for the phenomenon
that LLMs generate plain response.

Firstly, during conversations, LLMs may over-
look users’ implicit intentions. LLMs contain a
considerable amount of knowledge and instruction-
tuning methods enable LLMs to follow human
instructions to solve problems by utilizing their
knowledge. But those human instructions typically
express intention directly in the text, in contrast,
users usually have many implicit intentions in the
conversation, which are not explicitly present in the
context. As a result, during generating response,
LLMs tend to prioritize dialogue coherence rather
than utilizing relevant knowledge, because they
haven’t encountered such implicit intentions.

Secondly, LLMs are not all-encompassing and
may not cover every field comprehensively. In a
few specific domains, LLMs’ knowledge may also
be incomplete and they cannot update the latest
knowledge in real-time. These limitations may hin-
der the ability of LLMs to generate responses for
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Figure 1: The framework of EDIT. The upper left part is an example of multi turn human-robot dialogue task. The
upper right part represents the method of directly applying LLMs to generate response. And the lower part is the

illusion of our EDIT framework.

the sake of aligning with the implicit intentions that
users truly want to be understood. As demonstrated
in Figure 1, “What are latest treatment method for
Memory Loss?” would be the users’ implicit in-
tention, while LLM is unable to answer such ques-
tions and, more fundamentally, cannot integrate the
relevant knowledge in the process of generating
responses.

To address these issues, in this work we propose
a framework to Enhance dialogue response gen-
eration for LLMs by asking questions to Detect
user’s Implicit inTentions (EDIT). This framework
consists of three main modules: Question Genera-
tion, Question Answering, and Response Genera-
tion. Firstly, we create a Context-Open-Question
(COQ) dataset to train a question generator and
generate questions to capture users’ implicit inten-
tion; Secondly, we utilize a LLM and a domain-
specific knowledge base to answer the generated
questions and integrate their answers as a kind of
extra knowledge; Finally, we input the extra knowl-
edge as prompts, together with the dialogue con-
text, to generate new responses. Furthermore, in
terms of comprehensively evaluating the generated
response, we design two metrics Information Con-
tent (IC) and Context Coherence (CC).

We utilize representative LL.Ms as the back-
bones of EDIT, and evaluate their performance
on two task-oriented dialogue datasets, Wizard of
Wikipedia and Holl-E. EDIT achieves significant
improvements in both human evaluation and two

automatic metrics, which demonstrates the flexi-
bility and effectiveness of EDIT, in helping LLMs
generate responses with more information catering
to user’s intention. Furthermore, the ablation exper-
iments verify that integrating answers of integration
of LLM answers and domain-specific knowledge
base can indeed enhance overall performance. Be-
sides, we also compare our question generator with
LLMs, demonstrating our model could generate
more appropriate questions regarded as users’ in-
tentions.

2 Approach

In this work, we focus on the usage of LLMs in
multi-turn human-robot dialogue. Specifically, we
denote the dialogue history of a conversation at
time step t as C' = {uy,71,...,us}, where u and
r represent the utterances from the user and the
chatbot respectively. The K denotes extra context-
related knowledge. The purpose of our task is to
generate the chatbot’s responses 7441 by using ex-
tra knowledge K and dialogue history context C.
As illustrated in upper right part of Figure 1, pre-
vious work directly applies LLMs to dialogue tasks
by inputting the dialogue context. In the lower
part of Figure 1, our EDIT framework consists of
three modules: Question Generation Module, Ques-
tion Answering Module, and Response Generation
Module. Firstly, the Question Generation Module
generates a series of open questions based on the
dialogue context regarded these questions as the



user’s implicit intentions. Secondly, the Question
Answering Module obtains the answers to the ques-
tions. Finally, the Response Generation Module
inputs the extra knowledge and historical dialogue
context to LLMs to generate a new response.

2.1 Question Generation

We create a Context-Open-Question (COQ) dataset
and train a question generator (QG) based on it with
the aim that generating context-related questions.
Then, we regard these questions as user’s implicit
intentions.

2.1.1 Context-Open-Question Dataset
Construction

As shown in Figure 2, to enable the question gen-
erator of EDIT framework to ask open questions
for dialogue context in various scenarios in life, we
develop the Contex-Open-Question dataset. We
train a question generator (QG) using the COQ
datasets. When constructing the dataset, we em-
ploy a method combining ChatGPT and manual
annotation. This approach allows us to create high-
quality data consuming less labor cost to meet the
requirements of our EDIT framework.
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Figure 2: The process of COQ dataset curated.

Context Datasets Selection. We carefully select
four datasets that represent different daily life sce-
narios, such as book revews, news, abductive rea-
soning, and story. These datasets are merged to
create Context part of COQ dataset. Goodreads
Reviews” (GR) is a comprehensive book review
dataset to address real-life large-scale application
scenarios. News Category (Misra, 2022) (NC) ex-
tracted news headlines from HuffPost in 2012-2022
to address the issue of the overwhelming amount of

https://mengtingwan.github.io/data/
goodreads.html

fake news in today’s world. Abductive Common-
sense Reasoning (Bhagavatula et al., 2020) (ACR)
is inference to the most plausible intermediate pro-
cess events based on two causally related events.
Time Travel (Qin et al., 2019) (TT) offers a narra-
tive experience encompassed within five sentences,
seamlessly unfolding in continuous time.

Open Question Annotation. To enable the ques-
tion generator (QG) to generate context-related
questions about diverse extra knowledge, we ini-
tially have ChatGPT generate questions based on
context through the designed prompt "Give you a
context: {Context}. Help me ask questions, which
is unrelated to the person in the context ... ". Af-
terward, we manually filter the generated Context-
Open-Question pairs to ensure that the questions
are relevant to the context. Additionally, we also en-
sure that the questions can be answered by LLMs.

Train Test Valid

ACR 1564 108 115
TT 1334 78 83

COQ  nc 2201 197 195
GR 689 34 42

Table 1: The COQ dataset statistics.

After manual filtering, we construct a total of
5878 Context-Open-Quesion (COQ) training data.

2.1.2 Question Generator

To enable the EDIT framework to generate various
context-related open questions, we train a ques-
tion generator (QG) based on the Context-Open-
Question data.

The input context is denoted as C'. For each con-
text C, there are multiple corresponding questions
q, ---, qn. We concatenate all the questions to form
a sequence denoted as:

Q = [q17 "'7Q7L]7

To generate the questions, we employ a gen-
erative model that generates a sequence () =
[y1, ..., yr] of length T given the input context C.
The probability of decoding each token ¥; is condi-
tioned on the previously generated tokens 4., and
the input context C-:

P(ytly<t, C) = GeneraiveModel(y¢, C),

we use the standard negative log-likelihood (NLL)
loss on the target question sequence () to train the
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model. The loss is computed as:

T

Loss = — ZlogP(yt|y<t, ).
t=1

2.2 Question Answering

As shown in right part of Figure 1, Question An-
swering part of EDIT consists of three components:
Generating Answer with LLMs, Retrieving An-
swers in Knowledge Base, and Answer Integration.

2.2.1 Generating Answer with LLMs

Although LLMs possess numerous commonsense
knowledge, they may ignore the users’ implicit in-
tention and do not use relevant knowledge. There-
fore, we use LLM to answer generated questions
using the designed prompt "Give you a question:
question, Please answer it as briefly as possible.":

Ay = LLM(g),

where ¢ is the questions generated by QG.

2.2.2 Retrieving Answer in Knowledge Base

LLMSs unlikely fully understand the knowledge in
all fields and cannot update it in real-time. As
a result, there are certain questions that they are
unable to answer. To overcome this limitation, for
each downstream task, we retrieve answers in the
corresponding Domain-Specific Knowledge Base.

For each question ¢ generated by the QG, we
send it to SentenceBERT (Reimers and Gurevych,
2019), and pass the final layer’s output through
mean pooling to obtain question’s representation e,.
We also use SentenceBERT to obtain representation
es of each knowledge s in the KB.

We calculate the semantic similarity (cosine sim-
ilarity) between question g and knowledge s:

sim = CosSim(egy, €5),

We select the knowledge s1, sa, ...sy, with the top L
semantic similarity as the knowledge related to the
question g. In our experiments, we set L. = 10. In
addition, this knowledge is discrete. Thereby, we
use LLM to organize that knowledge as the answer:

Agp = LLM(s1, s, ...5L).

2.2.3 Answer Integration

LLMs would refuse to answer some questions and
the answers obtained through retrieving in knowl-
edge base are often one-sided. Thereby, we use

the designed prompt “Give you a question: q, and
two answers to it, AnswerA: answerLLM, An-
swerB:answerKB, please tell me which is better?”
to make LLMs integrate those two kinds of an-
SWers:

A =LLM(q, Arrm, Ak B)-

We concatenate all questions’ answers as the
extra knowledge:

K = [Ala "'7An]7

where A; is the answer of question ¢;, n is the
number of questions, and |[-] represents the text
concatenation.

2.3 Response Generation

While LLMs excel at generating conversational re-
sponses, in some instances, they may ignore the
users’ implicit intention. To address this limitation,
we utilize context-related knowledge generated by
Question Answering Module as supplementary in-
put for LLMs. By incorporating historical dialogue
context C' and extra context-related knowledge K,
we use the prompt “Give you a context: {context}
and some knowledge {knowledge}. Please use
those knowledge to just generate next response of
{next person}.” to make LL.Ms generate responses:

R =LLM(C, K),
The R is the response generated by our EDIT.

3 Experiment

In this work, we conduct experiments on two cho-
sen dowmstream tasks, Wizard of Wikipedia and
Holl-E, which could reflect real-life scenarios and
require domain-specific knowledge.

3.1 Downstream Tasks

Wizard of Wikipedia (Dinan et al., 2019) pro-
vides a large-scale dialogue dataset, where each
sample provides required commonsense knowledge
for each response in the dialogue.

Holl-E (Moghe et al., 2018) provides a dataset
of conversations about specific movie topics. Each
conversation in it includes a document that contains
information about the corresponding movie.

For each sample in our chosen downstream task-
oriented tasks, it provides the associated knowledge
document. We split all those knowledge documents
into sentences and build a Domain Specific Knowl-
edge Base for each downstream task.



3.2 Evaluation Metrics

Previous automatic evaluation metrics, such as
BLUE and Rouge-L, mainly focus on whether the
generated text is consistent with the golden re-
sponse. In actual usage, there is no standard answer
for the response generation task, and users would
prefer the model to provide more content that they
may be interested in. To address this issue, we
have designed two evaluation metrics, Information
Content(IC) and Context Coherence(CC). Besides,
we also conduct human evaluation to more compre-
hensively evaluate the model’s performance.

Information Content (IC). We use the informa-
tion entropy to measure the information content
of the generated response K. We calculate the fre-
quency of each word w appearing in this response
as f. Then we calculate the information entropy
as Information Content metric:

IC(R) = — Z — fuw *1og(fw),
weR

Context Coherence (CC). In addition to consid-
ering the amount of information contained in the
generated response, we also use BERT to calculate
the similarity between the generated response and
the context to evaluate their relevance. However,
we find that sometimes the model generates very
short responses with limited relevance to the con-
text, resulting in high semantic similarity scores.
We assume that in a context, there usually needs to
be a certain amount of information content for dia-
logue response. Therefore, regarding the amount
of information in the context as the standard, we
combine SentenceBERT (Reimers and Gurevych,
2019) and Information Content (IC) to measure the
degree of Context Coherence between the response
and the context:

CC(R,C) =sim(R,C) x scale,

where T represents the golden response, R rep-
resents the generated response, sim(R, C') repre-
sents the semantic similarity calculated by Sen-
tenceBERT, and scale = IC(R)/IC(C') represents
the scaling factor. We reduce the scores of overly
short responses by comparing the information con-
tent between generated response and context.

Human Evaluation. There is still a certain gap
between these automated assessments and the real
feedback from users. Therefore, we conduct a hu-
man evaluation to assess the generated results of

EDIT and other LLMs. The human-evaluated Rea-
sonable metric is mainly to evaluate whether the
generated response is consistent with the context
semantics and to use additional useful knowledge.

3.3 Compared Methods

We compare mainstream LLMs and our EDIT
framework based on different LLMs as backbones.

Applying LLMs Directly. We also use some
OpenAl-series LLMs in our compared system, in-
cluding OpenAlI’s Text-Davinci-001, Text-Davinci-
002, Text-Davinci-003 and Gpt-3.5-Turbo (Chat-
GPT). To systematically evaluate the model’s per-
formance, we conduct experiments on several main-
stream open-source LLMs including LLaMA (Tou-
vron et al., 2023b), LLaMa2 3 ChatGLM (Duetal.,
2022), and FLAN-T5-XL (Chung et al., 2022).

Our EDIT Framework. We use the various
LLMs mentioned above as the backbone of the
EDIT framework. As for the OpenAl-series
LLMs, we just select the Gpt-3.5-Turbo (ChatGPT)
as backbone due to its significant performance.
Specifically, when using different LLMs in EDIT,
the Question Answering Module in EDIT remains
using ChatGPT for the sake of obtaining effective
knowledge related to the context. In addition, we re-
gard the EDIT(Gpt-3.5-Turbo) as our main model.

3.4 Main Results

Overall Analysis. On the two downstream tasks
of Holl-E and Wizard of Wikipedia, we use the
current mainstream LL.Ms and EDIT to generate
responses.

Table 2 illustrates the performance of the models
on downstream tasks. Combining EDIT with most
LLMs can bring improvements to almost all main-
stream LLMs. On the Holl-E dataset, some mod-
els show less significant improvements and even a
decrease in Context Coherence. This is mainly be-
cause the topics of the Holl-E dataset are relatively
simple and adding too much additional information
may make the responses not semantically aligned
with the context. Besides, LLaMa and LLaMa2
do not have excellent instruction-following abili-
ties, which results in them having relatively worse
performance on response generation tasks.

The results of human evaluation also effectively
demonstrate that the responses generated by our

‘https://ai.meta.com/resources/
models—-and-libraries/llama/
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Wizard of Wikipedia Holl-E

Types LLMs HumaN  IC CC HumaN  IC CC
LLaMa 6.67 0.61 1.30 1.67 096 225
EDIT(LLaMa) 8.33 0.65 145 1.00 0.54 322
LLaMa2 1.67 1.24  5.07 1.67 1.77 14.13

Open-Source LLMs EDIT(LLaMa2) 3.33 0.84 5.56 6.67 1.20  11.96
ChatGLM 50.00 346 5038 53.33 343 6091
EDIT(ChatGLM) 70.00 385 5736 61.67 393  60.19
FLAN-T5-XL 12.00 1.96 15.15 23.33 209 19.17
EDIT(FLAN-T5-XL) 24.00 1.98 16.59 38.33 234 17.56
Text-Davinci-001 33.00 1.74  21.06 67.00 1.85  30.37
Text-Davinci-002 43.00 220 2520 56.50 2.18 3201

OpenAl-Series LLMs | Text-Davinci-003 45.00 231 2336 55.50 221 3285
Gpt-3.5-Turbo 72.50 372 53.62 86.19 351 63.02
EDIT(Gpt-3.5-Turbo) 9350 425 62.57 87.62 411 64.66

Table 2: The response results on downstream task. We report the Human Evaluation metric (Human), Information
Entropy (Information Content) and the CC (Context Coherence).

EDIT framework can provide more information
content, meeting the needs of users.

Improvement of Information in Response. No-
tably, for the IC metric, all LLMs have shown im-
provements after incorporating EDIT, indicating
that the additional knowledge generated by EDIT
can effectively enhance the information content
in the responses. However, the FLAN-T5 model,
which is not specifically designed for dialogue,
does not show significant improvement in the IC
metric, suggesting that it cannot directly apply the
additional knowledge to response generation effec-
tively without fine-tuning.

Semantic coherence with Dialogue Context.
Almost all LLMs show a certain increase in Con-
text Coherence on both datasets when combined
with EDIT. This indicates that the extra knowledge
integrated through EDIT not only enhances the in-
formation content but also ensures the coherence
between the generated responses and the context.
It demonstrates that our EDIT framework not only
ensures the semantic coherence between the gen-
erated responses and the context, but also provides
users with more useful information, rather than
simply using contextually irrelevant information.

The Performance of ChatGPT. Furthermore,
ChatGPT and EDIT(ChatGPT) exhibit the best per-
formance. On the Wizard of Wikipedia dataset,
EDIT(ChatGPT) achieves an IC score of 4.25 and
a CC of 62.57%. On the Holl-E dataset, it achieves
an IC score of 4.11 and a CC of 64.66%. The
combination of ChatGPT and the EDIT framework
shows the most significant performance improve-
ment on both datasets, with IC scores increasing
by more than 0.5 and CC increasing by over 8%

on the Wizard of Wikipedia dataset. The results
demonstrate that on LLMs with stronger generation
capabilities, the additional knowledge provided by
EDIT can better improve model performance.

3.5 Ablation Study

Dataset LLMs HuMAN 1C CC
ChatGPT 72.50 372 53.62

WoW EDIT(ChatGPT) 93.50 4.25 62.57
-w/o KB’s Ans 91.50 423  62.48
-w/o CG’s Ans 82.38 4.17 61.21
ChatGPT 86.19 351 63.02

Holl-E EDIT(ChatGPT) 87.62 4.11 64.66
-w/o KB’s Ans 84.00 4.08 64.26
-w/o CG’s Ans 74.29 4.05 6291

Table 3: The human evaluation result of ablation study
for EDIT(ChatGPT).

To assess the performance of our Question An-
swering Module of EDIT(ChatGPT), we deleted
the answers to questions provided by ChatGPT (re-
ferred to as CG’s Ans) and the answers obtained
from a Domain-Specific Knowledge Base(referred
to as KB’s Ans) on both datasets.

The ablation experiments are shown in Ta-
ble 3. On Wizard of Wikipedia dataset and Holl-E
dataset, after removing KB’s Ans and CG’s Ans,
EDIT(ChatGPT) performance experienced a drop-
ping movement which demonstrates the effective-
ness of these two kinds of answers. Besides, the
experimental results prove that our two Question
Answer methods can improve the performance of
EDIT. In particular, adding any type of answer
alone can significantly improve the performance of
the model compared with ChatGPT.

3.6 Discussion on Question Generation

It is important to identify the users’ implicit inten-
tions and use relevant knowledge when generating



dialogue responses. In our approach, we train a
model to generate context-related open questions
as uers’ intention. To ensure that the generated
questions are useful, we evaluated these generated
questions.

3.6.1 The Effect of Different Backbones in
Our Question Generator

We use some generative models, such as TS5 (Raf-
fel et al., 2020) and BART (Lewis et al., 2019), as
the base model for training the question generator
(QG). Then we use BLUE and ROUGE-L to as-
sess the generated questions. Table 4 presents the
results, indicating that the QG based on different
generative models all perform well.

BLEU-1 BLEU-2 ROUGE-L
BART-Base 42.24 16.98 13.17
BART-Large 37.08 13.05 11.94
T5-Base 60.34 35.31 13.44
T5-Large 60.72 35.51 14.00

Table 4: The result of different backbones in question
generator (QG).

Specifically, the TS5 series models exhibit a
BLEU-1 score of over 60%, which is twice as
high as the BART series models. Furthermore, the
ROUGE-L of T5-Large surpasses that of BART-
Large. Finally, we apply the question generator
trained by T5-Large to our EDIT framework.

3.6.2 Comparison with LLMs as Question
Generator

Human Evaluation on Question Quality. To
evaluate the performance of our question genera-
tor more reasonably, we conduct a human evalua-
tion and compare our question generator with other
LLMs such as Davinci, Text-Davinci-003, and
Gpt-3.5-Turbo. Specifically, we design a prompt
“Please generate 5 questions for this context, en-
suring that the questions do not involve subjec-
tive judgments and focus on well-known objective
facts.” to make LLLMs generate questions based on
context.

Model Human Evaluation
Davinci 0.20
Text-Davinci-003 0.35
Gpt-3.5-Turbo 0.52
Ours Question Generator 0.94

Table 5: The Human Evaluation result of the Question
Generation on Context-Open-Question dataset.

We select 20 samples and ask each model to

generate 100 questions for human evaluation. The
results of the evaluation are presented in Table5. It
is observed that the question generator achieves an
impressive accuracy rate of 94% for the generated
questions, while the other LLMs generally scored
lower than 52%.

These findings demonstrate that our question
generator possesses the ability to design effective
questions and assist users in obtaining valuable
information.

Performance on Downstream Tasks. On the
downstream tasks, we separately have both the
question generator and ChatGPT generate ques-
tions based on context, applying these within the
EDIT. For a more direct comparison, we don’t in-
corporate the answers obtained from a Domain-
Specific Knowledge Base.

Model IC CC

QG 106 5432
WoW' ChaGPT 423 6248

QG 382 6540
HolkE  cpGPT 408 64.26

Table 6: The performance of EDIT(ChtaGPT) using
questions generated by our QG and ChatGPT.

As shown in the table 6, applying questions
generated by our question generator makes the re-
sponses contain more information and more con-
textually semantically consistent. Since the subject
matter in the Holl-E dataset is relatively straight-
forward and confined to movies, the responses pro-
duced by both methods do not exhibit significant
differences in terms of semantic coherence.

3.7 Discussion on Our Designed Metrics

To validate the ability of the IC and CC metrics,
we randomly change or delete varying proportions
of knowledge generated by the Question Answer
Module and test EDIT on Wizard of Wikipedia task.

During the process of randomly changing knowl-
edge, while LLMs receive extra knowledge which
augments the information content of generated re-
sponses, the semantic coherence between generated
response and the context sharply decreases due to
the introduction of irrelevant knowledge. In con-
trast, in the course of randomly deleting knowledge,
LLMs are provided with less supplementary input,
thus leading to a decrease in the informational con-
tent of the generated response. But, the inherent
ability of the LLM makes it generate contextually
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Figure 3: Variation of CC and IC with changing and
deleting knowledge under different ratio.

coherent responses. As shown in Figure 3, our de-
signed metrics, IC and CC, effectively capture the
variations in the amount of information within the
responses and the degree of semantic coherence
between response and context. This demonstrates
the rationality of our designed metrics.

4 Related Work

LLMs Application. As LLMs, such as ChatGPT,
have demonstrated exceptional performance in var-
ious natural language processing (NLP) tasks, there
has been a growing interest in exploring their ap-
plications. These models have found direct ap-
plications in several domains, including Health-
care(Tang et al., 2023; Nov et al., 2023; Yang et al.,
2023), Education(Malinka et al., 2023; Tan et al.,
2023; Kamalov and Gurrib, 2023), Finance(Wu
et al., 2023) and Scientific research(Zhao et al.,
2023). Besides, there are also some works to
realize the application of LLM on specific tasks
through Agent. The study by (Ruan et al., 2023)
implements the assessment of LLLMs’ ability to per-
form reasoning processes through an Agent. Mean-
while, (Yao et al., 2023) focuses on optimizing the
reasoning and planning capabilities of LLMs using
reinforcement learning techniques. Additionally,
(Chen et al., 2023) harnesses the story generation
capabilities of LL.Ms to the realm of imaginative
play. Furthermore, various practical applications
leverage LLMs in real-life scenarios, including a
series of plug-ins (Zhao et al., 2023) designed for
Copilot and OpenAl. While these applications can
successfully address specific tasks through agents,
they still grapple with the challenge that LLMs may
ignore users’ implicit intentions and are unlikely to
cover all fields. In light of these considerations, our
work introduces the EDIT framework, aimed at ask-
ing questions to detect users’ potential intentions

and use related knowledge to generate responses
with more information.

Question Generation. Before the advent of
LLMs, context information was primarily used as
a supplementary source for task-related questions.
In most cases, answers to task-related questions
can either be directly or indirectly inferred through
context reasoning. As a result, question generation
task usually generate questions based on a given
context. Based on the type of input context, ques-
tion generation tasks can be classified into several
categories. There are document-level context input
problems (Pan et al., 2020), paragraph-level con-
text input (Zhao et al., 2018), and sentence-level
context input (Gao et al., 2019) question generation
tasks. Answering questions can be helpful in the
question generation process. In the question gen-
eration task, the answer to the question is usually
a fragment of the contextual text (Rajpurkar et al.,
2016). Most question generation (QG) tasks are
used as a supplement to the question answering
(QA) task. The generated questions usually rely on
information present in the given context and do not
involve mining information from external sources.
However, users’ implicit intentions may be some
questions beyond context, and it is important to
consider mining information beyond the given con-
text. In our work, we have developed a Context-
Open-Question dataset that focuses on generating
questions about out-of-context information. This
dataset is used to train the question generator for
generating questions as users’ implicit intention.

5 Conclusion

In this study, we present an EDIT framework for
the dialogue generation task to address the issue
that LLMs may generate plain responses. Firstly,
EDIT uses a question generator to generate a va-
riety of questions related to dialogue context as
the users’ implicit intentions. Then EDIT inter-
acts with LLMs and retrieves in Domain-Specific
Knowledge Base to get answers respectively. Fi-
nally, EDIT uses the extra knowledge to enhance
the response generated by LLMs. To evaluate
the effectiveness of our approach, we design In-
formation Content (IC) and Context Coherence
(CC) to access the generated response. Our ex-
periments show that combining EDIT with various
mainstream LL.Ms can enhance their capabilities of
generating responses with more useful information.
This demonstrates the ability of EDIT.



Limitations

Due to limitations in computational resources, we
did not test the performance of our proposed EDIT
framework on a broader range of larger LLMs.
Moreover, the metrics we designed do not account
for cases where the model directly copies context
content as a new generated response.

Ethics Statement

In the stage of human evaluation, we employed
three graduate students experienced in natural lan-
guage processing for human evaluation. We paid
the graduate students about $8 per hour, well above
the local average wage, and engaged in constructive
discussions if they had concerns about the process.
Despite our control over the quality of the
dataset, there remains a risk that our question gen-
erator might produce offensive questions, which
could in turn prompt LLMs to generate potentially
aggressive responses. Therefore, in future work,
we need to devise methods to prevent the question
generator from producing biased questions.
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Context
PersonA: | love reading! It's a means of sharing information and ideas
PersonB: Reading is one of my favorite ways to spend my time. My favorite book series is Harry Potter by J.K.
Rowling.
PersonA: Many people love that series! Reading requires continuous practice development and refinement
PersonB: So reading can help widen your vocabulary? Are there any other benefits to reading?

Questions Generated by Question Generation Model
Q1: What are some other ways to spend time besides reading?
Q2: How does reading help develop specific skills?
Q3: Are there any specific genres of books that are particularly popular among readers?
Q4: What are some benefits of reading as a means of sharing information and ideas?
Q5: How does reading differ from other forms of entertainment, such as movies or television?

Responese of ChatGPT
PersonA: Absolutely! Reading not only expands your vocabulary, but it also enhances your communication
skills. It allows you to explore different writing styles and perspectives, which in turn improves your own
writing abilities. Additionally, reading can boost your empathy and understanding of others, as you delve
into different characters' experiences and emotions. It's truly a gateway to knowledge, imagination, and
personal growth.

Responese of EDIT(ChatGPT)

PersonA: Absolutely! Reading is a wonderful way to expand our knowledge and understanding of the world.
It allows us to explore different perspectives and gain insights into various subjects. Additionally, reading
enhances critical thinking and analytical skills, as it requires us to ana lyze and interpret information. It also
stimulates our creativity and imagination, allowing us to envision and create vivid worlds and characters in
our minds. Moreover, reading promotes empathy and understanding by exposing us to different cultures,
experiences, and viewpoints. Lastly, reading helps improve our communication and language skills, as it
exposes us to a wide range of vocabulary and writing styles. Overall, reading is a valuable means of sharing
information and ideas that offers numerous benefits to individuals.

Figure 4: The examples from ChatGPT and EDIT(ChatGPT) in Wizard of Wikipedia dataset. The different highlight
words represent options related to the benefits of reading.

skills’ (green), ’stimulates creativity and imagi-
nation’ (yellow) and ’promote empathy’ (grey),
which may cater to potential users’ implicit inten-
tions. While the response produced by ChatGPT
only focuses on communication skills and ignores
those potential users’ intentions.
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