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Abstract

Large language models (LLMs) can exhibit001
cultural bias, overlooking and misrepresenting002
cultural nuances. Models who unequally rep-003
resent global cultures can reinforce harmful004
stereotypes. Evaluating the extent of cultural005
bias in an LLM, then, is crucial to equitable006
model development. Most previous works fo-007
cus on question-answering (QA) tasks (Palta008
and Rudinger, 2023). QA tasks focus on one009
correct answer given the cultural context, de-010
spite in many cases, there being a group of011
correct answers with shared characteristics for012
a given question. We proposed a task focusing013
on word groups, Word Grouping Game (WGG)014
that implicitly evaluates the model’s cultural015
knowledge and norms. In WGG, LLMs are016
given a pool of words, where they must separate017
the words into groups of four words tied under018
a common topic. In order to perform well in the019
game, the model also needs to perform culture-020
related reasoning. We evaluated the game with021
two cultures, Latinx/Hispanic and Chinese, in022
both the native language and an English transla-023
tion for comparison. Through experimentation,024
we find biases towards Chinese culture-based025
groupings, as well as disparities in performance026
between open- and closed-source models based027
on the language used for a given game.1028

1 Introduction029

Large Language Models (LLMs) have demon-030

strated impressive performance in NLP tasks and031

are progressing toward real-world applications.032

Their use has expanded significantly across differ-033

ent continents and cultures. However, it has been034

shown that LLM performance drops significantly035

when applied across cultures, particularly from036

English-speaking cultures to other cultures (Shi037

et al., 2024; Rao et al., 2024). Beyond perfor-038

mance degradation, applying LLMs across cultures039

without considering cultural differences can lead040

1We will release data and code upon paper publication.

Figure 1: An example WGG game from the non-
translated Latinx/Hispanic culture 3-group dataset. GPT-
4 is given a pool of 12 words and is instructed to output
groups of 4 words, along with the topic it believes ties
each word together. In this game, GPT-4 must reason
using cultural items (such as bread), as well as vernacu-
lar (such as slang and nicknames). Words of the same
color belong to the same group. GPT-4 made mistakes
in its grouping.

to cultural bias, where harmful stereotypes can 041

be formed and spread, resulting in serious con- 042

sequences. Thus, identifying and measuring the 043

degree of cultural bias in an LLM then becomes an 044

important factor in developing equitable models. 045

Recent research on the evaluation of cultural bias 046

in models has focused on explicitly soliciting cul- 047

tural knowledge from the model through question- 048

answering tasks. In these tasks, the model must 049

identify the correct answer from a set of choices 050

given a question in a specific cultural context (Palta 051

and Rudinger, 2023; Rao et al., 2024; Yin et al., 052

2022). However, many cultural norms or biases 053

have more than one correct answer, and these an- 054

swers are often implicitly connected. For exam- 055

ple, "bolillo" could be a valid answer to a question 056

about typical Mexican bread, but there are also 057

other Mexican breads, such as "concha," "man- 058

teca," and "polvoron" (as seen in Figure 1). In this 059

paper, we explicitly test multiple connected word 060

groups and their shared common characteristics. 061

To this end, we propose WGG, a novel word 062

grouping game that evaluates the model’s cultural 063
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knowledge. In WGG, the LLM is given a pool of064

words, and with these words, must create equal065

groups of four words and provide a topic that con-066

nects each group. The model also needs to reason067

about the given set of words to succeed because068

of the game’s constraints, i.e., only four words per069

grouping. This involves optimizing the word group-070

ing by identifying unique commonalities among the071

four words without interfering with other group-072

ing choices. Figure 1 presents a Latinx/Hispanic073

WGG example. The dataset includes two cultures,074

Latinx/Hispanic and Chinese. We experimented075

with different difficulty level of the game. For mod-076

els, we evaluate two closed-source and two open-077

source models. Although the open-source models078

were trained using different sources of data, exper-079

imentation clearly groups them together relative080

to the closed-source models. Open-source mod-081

els performed significantly better with an English082

representation compared to Spanish and Chinese,083

while closed-source models performed more evenly084

across the three languages evaluated. Additionally,085

we find trends with subject matter, with experi-086

ments on ’Everyday’ tag-specific games signifi-087

cantly outperforming experiments on ’Pop culture’088

and ’Linguistic tag-specific games.089

2 Dataset Creation and Analysis090

2.1 Word Grouping Game (WGG)091

WGG is designed to link words under topics with092

colloquial and non-colloquial origins. Players must093

group a multiple of four words into groups of four094

and identify a common topic that unites them.2095

Each word can only be used once, requiring the096

player to consider each word’s relation to others.097

2.2 Word Group Collection098

A dataset of Spanish word groupings centered099

around Latinx/Hispanic culture and a dataset of100

Chinese word groupings centered around Chinese101

culture were collected for usage in experimentation102

and analysis.3103

There are a total of 48 Spanish word groupings104

and 80 Chinese word groupings. While these group-105

ings do not represent the totality of each of these106

cultures, through focusing on aspects such as ver-107

nacular, pop culture, and local knowledge, the au-108

2It is possible for a player to achieve the correct groupings,
but this could be accomplished through strategies such as the
process of elimination, which would not be the desired skill
we aim to evaluate.

3Please find more details in Appendix B.1

Percent Composition of Primary Tags By Culture Dataset

Primary Tag Culture Dataset

Spanish Example Topic
(Translated) Chinese Example Topic

(Translated)

Everyday 37.50% Aquatic Animals 58.75% Study Subjects

Pop Culture 31.25% Characters from
Don Quixote 21.25% CBA League Team

Linguistic 31.25% Words For "Cool" 20.00% Classification of
Chinese Poetry Forms

Table 1: Word group tag example and distribution. For
both Spanish and Chinese word groups, We have a bal-
anced distribution of primary tags, indicating the diver-
sity of the collected word groups.

thors believe these groupings represent an inclusive 109

sub-sample. These groupings were then translated 110

literally into English. More details about transla- 111

tion is in Appendix B.1 This creates 4 different 112

word group datasets for use in experimentation. 113

The translation of the same dataset is used to ana- 114

lyze performance variations from different knowl- 115

edge presentations.4 116

2.3 Word Group Tag Annotation 117

Following the collection of word groups, each 118

group was tagged with a primary tag and optionally 119

with sub-tags that would denote finer specificity in 120

a given topic. The composition of each primary tag 121

per culture dataset can be seen in Table 1. Different 122

tags indicate diverse cultural knowledge in word 123

groups. This is particularly useful if the datasets 124

used to train the models are biased towards a subset 125

of topics. Here are three primary tags: 126

Everyday denoting topics relating to common 127

knowledge or human experience. Groupings with 128

this topic pertain to physical objects, color, weather, 129

emotions, etc. – all facets of life that people have 130

come to know by living “every day”. 131

Pop culture denoting topics relating to the many 132

facets of modern pop culture. Groupings with this 133

topic pertain to subjects like movies, music, etc. 134

Linguistic denoting topics relating to the linguis- 135

tic structure or origin of words. Groupings with 136

this topic pertain to subjects like word structure 137

and word origin, as well as slang and synonyms. 138

2.4 Game Creation 139

The collections of word groups, i.e WGG games 140

were used throughout experimentation. These were 141

created by randomly sampling without replacement 142

4Proper nouns, such as last names, were used as is. Fill-in-
the-blank topics had the remaining word segment translated if
possible, and if not, kept the same.
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2, 3, and 4 groups (tested game sizes) from each143

word group dataset, creating 2-, 3-, and 4-group144

game datasets. Please find more details about game145

creation in Appendix B.2146

Games between four groups are naturally the147

most challenging, while games between two groups148

are the easiest. The more word groups are present149

in one game, there exists more possible solutions150

for the final solution, making the game more diffi-151

cult. One could increase the difficulty of WGG by152

manipulating the number of groups in a game.153

3 Experiments154

3.1 Evaluation155

Identifying Attempts Since there is no inher-156

ent order to the way the LLM answers the game,157

it is necessary to match the groups in model pre-158

dicted groupings with the true groupings. To do159

this, attempted groupings are assigned to the true160

groupings that have the greatest set intersection161

with them - both groups are then pruned from their162

respective collections to ensure no attempt or true163

grouping is assigned to more than one group of the164

other type.165

Membership Evaluation We use F1 to compare166

predictions against ground-truth word groups. A167

positive is defined as a word present in an attempted168

group, while a negative is a word not present in an169

attempted group.170

Topic Evaluation Along with the predicted171

groupings, we also need to evaluate topic similar-172

ity. Topic similarity is evaluated through a "Topic173

Achieved" score (TA), a boolean denoting whether174

a topic was successfully guessed or not. TA is cal-175

culated by relating the FastText embeddings-based176

cosine similarity between a given predicted topic177

to its matched true topic, and the other true topics178

in the same game. If the predicted topic and its179

matched true topic have a similarity of at least 0.3180

and is greater than the similarity between the pre-181

dicted topic and each other true topic, a TA score of182

1 is given. Details into determining using FastText183

and a threshold of 0.3 can be seen in Appendix C.184

3.2 Baselines185

We experimented with zero-shot prompting. The186

prompts include the rules of the game, as well as187

providing the pool of words for the given game.188

Within the prompt, the output format is specified189

2-Group Game Results

Models F1 Score FastText % Topic Achieved
(Threshold = 0.3)

Languages S TS C TC S TS C TC

GPT-3.5 0.92 0.93 0.95 0.88 0.71 0.77 0.77 0.73
GPT-4 0.95 0.96 0.98 0.96 0.77 0.83 0.80 0.81

LLaMA-7b 0.14 0.14 0.00 0.22 0.05 0.11 0.00 0.11
Mistral-7b 0.76 0.93 0.87 0.94 0.38 0.80 0.60 0.71

3-Group Game Results

Models F1 Score FastText % Topic Achieved
(Threshold = 0.3)

Languages S TS C TC S TS C TC

GPT-3.5 0.88 0.87 0.93 0.85 0.68 0.68 0.76 0.69
GPT-4 0.92 0.92 0.97 0.93 0.75 0.77 0.78 0.73

LLaMA-7b 0.16 0.15 0.00 0.05 0.05 0.09 0.00 0.03
Mistral-7b 0.79 0.85 0.88 0.93 0.35 0.71 0.59 0.63

4-Group Game Results

Models F1 Score FastText % Topic Achieved
(Threshold = 0.3)

Languages S TS C TC S TS C TC

GPT-3.5 0.82 0.83 0.89 0.81 0.65 0.67 0.76 0.66
GPT-4 0.90 0.90 0.93 0.93 0.66 0.73 0.79 0.68

LLaMA-7b 0.21 0.20 0.04 0.08 0.01 0.10 0.00 0.03
Mistral-7b 0.62 0.87 0.80 0.92 0.22 0.64 0.56 0.57

Table 2: Depicting the averaged results by model across
each game used during experimentation. Results are
divided by the number of groups in each game, and by
each dataset. S denotes the Latinx/Hispanic dataset, TS
the English-translated version, C the Chinese dataset,
and TC the English-translated version.

to support the parsing of LLM answers. We ex- 190

perimented with different prompts for the model 191

using each game in each respective 100-game and 192

50-game test dataset, and reported the results on 193

the test subset. 5. 194

Models For the closed-source LLMs, we utilized 195

GPT-3.5 Turbo (Brown et al., 2020) and GPT-4 196

(OpenAI et al., 2024). For the open-source LLMs, 197

we utilized LLama2-7B-chat (Touvron et al., 2023) 198

and Mistral-7B-Instruct-v0.2 (Jiang et al., 2023). 199

These two models are two of the highest perform- 200

ing open-source LLMs, with good performance in 201

various NLP tasks such as reasoning, mathematics, 202

and code generation (Jiang et al., 2023)6. 203

4 Results 204

Performance with Culture of Origin Utilizing 205

WGG, we are able to note significant differences 206

in performance relative to culture. As we can see 207

from 2 in the F1 score column, models are more 208

biased toward Chinese culture for GPT-3.5 Turbo, 209

GPT-4, and Mistral-7b, as evidenced by higher per- 210

5During this process, if any game caused issues with an-
swer parsing, the game is saved and later retested to ensure an
equal number of evaluations for each dataset for each model.
Please find the exact prompts used for each model in Ap-
pendix D

6More model details are shown in Appendix E
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4-Group ’Everyday’ Tagged Game Results

Models F1 Score FastText % Topic Achieved
(Threshold = 0.3)

Languages S TS C TC S TS C TC

GPT-3.5 Turbo 0.88 0.90 0.94 0.84 0.78 0.80 0.81 0.76
GPT-4 0.95 0.96 0.98 0.94 0.79 0.86 0.83 0.74

LLaMA-7b 0.09 0.09 0.03 0.08 0.00 0.11 0.00 0.04
Mistral-7b 0.29 0.44 0.88 0.89 0.31 0.69 0.66 0.61

4-Group ’Pop Culture’ Tagged Game Results

Models F1 Score FastText % Topic Achieved
(Threshold = 0.3)

Languages S TS C TC S TS C TC

GPT-3.5 Turbo 0.80 0.84 0.87 0.82 0.65 0.62 0.81 0.67
GPT-4 0.90 0.91 0.90 0.97 0.71 0.71 0.85 0.77

LLaMA-7b 0.05 0.01 0.03 0.03 0.00 0.03 0.00 0.01
Mistral-7b 0.19 0.33 0.71 0.89 0.11 0.42 0.52 0.58

4-Group ’Linguistic’ Tagged Game Results

Models F1 Score FastText % Topic Achieved
(Threshold = 0.3)

Languages S TS C TC S TS C TC

GPT-3.5 Turbo 0.70 0.69 0.78 0.71 0.43 0.48 0.55 0.39
GPT-4 0.82 0.80 0.86 0.82 0.40 0.51 0.59 0.38

LLaMA-7b 0.07 0.08 0.05 0.08 0.03 0.06 0.01 0.03
Mistral-7b 0.23 0.40 0.75 0.69 0.11 0.57 0.48 0.33

Table 3: Depicting the averaged results across each tag-
specific 4-group game used during experimentation by
dataset. S denotes the Latinx/Hispanic dataset, TS the
English-translated version, C the Chinese dataset, and
TC the English-translated version.

formance in the C and TC datasets, compared to the211

S and TS datasets. LLaMA-7b has an inverse rela-212

tionship across these tables, having higher perfor-213

mance in Latinx/Hispanic culture groupings. Topic214

similarity clearly separates the open- and closed-215

source models, with the closed-source models hav-216

ing consistently higher Topic Achieved scores with217

Chinese culture, compared to the open-source mod-218

els performing better with Latinx/Hispanic culture.219

By seeing the different effects of the culture of220

origin on the F1 score versus the Topic Achieved221

score, we see that game reasoning, achieving a222

correct final grouping (evaluated through the f1223

score), and group reasoning, achieving a correct224

topic (evaluated through the topic achieved score),225

are deferentially impacted by the culture of origin226

of the word groupings. Bias towards one culture227

versus another can point to bias during training to-228

wards data sourced from one ethnic/cultural group229

over another, regardless of the language of the text230

itself.231

Performance with Language of Origin Experi-232

mentation with WGG also exposed differences in233

performance relative to the language/knowledge234

representation. Considering the F1 score, we can235

see in 2 that Latinx/Hispanic culture groupings had236

better performance when translated to English for237

GPT-3.5 Turbo, GPT-4, and Mistral-7b. Chinese238

culture groupings had a differing relationship, with 239

better performance in Chinese rather than English 240

in closed-source models, but English better than 241

Chinese in open-source models. Considering the 242

Topic Achieved score, we can see balanced per- 243

formance across the different languages for the 244

closed-source models – as can be seen in 2, GPT- 245

3.5 Turbo and GPT-4 score well in both S, TS, 246

and C datasets. The open-source models, however, 247

fared better with English knowledge representa- 248

tions, with better performances in TS and TC. 249

Performance with Game Size By varying the 250

number of groups during experimentation with 251

WGG, we see patterns in performance relative to 252

game size dividing closed- and open-source mod- 253

els. As previously predicted, the closed-source 254

models degrade in performance relative to the 255

number of groups in a game – as the number of 256

groups increases, performance in both F1 and Topic 257

Achieved scores decreases. Open-source models, 258

however, have inconsistent performance relative to 259

game size, with irregular patterns in 2 in F1 and 260

Topic Achieved score. 261

Performance with Tag Composition Perfor- 262

mance differences relative to the tag-specific games 263

show bias in subject matter. Open-source models, 264

for both F1 and Topic Achieved score, perform- 265

ing far better in the ’Everyday’- and ’Pop culture’- 266

specific games compared to ’Linguistic’-specific 267

games, as seen in 2. Open-source models fol- 268

low a different pattern, with better performance 269

in ’Everyday’-specific games compared to all other 270

variations, and ’Linguistic’-specific games com- 271

pared to ’Pop culture’-specific games. 272

5 Conclusion 273

We have presented a new culture-based dataset, 274

approaching QA to assess cultural bias through a 275

novel, game-based perspective. By having game 276

mechanics that require high performance in both 277

reasoning and cultural knowledge, we have created 278

an evaluation method that assesses culture-based 279

reasoning. As evidenced through experimentation, 280

WGG can be used to delineate bias relative to cul- 281

ture, language, and subject matter, noting consis- 282

tent performance differences between the closed- 283

and open-source models that were tested. 284
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6 Limitations285

The compiled dataset is not representative of the286

culture due to the limited number of annotators.287

We will expand this part of the work in the future.288

We also only covered two cultures, while there are289

many more cultures that could be studied. While290

the authors filtered for unethical or harmful content291

in the word groups, it’s very unlikely, but there is a292

possibility that we might have overlooked some.293
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A Related Work446

Evaluating cultural bias in LLMs through QA447

A significant amount of work has been done in448

culture-based dataset creation. While varying in449

their sources, whether utilizing a pipeline (Shi450

et al., 2024) or manual creation utilizing existing451

sources or text generation (Durmus et al., 2023;452

Rao et al., 2024; Yin et al., 2022), these datasets453

can be utilized to evaluate cultural bias in LLMs.454

The datasets contain QA-style information, pair-455

ing cultural-based questions with correct answers456

depending on cultural knowledge. This includes ob- 457

jective information regarding cultural customs (Shi 458

et al., 2024; Rao et al., 2024), information on a 459

population’s opinions (Durmus et al., 2023), and in- 460

tegrating geographic information (Yin et al., 2022). 461

However, by evaluating information recall, there 462

remains a gap in evaluating cultural-based reason- 463

ing, as knowledge may not necessarily omit the 464

presence of bias. Our work introduces a dataset 465

and associated task focusing on reasoning utilizing 466

cultural concepts, rather than purely knowledge of 467

cultural concepts themselves. 468

The usage of game-like assessments Much 469

work has been done in the space of utilizing games 470

as evaluation methods, assessing the reasoning 471

abilities of an LLM. Previous work has utilized 472

games either to benchmark reasoning within mod- 473

els (Liang et al., 2023) or as a means to assess 474

the efficacy of prediction paradigms (Shaikh et al., 475

2023), among other varying uses. Comparatively, 476

however, little work has been done in using games 477

as a cultural assessment of LLMs. Our work strives 478

to fill this gap, using a game as a vehicle to as- 479

sess reasoning, and basing the game’s content on 480

aspects of culture. 481

B Dataset 482

B.1 Word Group Collection Details 483

Word Group Seed Data Details Each of the 484

word groupings contained four words and an as- 485

sociated topic connecting each group. The Lat- 486

inx/Hispanic culture groupings were collected from 487

7 individuals with a North/Central-American back- 488

ground, being composed of 60% colloquial (ex. 489

Mexican Directors) and 40% non-colloquial (ex. 490

Aquatic Animals) group topics. The Chinese cul- 491

ture groupings were collected from 5 individuals 492

with a Chinese background, being composed of 493

44% colloquial (ex. The Five Classics) and 56% 494

non-colloquial (ex. Parts of a Tree) group topics. 495

Each of the groups was cross-verified by the au- 496

thors to ensure adherence to game rules and repre- 497

sentation of each culture. 498

Word Group Translation The translation is 499

done by the authors manually (from being native 500

speakers of each language used) and through the 501

usage of online translation tools Google Trans- 502

late (goo) and DeepL (dee). 503
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B.2 Game Creation Details504

200 2-, 3-, and 4-group games were sampled505

from each of the word group datasets, creating 12506

datasets that were equally split into dev and test507

subsets. This dataset was manually checked by508

the authors to ensure that there is only one correct509

solution.510

Each word group dataset was divided into sub-511

sets by the three group primary tags (described512

in 2.3), with each subset then being used to sample513

100 2-, 3-, and 4-group games. This created 36514

additional game datasets of 100 games each for use515

in tag-specific evaluation that were equally split516

into dev and test subsets.517

C Determining Topic Achieved518

The threshold value of 0.3 was selected through519

experimentation. The basis of the Topic Achieved520

score was evaluated using both BERTScore and521

FastText embeddings-based cosine similarity as522

measures of similarity between topics. 7 Different523

threshold values were used for score generation524

(0.1, 0.2, 0.3, 0.4, 0.5, 0.6, and 0.7). For the 100-525

game 2-group C dataset, we had human annotations526

of topic achieved scores. Human annotators were527

provided the same rules for calculating the Topic528

Achieved score but were asked to base it on their529

own perception of similarity. As a means of select-530

ing the metric most similar to human judgment, we531

calculated the inner-annotator agreement utilizing532

Randolph’s Kappa between the human annotations533

and each of the methods used for calculation. From534

this, we found that a FastText embeddings-based535

approach with a similarity threshold of 0.3 per-536

formed best, attaining a Randolph’s Kappa score537

of 0.55. A BERTScore-based approach with a sim-538

ilarity threshold of 0.5 had the second-best score539

of 0.53.540

D Prompts541

From these prompts, "#*#" is replaced with the542

total number of words in the pool, $*$ is replaced543

with the total number of groups in the game, and544

is replaced with the provided pool of words for a545

given game. A new prompt is generated for each546

new game, with each game’s metrics being used to547

fill these spaces in the prompts.548

English Prompt for 4-group games:549

I am going to give you a pool of #*# words.550

These #*# words can be separated into $*$551

equal groups of 4 words linked under some cate- 552

gory. I want you to tell me the four groups and 553

what category you think connects them. Here 554

is an example: Given the pool [’Water’, ’Fire’, 555

’Sad’, ’Wind’, ’Happy’, ’Earth’, ’Angry’, ’Sur- 556

prised’], you would output: <Natural Elements>: 557

[’Water’, ’Fire’, ’Earth’, ’Wind’] , <Emotions>: 558

[’Happy’,’Sad’,’Angry’,’Surprised’]. Now, given 559

the pool: . The answer must be $*$ groups, each 560

of them containing 4 words and defined by one 561

category, and the output format must be the same 562

as the example. Give me the answer immediately. 563

English Prompt for 3-group games: 564

I am going to give you a pool of #*# words. These 565

#*# words can be separated into $*$ equal groups 566

of 4 words linked under some category. I want 567

you to tell me the four groups and what cate- 568

gory you think connects them. Here is an exam- 569

ple: Given the pool [’Water’, ’Happiness’, ’Fire’, 570

’Earth’, ’Mercury’, ’Surprise’, ’Wind’, ’Sadness’, 571

’Venus’, ’Pluto’, ’Angry’, ’Mars’], you would 572

output: <Natural Elements>: [’Water’, ’Fire’, 573

’Earth’, ’Wind’], <Emotions>: [’Happiness’, ’Sad- 574

ness’, ’Angry’, ’Surprise’], <Planets>: [’Mercury’, 575

’Venus’, ’Pluto’, ’Mars’]. Now, given the pool: . 576

The answer must be $*$ groups, each of them con- 577

taining 4 words and defined by one category, and 578

the output format must be the same as the example. 579

Give me the answer immediately. 580

English Prompt for 2-group games: 581

I am going to give you a pool of #*# words. These 582

#*# words can be separated into $*$ equal groups 583

of 4 words linked under some category. I want 584

you to tell me the four groups and what cate- 585

gory you think connects them. Here is an ex- 586

ample: Given the pool [’Mile’, ’League’, ’Jazz’, 587

’Heat’, ’Yard’, ’Cabaret’, ’Carousel’, ’Nets’, ’Gob- 588

ble’, ’Scarf’, ’Foot’, ’Bucks’, ’Chow’, ’Wolf’, 589

’Cats’, ’Chicago’], you would output: <NBA 590

TEAMS>: [’Bucks’, ’Heat’, ’Jazz’, ’Nets’], 591

<UNITS OF LENGTH>: [’Foot’, ’League’, ’Mile’, 592

’Yard’], <Synonyms For Eat>: [’Chow’, ’Gobble’, 593

’Scarf’, ’Wolf’], <Musicals Beginning With ’C’>: 594

[’Cabaret’, ’Carousel’, ’Cats’, ’Chicago’]. Now, 595

given the pool: . The answer must be $*$ groups, 596

each of them containing 4 words and defined by 597

one category, and the output format must be the 598

same as the example. Give me the answer immedi- 599

ately. 600
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E LLM Parameter Settings601

For the efficiency and accuracy of our evaluation602

process, we fixed the same model parameters for603

both of LLama2-7B-chat and Mistral-7B-Instruct-604

v0.2 during different game evaluations.605

For LLama2-7B-chat, Mistral-7B-Instruct-v0.2:606

• do_sample: True607

• top_k: 50608

• top_p: 0.9609

• temperature: 0.6610

• num_return_sequences: 1611

• max_length: 512612
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