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Abstract

Pre-trained language models trained on gen-001
eral text have seen great success in various sce-002
narios. However, the inherent linguistic differ-003
ences between general text and task-oriented di-004
alogues (TOD) make existing language models005
less useful in practice. Current task-oriented di-006
alogue pre-training methods overlook the one-007
to-many property of conversations, where mul-008
tiple responses can be appropriate given the009
same conversation context. In this paper, we010
propose a novel dialogue pre-training model011
called DivTOD, which collaborates with LLMs012
to learn diverse task-oriented dialogue repre-013
sentations. DivTOD guides LLMs in transfer-014
ring diverse knowledge to smaller models while015
removing domain knowledge that contradicts016
task-oriented dialogues. Experiments show017
that our model outperforms strong TOD base-018
lines on various downstream dialogue tasks and019
learns the intrinsic diversity of task-oriented di-020
alogues. 1021

1 Introduction022

Pre-trained language models (PLMs) (Devlin et al.,023

2019; Liu et al., 2019) based on massive gen-024

eral text corpora (Zhu et al., 2015) are commonly025

used in many NLP applications. These models026

are pre-trained in a self-supervised manner and027

then fine-tuned for supervised downstream tasks.028

The Pretrain and Finetune paradigm has signifi-029

cantly improved the performance of various down-030

stream tasks. Despite their success, most current031

research efforts focus on general documents such as032

Wikipedia, which have a large linguistic gap with033

dialogues, particularly task-oriented dialogues. Di-034

rectly using these PLMs is suboptimal and yields035

poor performance (Rashkin et al., 2019).036

Compared to plain text, TOD aims to help users037

accomplish specific tasks with explicit goals (e.g.038

restaurant reservation), belief states, and database039

1We will release our source code, data, and pre-trained
models after blind review to facilitate future research.

I need restaurant in the 
east, could you recommend 
1 with the food type?

curry prince is available,
would you like to try that ?

I found 11.would you like 
to specify an area ?

The meze bar restaurtant 
matches your criteria .would 
you like me to book it ?

Figure 1: The same context may have multiple appro-
priate responses in a task-oriented dialogue, which we
call one-to-many.

information. Thus, learning high-quality dialogue 040

representations is crucial for understanding tasks in 041

TOD. Previous methods pre-trained models using 042

task-oriented dialogue datasets to improve dialogue 043

understanding performance. SimCSE (Gao et al., 044

2021) uses a contrastive learning framework to 045

learn sentence embeddings by generating positive 046

pairs through Dropout (Srivastava et al., 2014) aug- 047

mentation. TOD-BERT (Wu et al., 2020) considers 048

the intrinsic properties of dialogue data by using 049

dialogue history and corresponding responses as 050

positive pairs for contrastive learning. DSE (Zhou 051

et al., 2022) learns from dialogues by taking con- 052

secutive utterances of the same dialogue as positive 053

pairs. Furthermore, FutureTOD (Zeng et al., 2023) 054

proposes a new non-contrastive self-training frame- 055

work to address the challenges faced by previous 056

contrastive methods in selecting true positive and 057

negative pairs. 058

Despite previous TOD PLMs have made remark- 059

able progress. Most work ignores the one-to-many 060

property in the conversation where multiple re- 061

sponses can be appropriate under the same con- 062

versation context (shown in Figure 1). Our analysis 063

shows that the lack of diversity in TOD datasets 064

is the main reason for this. Specifically, (1) most 065

TOD datasets only provide a single response for 066

the same dialogue history, and (2) the style of sys- 067

tem responses in TOD is often monotonous and 068

dull. As a result, current TOD PLMs capture only 069

the most common dialogue information and ignore 070
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less frequent but still feasible user behaviors, which071

leads to duplicated and plain responses.072

Large Language Models (LLMs) (Brown et al.,073

2020; Ouyang et al., 2022; Touvron et al., 2023)074

offer hope for addressing the problems mentioned075

above. LLMs have more parameters and are pre-076

trained and fine-tuned on a richer and wider cor-077

pus (Köpf et al., 2023; Chiang et al.; Ding et al.,078

2023). Consequently, LLMs possess a broader gen-079

eral background knowledge, which enables them080

to generate more diverse and feasible responses.081

However, it should be noted that LLMs have not082

been specifically fine-tuned for task-oriented di-083

alogue systems (Hudeček and Dušek, 2023), re-084

sulting in a significant mismatch between their085

general knowledge and the domain knowledge re-086

quired for task-oriented dialogue. Furthermore,087

LLMs typically have billions of parameters, mak-088

ing them too expensive to deploy at scale because089

of the overwhelming computational requirements,090

as well as the cost of fine-tuning and inference091

(Wei et al., 2022). To address these issues, a natu-092

ral approach is to distill the rich background and093

domain-specific knowledge required for tasks from094

LLMs into smaller and more efficient models.095

In this paper, we propose a new dialogue pre-096

training model, DivTOD, which enhances the abil-097

ity of smaller models to model the intrinsic one-to-098

many diversity of human conversations by trans-099

ferring rich general background knowledge and100

task-specific domain knowledge from LLMs. Our101

framework consists of three core steps: (1) Guid-102

ing LLMs to generate diverse system responses103

based on dialogue context in a "filling the blank"104

manner. (2) Using an LLM-based post-generation105

filter to align the generated responses with domain106

knowledge. (3) Allowing small models to imitate107

LLM’s capabilities by observing diverse dialogues108

through self-training. We evaluated DivTOD on109

various task-oriented dialogue tasks, such as in-110

tent classification, dialogue state tracking, dialogue111

act prediction, and response selection. The results112

demonstrate that DivTOD consistently outperforms113

strong TOD baselines in all scenarios, indicating114

its generalization capability. Furthermore, we ob-115

served that DivTOD is able to capture a wider range116

of dialogue information and learn the intrinsic one-117

to-many diversity of TOD.118

Our contributions are: (1) We propose a frame-119

work that distills task-specific domain knowledge120

and rich general background knowledge of LLMs121

User： Hi, could you get me a 
restaurant booking on the 8th 
please? 
Sys(Given Response)：[masked]
User： Could you get me a 
reservation at P.f. Chang's in 
Corte Madera at afternoon 12?

 prompt

User： Hi, could you get me a 
restaurant booking on the 8th please? 
Sys(Given Response)：May I know if 
you have any particular cuisine or 
ambiance preference for the 
restaurant? And what time exactly 
would you like to dine in?
User： Could you get me a reservation 
at P.f. Chang's in Corte Madera at 
afternoon 12?

May I know if you have any particular 
cuisine or ambiance preference for the 
restaurant? And what time exactly would 
you like to dine in?

 prompt

 True/False

Diversified Responses

Check Result

LLM-teacher

Generating Diversified Responses

Aligning Domain Knowledge

Small Student Model

Self-training

Figure 2: Overall architecture of DivTOD.

into smaller models. We use this framework to 122

pre-train DivTOD and model the intrinsic one-to- 123

many diversity of human conversations. (2) Our 124

DivTOD outperforms strong TOD baselines on di- 125

verse downstream dialogue tasks. It also learns the 126

intrinsic diversity of task-oriented dialogues 127

2 Model 128

2.1 Overall Architecture 129

Figure 2 shows the overall architecture of DivTOD. 130

Our framework comprises a teacher model MT 131

based on LLM and a student model MS based 132

on a smaller model, initialized by Vicuna-7b2 and 133

BERT-base-uncased3, respectively. First, we guide 134

the MT to generate diverse system responses based 135

on the dialogue context, using a "filling the blank" 136

approach. Then, we use the MT as a filter to align 137

the generated response with the domain knowledge 138

of the task-oriented dialogue context. Finally, by 139

continuously iterating the generate-filter steps, we 140

enable the MS to train on both the original dataset 141

and the generated dataset using the self-training 142

method proposed in Zeng et al. (2023). 143

2.2 Diversifying Task-Oriented Dialogue 144

Representations 145

Notation We use the collected datasets by TOD- 146

BERT (Wu et al., 2020) as our pre-training corpus. 147

The corpus is the combination of 9 publicly avail- 148

able task-oriented datasets, including 100,707 dia- 149

logues and 1,388,152 utterances over 60 domains. 150

For each dialogue, we first transform it into a to- 151

ken sequence D = {U1, S1, . . . , Un, Sn}. Ui and 152

Si denote the user utterance and system utterance 153

with a prefix of two special role tokens [USR] or 154

[SYS], respectively. n is the turn number of the 155

dialogue. 156

2https://huggingface.co/lmsys/vicuna-7b-delta-v1.1
3https://huggingface.co/bert-base-uncased
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Generating Diversified Responses We use a157

"filling in the blank" approach to guide MT in gen-158

erating diverse responses based on the dialogue159

context. For a given dialogue D, we randomly160

mask a system response Si and use the remaining161

part as the input D
′
. We design a few-shot prompt162

P consisting of a triplet (IP , DP , SP ) to instruct163

MT in generating diverse responses S
′
i based on164

D
′ 4. The core component of the P is IP , which165

describes the task to the model. IP also constrains166

the behavior of the model, preventing it from gener-167

ating irrelevant responses. DP is the input example,168

and SP is the corresponding generated response.169

For each input D
′
, we append it to P and use it as170

input to prompt MT to generate diverse responses.171

MT can mimic the demonstrations DP , SP in P172

to generate new diverse responses. The complete173

prompt example is shown in Figure 5 in Appendix.174

Aligning Domain Knowledge Although we can175

obtain more diverse responses using MT , these re-176

sponses may contradict the characteristics of task-177

oriented dialogue systems. For example, the gener-178

ated responses may provide excessive information179

that the user does not need or answer questions180

that the user asks in the future. To ensure that the181

generated responses align with domain knowledge182

in TOD, we designed a filter based on MT .We re-183

place the masked parts in D
′

with the generated184

response S
′
i to form a new input D

′′
. We have de-185

signed a few-shot prompt E consisting of a triplet186

(IE , DE , RE) to prompt MT to judge the contex-187

tual consistency of D
′′

and whether it conflicts with188

the characteristics of TOD. The core part of the189

prompt is IE , which describes the task to MT . The190

prompt also provides logical knowledge related to191

task-oriented dialogue. DE and RE are the demon-192

strations provided to MT . DE represents the ex-193

ample input, and RE represents the corresponding194

judgment result (either True or False). We append195

D
′′

to E and determine whether to keep S
′
i based196

on the filtering result. Figure 6 in the Appendix197

shows a complete example of this prompt.198

Self Training We iterate through the generate-199

filter steps (summarized in Algorithm 1 in Ap-200

pendix) described above and combine the newly201

generated dialogues with the original ones.202

We train MS using the self-training objective203

proposed by FutureTOD (Zeng et al., 2023) on the204

4We try different methods to instruct MT , including zero-
shot prompts. However, these methods are not very effective.
For example, the pass rate of the zero-shot method is low in
our post-filter.

assembled dialogues. We initialize the new student 205

model and teacher model using MS . For each dia- 206

logue, we randomly split it into context and future 207

sequences. The student model encodes the context 208

and obtains the original dialogue representation, 209

while the teacher model encodes both the context 210

and future to obtain the target. The architectures 211

of the student and teacher models are the same, 212

but the weights of the teacher model are period- 213

ically updated by the student. The training goal 214

is to align the original content representation with 215

the full representation containing future knowledge. 216

The generate-filter steps produce diverse responses, 217

resulting in multiple reasonable full representations 218

that can align with the same content representation. 219

Through the above framework of generation, fil- 220

tering, and self-training, we transfer both general 221

background knowledge and task-specific domain 222

knowledge from MT to MS . 223

3 Experiment 224

3.1 Pre-training Corpus 225

We use the nine different task-oriented datasets 226

collected by Wu et al. (2020) and show the full 227

details in Appendix A. 228

3.2 Baselines 229

DivTOD is evaluated on various downstream tasks 230

and compared to several well-established baselines, 231

including both encoder-only and generative archi- 232

tectures. For details about the baselines, please 233

refer to the Appendix B. 234

3.3 Implementation Details 235

LLM generating Details We use Vicuna as LLM 236

to generate diverse system responses and to align 237

domain knowledge. For experimental details and 238

hyperparameter settings for this stage, please refer 239

to the Appendix C.1. 240

Pre-training Details After diverse system re- 241

sponse generation, all the dialogue will be merged 242

into the original dataset as the new dataset to pre- 243

train. The details of the hyperparameters for the 244

pre-training can be found in the Appendix C.2. 245

Finetuning Details After completing pre- 246

training on dialogue, we perform supervised fine- 247

tuning on downstream dialogue tasks. However, 248

it is important to note that we only use generated 249

diverse dialogue during the pre-training phase. In 250

the fine-tuning phase, we use datasets and settings 251

that are identical to the previous baseline, includ- 252

ing golden labels such as dialogue acts. The details 253
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Model ACC(acc) Acc(in) Acc(out) Recall(out)
BERT 84.9% 95.8% 88.1% 35.6%
DialoGPT 83.9% 95.5% 87.6% 32.1%
BERT-mlm 85.9% 96.1% 89.5% 46.3%
SimCSE 82.3% 94.7% 86.6% 26.6%
TOD-BERT 86.6% 96.2% 89.9% 43.6%
DSE 84.3% 95.8% 87.7% 32.5%
FutureTOD 87.2% 96.0% 90.0% 47.6%
DivTOD 87.4%* 95.8% 90.5%* 49.5%*

Table 1: Intent recognition results on the OOS dataset.
Acc(all), Acc(in), Acc(out) denotes the overall accuracy,
in-domain intent accuracy, and out-of-domain intent
accuracy. The numbers with * are significant using t-
test with p < 0.01.

of the hyperparameters for the pre-training can be254

found in the Appendix C.3.255

3.4 Main Results256

We evaluate all the pre-trained LMs on four core257

task-oriented dialogue tasks: intent recognition, di-258

alogue state tracking, dialogue act prediction, and259

response selection. It is important to emphasize260

that our focus is on learning diverse dialogue rep-261

resentations. Therefore, we are more concerned262

with tasks related to dialogue understanding rather263

than tasks related to response generation. To en-264

sure fairness in our evaluation, we adopt the same265

architecture for all baselines following TOD-BERT266

and only add simple components to the pre-trained267

model, such as a single-layer classification head.268

For each downstream task, we conduct experiments269

using the entire dataset. In addition, we also ex-270

plored few-shot setting experiments in section 4.4.271

This allowed us to see how well these pre-trained272

language models generalize to multiple tasks and273

scenarios.274

Intent Recognition is a multi-class classifica-275

tion task that takes a dialogue utterance as input276

and predicts an intent label. We use the [CLS]277

embeddings from the model as the dialogue repre-278

sentation. The model is trained with cross-entropy279

loss. We report classification accuracy and recall.280

Table 1 shows the results of intent recognition281

on the OOS dataset (Larson et al., 2019), which282

includes 151 intent classes across ten domains, in-283

cluding 150 in-domain intents and out-of-domain284

(OOD) intents. We find DivTOD outperforms all285

the baselines on 3 of 4 metrics, especially with286

significant improvements in overall accuracy and287

OOD metrics. All the results show the general-288

ization ability of DivTOD both on in-domain and289

out-of-domain metrics.290

Dialogue State Tracking is a multi-class classi-291

fication task, which involves identifying the slot292

Model Joint Acc Slot Acc
BERT 45.6% 96.6%
BERT-mlm 47.7% 96.8%
SimCSE 48.0% 96.8%
TOD-BERT 48.0% 96.9%
DSE 49.9% 97.0%
FutureTOD 50.4% 97.1%
DivTOD 50.9%* 97.2%*

Table 2: Dialogue state tracking results on MWOZ 2.1.
We report joint goal accuracy (Joint Acc) and slot ac-
curacy (Slot Acc). The numbers with * are significant
using t-test with p < 0.01.

values for each (domain, slot) pair at each dia- 293

logue turn, based on a pre-defined ontology. The 294

model takes dialogue history as input and is trained 295

with cross-entropy loss summed over all the pairs. 296

We use a widely-used TOD dataset MWOZ 2.1 297

(Budzianowski et al., 2018) across seven different 298

domains. We report the Joint acc and Slot acc. The 299

Joint acc considers true if and only if the predicted 300

values exactly match its ground truth values at each 301

dialogue turn. The slot acc individually compares 302

each (domain, slot, value) triplet to its ground truth 303

label. 304

Table 2 shows the results of dialogue state track- 305

ing on MWOZ 2.1. Our DivTOD achieves state-of- 306

the-art results on all the metrics. We find SimCSE 307

performs poorly because it ignores the intrinsic 308

properties of dialogue data and can not model over- 309

all dialogue. Our method achieves a greater im- 310

provement on joint accuracy than on slot accuracy, 311

indicating the strength of understanding the overall 312

dialogue context. For example, DivTOD outper- 313

forms TOD-BERT by 0.3% on Slot Acc but 2.9% 314

on Joint Acc in the full data setting, which indicates 315

the superiority of dialogue modeling. 316

Dialogue Act Prediction is a multi-label clas- 317

sification task that takes dialogue history as input 318

and predicts multiple dialogue acts corresponding 319

to system response. The model is trained with bi- 320

nary cross-entropy loss over all possible actions. 321

During inference, the threshold for triggering the 322

dialogue act is set to 0.5. We use two datasets 323

MWOZ (Budzianowski et al., 2018) and DSTC2 324

(Henderson et al., 2014). Following (Wu et al., 325

2020), we use the same data preprocessing to uni- 326

form the original dialogue acts to a general format. 327

We report the micro-F1 and macro-F1. 328

Table 3 displays the results of dialogue act pre- 329

diction on MWOZ and DSTC2 datasets. Our 330

DivTOD method outperforms all other baselines 331

in three out of four metrics. Specifically, our 332

method surpasses FutureTOD on the DSTC2 333
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Model MWOZ DSTC2
micro-F1 macro-F1 micro-F1 macro-F1

BERT 91.4% 79.7% 92.3% 40.1%
DialoGPT 91.2% 79.7% 93.8% 42.1%
BERT-mlm 91.7% 79.9% 90.9% 39.9%
SimCSE 91.6% 80.3% 91.5% 39.6%
TOD-BERT 91.7% 80.6% 93.8% 41.3%
DSE 91.7% 81.3% 92.6% 40.2%
FutureTOD 92.0% 81.9% 94.6% 44.6%
DivTOD 91.7% 82.6%* 95.8%* 46.5%*

Table 3: Dialogue act prediction results on MWOZ and
DSTC2. The numbers with * are significant using t-test
with p < 0.01.

dataset, demonstrating significant improvement. It334

also exhibits improvement on MWOZ, with the335

macro-F1 increasing from 81.9% to 82.6%. How-336

ever, we notice that different methods exhibit un-337

clear distinctions in terms of micro-F1. We at-338

tribute this to the imbalanced distribution of di-339

alogue action labels in MWOZ. In such cases,340

macro-F1 provides a more reasonable evaluation341

metric as it assigns equal weight to each label, re-342

gardless of the number of samples. In addition to343

the higher response quality, we also observe that344

DivTOD captures a wider range of dialogue poli-345

cies and learns the intrinsic one-to-many diversity346

of TOD, as discussed in Section 4.6.347

Response Selection is a ranking task that aims348

to retrieve the most relative system response from a349

candidate pool based on dialogue history. We also350

use MWOZ and DSTC2 as our evaluation datasets.351

We use a dual-encoder strategy, which calculates352

similarity scores between dialogue history and can-353

didate responses. We train this model with random354

system responses from the corpus as negative sam-355

ples. We report k-to-100 accuracy. This metric356

represents the ratio of the ground-truth response357

being ranked in the top-k positions when compared358

to 99 randomly sampled responses, as determined359

by the scores computed by the dual-encoder.360

Table 4 displays the results of response selec-361

tion on MWOZ and DSTC2. Our DivTOD method362

achieves state-of-the-art results on all metrics. De-363

spite TOD-BERT being pre-trained with a response364

contrastive objective, our method still significantly365

outperforms it on both MWOZ and DSTC2 in full366

data settings. This indicates that Our Method has367

better generalization capabilities. Compared to Fu-368

tureTOD, our method brings significant improve-369

ments in response selection, indicating that it can370

enhance the diversity of TOD representation and371

thus improve performance.372

In summary, our method shows notable improve-373

ments in dialogue act prediction and response se-374

Model MWOZ DSTC2
1-to-100 3-to-100 1-to-100 3-to-100

BERT 47.5% 75.5% 46.6% 62.1%
DialoGPT 35.7% 64.1% 39.8% 57.1%
BERT-mlm 48.1% 74.3% 50.0% 65.1%
SimCSE 64.2% 85.4% 55.6% 70.5%
TOD-BERT 65.8% 87.0% 56.8% 70.6%
DSE 63.3% 85.3% 58.3% 72.0%
FuturueTOD 68.5% 87.9% 58.4% 72.6%
DivTOD 71.3%* 90.4%* 59.5%* 74.0%*

Table 4: Response selection evaluation results on
MWOZ and DSTC. We report 1-to-100 and 3-to-100
accuracy, which represents the ratio of the ground-truth
response being ranked at the top-1 or top-3 given 100
candidates. The numbers with * are significant using
t-test with p < 0.01.

lection tasks. This indicates that considering the 375

one-to-many nature of dialogues is essential for 376

these tasks. Furthermore, our method also achieves 377

enhancement in other important task-oriented dia- 378

logue tasks, such as intent classification and dialog 379

state tracking. This further highlights the general- 380

ization of our method across various tasks. 381

4 Qualitative Analysis 382

4.1 Ablation Study of Domain Knowledge 383

Alignment 384

Table 6 presents the ablation study results of the 385

domain knowledge alignment, on the two down- 386

stream tasks, dialogue act prediction on DSTC2 387

and response selection on MWOZ 5. DivTOD per- 388

forms the best under various conditions when train- 389

ing using dialogue with aligned domain knowledge. 390

However, the performance of DivTOD w/o Align 391

is unsatisfactory. For example, in the dialogue 392

act prediction task, DivTOD w/o Align is similar 393

to the baseline and lower than DivTOD’s perfor- 394

mance. This suggests that aligning with domain 395

knowledge may help maintain consistency in TOD 396

dialogues, thereby contributing to the likelihood 397

that the diverse dialogues generated by LLM have 398

a beneficial influence on the pre-training process. 399

To visually represent the quality of the generated 400

dialogues by different methods, we randomly se- 401

lected dialogue samples, as shown in the Figure 3. 402

From the dialogue examples, it can be seen that the 403

DivTOD’s dialogues are different from the original 404

text and they are all consistent with the dialogue 405

context. However, DivTOD w/o Alignment’s Di- 406

alogue produces two problems. First, LLM may 407

not answer according to the prompt instructions, 408

5Considering the cost of qualitative analysis, we select
two classic task-oriented tasks. Furthermore, we use different
datasets for each task to ensure generalizability.
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Source Unique 1-gram Unique 2-gram Unique 3-gram
Raw Dialogue 380 1512 2391
PPTOD 221 736 1189
Vicuna-7b 357 1793 3497

Table 5: The number of unique n-grams contained in
the generated responses. "Raw Dialogue," "PPTOD,"
and "Vicuna-7b" refer to responses from the original
dialogues, PPTOD, and the LLM we utilized.

Method MWOZ DSTC2
1-to-100 3-to-100 micro-F1 macro-F1

FutureTOD 68.5% 87.9% 94.6% 44.6%
DivTOD w/o Align 70.0% 90.1% 94.8% 44.2%
DivTOD 71.3% 90.4% 95.8% 46.5%

Table 6: Ablation Study of Domain Knowledge Align-
ment. DivTOD w/o Align denotes the DivTOD without
domain knowledge alignment.

but may produce irrelevant answers such as “here’s409

the rewritten response:”. Second, LLM may pro-410

duce answers that do not match the context, such411

as answering questions that users will only raise or412

provide information in the future.413

4.2 Advantages of LLMs in Generating414

Diversified Responses415

To demonstrate the advantage of LLMs over other416

models trained solely on TOD data in generating di-417

versified responses, we randomly sample 500 TOD418

dialogue samples and generate responses using419

both PPTOD (Su et al., 2021) and LLM 6. We com-420

pare the number of unique n-grams contained in the421

generated responses. Tabel 5 demonstrates that the422

responses generated by LLM contain more unique423

n-grams than those generated by PPTOD, even sur-424

passing the number of unique n-grams present in425

the original dialogue. We analyze that PPTOD,426

being pre-trained on the TOD dataset, overfits the427

limitations of that dataset, resulting in a decrease428

in the diversity of responses it generates. This fur-429

ther supports the evidence that LLM is capable of430

generating more diverse responses.431

4.3 Quantity of Diverse Dialogues432

In our default experimental setting, we instructed433

LLMs to generate about 50k diverse dialogues for434

dialogue pre-training. Figure 4 shows the effect of435

varying the number of diverse dialogues during pre-436

training, on the two downstream tasks of dialogue437

act prediction on DSTC2 and response selection438

on MWOZ. We find the performance of DivTOD439

on both two tasks gradually improves as the num-440

ber of diverse dialogues increases. This indicates441

that diverse dialogues generated by large language442

6We do not include PPTOD in the main results because
they use supervised labels. We focus on unsupervised dialogue
pretraining and do not compare with it for fairness.

models can continuously improve the model’s gen- 443

eralization. 444

4.4 Few Shot Learning 445

Table 7 displays the results of dialogue act predic- 446

tion on DSTC2 and response selection on MWOZ 447

in few shot setting. 7 Our DivTOD achieves state- 448

of-the-art results on all the metrics. Although our 449

DivTOD method and FutureTOD were both pre- 450

trained using non-contrastive self-training frame- 451

works, our DivTOD method significantly outper- 452

forms FutureTOD on both datasets in both 1% and 453

10% data settings. This demonstrates that DivTOD 454

has a superior generalization capability across dif- 455

ferent scenarios. 456

We used the same pre-training corpus as the pre- 457

vious baseline, which includes MWOZ and Cam- 458

Rest676 (also part of MWOZ). However, concerns 459

may arise about the reliability of few-shot perfor- 460

mance due to this. To address this, we excluded 461

MWOZ and CamRest676 from the pre-training 462

corpus and evaluated the performance of Future- 463

TOD and DivTOD on a 1% data setting. On the 464

MWOZ dataset, the performance of FutureTOD† 465

and DivTOD† decreased. This suggests that in- 466

cluding MWOZ in the pre-training phase does 467

enhance few-shot performance. However, our 468

DivTOD† still achieves good performance and sur- 469

passes FutureTOD†. Surprisingly, on the DSTC2 470

dataset, DivTOD† and FutureTOD† also exhibit a 471

slight decrease in performance. This highlights 472

the high quality of MWOZ as a TOD dataset and 473

provides some justification for its inclusion in the 474

pre-training corpus in the previous baseline. 475

4.5 Zero Shot Learning 476

To validate the unsupervised embedding capability 477

of our model, we performed zero-shot response 478

selection on the MWOZ and DSTC2 datasets. The 479

results are displayed in Table 8. BERT, Future- 480

TOD, and DivTOD use an encoder architecture, 481

while LLaMA and Vicuna use a decoder architec- 482

ture. Therefore, for encoder models, we use the 483

hidden state of the [CLS] layer as the embedding 484

for inference retrieval, while for decoder models, 485

we use the hidden state corresponding to the last in- 486

put character as the embedding (consistent with the 487

settings of DialoGPT). Our DivTOD outperforms 488

BERT, FutureTOD, and LLaMA on all metrics, 489

7TOD-BERT uses the response contrastive loss as the pre-
training objective on full MWOZ training data so we don’t
report its results on few-shot setting.
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usr:Do you have any restaurants that serve caribbean food?
sys:There are no Caribbean restaurants. Would you like something else?
usr:What about a restaurant that serves Chinese food? What is their phone number?
sys:There are many Chinese restaurants to choose from. Do you have a preferred 
area of town?
usr:no, it doesn't matter 
sys:Let me provide you with a couple options, Charlie Chan- phone 01223 361763 or 
Golden House - phone 01842 753771
usr:Thank you, goodbye
sys:Thank you for calling. Goodbye.

usr:Do you have any restaurants that serve caribbean food?
sys:Yes, there are several Caribbean restaurants in the area. Would you like me to 
provide you with a list of options?
usr:What about a restaurant that serves Chinese food? What is their phone number?
sys:There are many Chinese restaurants to choose from. Do you have a preferred 
area of town?
usr:no, it doesn't matter 
sys:Let me provide you with a couple options, Charlie Chan- phone 01223 361763 or 
Golden House - phone 01842 753771
usr:Thank you, goodbye
sys:You're welcome. Let me know if you need any further assistance.

usr:Do you have any restaurants that serve caribbean food?
sys:Sure, here's the rewritten response:
usr:What about a restaurant that serves Chinese food? What is their phone number?
sys:Sure, here are a few options for Chinese restaurants in the area. Charlie Chan's 
phone number is 01223 361763, and Golden House's phone number is 01842 
753771. Let me know if you have any other questions or if you'd like me to book a 
table for you.
usr:no, it doesn't matter 
sys:Let me provide you with a couple options, Charlie Chan- phone 01223 361763 or 
Golden House - phone 01842 753771
usr:Thank you, goodbye
sys:Thank you for calling. Goodbye.

Original Dialogue DivTOD s Dialogue DivTOD w/o Alignment s Dialogue

Figure 3: Different Dialogue Cases. Original Dialogues refers to the dialogues from the original TOD dataset.
DivTOD’s Dialogue refers to the dialogues generated using the complete generating and aligning steps. DivTOD
w/o Alignment’s Dialogue refers to the dialogues generated after removing domain knowledge alignment.

(a) MWOZ (b) DSTC2
Figure 4: The ablation experiment on the impact of
the number of diverse dialogues generated by large lan-
guage models on TOD.

Model DSTC2 MWOZ
micro-F1 macro-F1 1-to-100 3-to-100

1 % Data

BERT 77.1% 25.8% 7.8% 20.5%
BERT-mlm 79.6% 26.4% 13.0% 34.6%
SimCSE 78.9% 27.3% 17.2% 32.6%
TOD-BERT 82.9% 28.0% - -
DSE 72.4% 21.4% 7.9% 21.2%
FutureTOD† 77.2% 26.2% 21.7% 40.6%
FutureTOD 83.7% 31.0% 35.8% 53.5%
DivTOD† 79.0% 26.9% 24.6% 45.2%
DivTOD 85.7% 36.5% 36.9% 59.4%

10 % Data

BERT 88.2% 34.8% 20.9% 45.4%
BERT-mlm 91.8% 39.4% 22.3% 48.7%
SimCSE 92.3% 40.5% 37.2% 60.6%
TOD-BERT 90.6% 38.8% - -
DSE 91.1% 39.0% 24.8% 49.4%
FutureTOD 93.6% 40.9% 50.0% 72.8%
DivTOD 95.1% 45.6% 52.0% 76.5%

Table 7: Dialogue act prediction on DSTC2 and
response selection on MWOZ for few-shot settings.
DivTOD† and FutureTOD† are the models obtained
by removing MWOZ and CamRest676 from the pre-
training corpus. For DivTOD, we also excluded diversed
dialogues generated from these two datasets.

and is comparable to Vicuna. This indicates that490

the model has already gained strong context rep-491

resentation ability from the diverse dialogue data492

pre-training provided by Vicuna. However, the493

time cost and parameter size are much smaller than494

LLM like Vicuna, with a 14-fold and 70-fold re-495

duction respectively496

4.6 Representation Diversity497

To understand whether our DivTOD can capture498

more diverse dialogue information and learn the in-499

trinsic one-to-many diversity of TOD, we perform a500

qualitative analysis on the MWOZ test set. For each501

dialogue history, we select 2000 randomly sampled502

responses. We then compute the cosine distance 503

between the representations of the dialogue history 504

and response using a pre-trained response selection 505

model in Table 4. We select the top 10 responses 506

according to the cosine distance and compute Di- 507

versity and Coherence as the automatic metrics. 508

Diversity denotes the number of unique types of 509

dialogue acts in the top 10 responses. Coherence 510

denotes average relevance scores between history 511

and top-10 responses using a fine-tuned dual en- 512

coder in the response selection task.8 We combine 513

these two metrics to get the combined scores to 514

measure the overall automatic response diversity 515

and quality. The left part of Table 9 shows the auto- 516

matic results of different pre-trained models. Our 517

model has advantages in all metrics, indicating that 518

our model can capture rich dialogue policies with- 519

out sacrificing response relevance. We also find 520

TOD-BERT achieves comparable performance on 521

coherence but performs worst on diversity, even 522

worse than BERT. It proves that the noise intro- 523

duced by the selection of positive and negative 524

samples in contrastive learning may hurt the one- 525

to-many diversity of dialogue representations. 526

Following Zhang et al. (2020a), we conduct a hu- 527

man evaluation to assess the appropriateness of in- 528

dividual responses and the diversity among selected 529

responses. The appropriateness(App) is scored on 530

a Likert scale of 1-3 for each response, while the di- 531

versity is scored on a Likert scale of 1-5 for all top 532

10 responses. We sample one hundred dialogue his- 533

tories and corresponding top 10 responses retrieved 534

by different pre-trained models. These samples 535

are then scored by three judges given the dialogue 536

history. The right part of Table 9 shows the results 537

of the human evaluation. We can find that the re- 538

sults of the human evaluation have the same trend 539

as the automatic evaluation. Both the automatic 540

evaluation and the human evaluation prove that our 541

DivTOD model can learn the intrinsic one-to-many 542

diversity of task-oriented dialogues. 543

8We use TOD-BERT model in Table 4, but we observe
similar results using other response selection models.
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Model Dataset 1-to-100 3-to-100 5-to-100 10-to-100 Inference efficiency Parameter size
BERT

MWOZ

1.8% 6.0% 9.9% 20.0% 89.9 110M
FutureTOD 2.1% 6.3% 10.4% 20.7% 89.9 110M
LLaMA-7b 2.2% 6.3% 10.4% 20.7% 5.3 7B
Vicuna-7b 2.6% 7.3% 11.8% 22.7% 5.3 7B
DivTOD (50k) 2.5% 6.3% 11.0% 21.2% 89.9 110M
BERT

DSTC2

1.0% 3.3% 6.3% 16.5% 89.9 110M
FutureTOD 1.7% 5.1% 9.0% 17.9% 89.9 110M
LLaMA-7b 2.1% 6.0% 10.1% 19.6% 5.3 7B
Vicuna-7b 2.0% 6.2% 10.5% 20.4% 5.3 7B
DivTOD (50k) 2.2% 6.6% 11.1% 21.1% 89.9 110M

Table 8: Response Selection on DSTC2 and MWOZ for zero-shot setting. We report 1-to-100, 3-to-100, 5-to-100,
and 10-to-100 accuracy, which represents the ratio of the ground-truth response being ranked at the top-1,top-3,
top-5 and top-10 given 100 candidates. Inference efficiency denotes the number of samples a model can infer per
second when deployed on an Nvidia Tesla A100 GPU.

Model
Automatic Human

Diversity Conherence Combineed Diversity App
BERT 5.50 0.668 12.18 1.97 1.23
BERT-mlm 5.43 0.689 12.32 2.07 1.67
SimCSE 5.48 0.675 12.23 1.93 1.47
TOD-BERT 5.05 0.709 12.14 2.20 1.87
DSE 6.17 0.680 12.97 2.53 1.33
FutureTOD 6.33 0.706 13.39 2.67 1.91
DivTOD 7.92 0.730 15.22 2.88 1.94

Table 9: The automatic results and human evaluation
results of response diversity on the MWOZ test set. The
combined score is the overall automatic result which
is calculated as follows: Combined score = Diversity +
10*Coherence.

5 Related Work544

Dialogue Pre-trained Language Models Zhang545

et al. (2020b) use pre-trained GPT-2 model (Rad-546

ford et al., 2019) on Reddit data for open-domain547

dialogue response generation. PLATO (Bao et al.,548

2019) pre-trains a dialog generation model with549

discrete latent variables using Twitter and Reddit550

data, which implicitly models dialog policy and551

solves the one-to-many mapping problem in open-552

domain dialog generation. However, since these553

models focus on chitchat dialogue, we do not com-554

pare them with our DivTOD. Wu et al. (2020);555

Zhou et al. (2022) use contrastive learning to learn556

TOD dialogue representations. Henderson et al.557

(2020); Liu et al. (2021) use similar ideas for dia-558

logue retrieval and response selection. Zeng et al.559

(2023) proposes a non-contrastive framework that560

distills future knowledge into the representation561

of the previous dialogue. Apart from these un-562

supervised methods, Zhou et al. (2022); He et al.563

(2022) use labeled dialogue data for supervised or564

semi-supervised pre-training. Since we focus on565

unsupervised TOD pre-training in this paper, we566

do not compare these models and leave it to future567

work.568

Enhancing small models with LLMs Large Lan-569

guage Models (LLMs) (Han et al., 2021; Bom-570

masani et al., 2021), such as ChatGPT and GPT-571

4 (OpenAI, 2023), have demonstrated excellent572

generalization abilities in many language-related573

tasks. Recently, there have been many efforts 574

to distill powerful LLMs for data augmentation, 575

hoping to obtain equally powerful larger mod- 576

els through this approach without modifying the 577

training objectives or model structures. For ex- 578

ample, SelfInstruct (Wang et al., 2022) and Al- 579

paca (Touvron et al., 2023) generate 52k high- 580

quality instruction-response pairs by distilling Text- 581

Davinci-003, based on 175 seed tasks. In another 582

line of work, LLMs are used to improve the ability 583

of small models for specific tasks. Ho et al. (2022) 584

and Hsieh et al. (2023) use LLMs to generate ra- 585

tionales that enhance the model’s reasoning ability. 586

Liang et al. (2023) uses LLMs as a math tutor to 587

improve the model’s math ability. In impossible 588

distillation (Jung et al., 2023), LLMs help mod- 589

els generate high-quality and controllable summa- 590

rizations and paraphrases. In contrast to previous 591

work, we transfer rich background knowledge from 592

LLMs to smaller models while filtering out domain 593

knowledge that is irrelevant to the task-oriented 594

dialogue system. 595

6 Conclusion 596

We propose a new dialogue pre-training called Di- 597

vTOD to diversify task-oriented dialogue repre- 598

sentations by modeling the intrinsic one-to-many 599

diversity of human conversations. DivTOD guides 600

LLMs to transfer diverse background knowledge to 601

smaller models while filtering domain knowledge 602

that conflicts with task-oriented dialogues. Our ex- 603

periments on various task-oriented dialogue tasks 604

show that DivTOD outperforms FutureTOD, TOD- 605

BERT, DSE, and other strong baselines. We plan 606

to release all pre-trained models and code to fa- 607

cilitate future research. In the future, we hope to 608

explore larger pre-trained models and more task- 609

oriented dialogue corpora and extend similar ideas 610

to generative dialogue models. 611
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Limitations612

While DivTOD achieves significant improvements613

over existing baselines, there are still directions614

to explore for future work. (1) We have designed615

a simple and effective method for LLMs to help616

dialogue pre-train models capture the intrinsic one-617

to-many diversity of human conversations. How-618

ever, we have not considered solving this problem619

through the structure of the dialogue pretraining620

model. In the future, we will explore designing621

more efficient architectures for dialogue pretraining622

models and more efficient methods of knowledge623

transfer. (2) DivTOD only focuses on dialogue624

understanding tasks, such as dialogue act predic-625

tion and response selection. In the future, we will626

expand the idea of LLM collaborating with small627

models to generative dialogue pre-trained models.628

(3) We attempt various instructions to constrain629

the responses of MT , including zero-shot prompts.630

However, these methods have not been very effec-631

tive. For instance, the pass rate of the zero-shot632

method is relatively low in our post-filter. So we633

did not report these results. In the future, we plan634

to explore more advanced prompt techniques, such635

as the CoT method, to enhance our approach.636

Ethics Statement637

We use Large Language Models (LLMs) to gener-638

ate diverse responses. Despite our efforts to align639

domain knowledge, LLMs are inevitably prone to640

generating biased content. We anticipate that fu-641

ture research will focus on reducing the anti-social642

biases inherent in LLMs.643
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Name Dialogue Utterance Avg. Turn Domain
MetaLWOZ 37,884 432,036 11.4 47
Schema 22,825 463,284 20.3 17
Taskmaster 13,215 303,066 22.9 6
MWOZ 10,420 71,410 6.9 7
MSR-E2E 10,087 74,686 7.4 3
SMD 3,031 15,928 5.3 3
Frames 1,369 19,986 14.6 3
WOZ 1,200 5,012 4.2 1
CamRest676 676 2,744 4.1 1

Table 10: Data statistics for our pre-training task-
oriented dialogue datasets.

A Pre-training Data Statistics 881

We use the nine different task-oriented datasets col- 882

lected by (Wu et al., 2020): MetaLWOZ (Lee et al., 883

2019), Schema (Rastogi et al., 2020), Taskmaster 884

(Byrne et al., 2019), MWOZ (Budzianowski et al., 885

2018), MSR-E2E (Li et al., 2018), SMD (Eric et al., 886

2017), Frames (Asri et al., 2017), WOZ (Mrksic 887

et al., 2017), CamRest676 (Rojas-Barahona et al., 888

2017). We show the full statistics in Table 10. 889

B Baselines 890

DivTOD is evaluated on a variety of downstream 891

tasks and compared to several well-established 892

baselines. One such baseline is BERT (Devlin et al., 893

2019), which is the original BERT-base-uncased 894

model that was pre-trained on a large text corpus. 895

Another baseline is BERT-mlm, which is a version 896

of BERT that underwent continual pre-training us- 897

ing MLM on our pre-training dialogue corpus. Di- 898

aloGPT (Zhang et al., 2020b) is also included as 899

a baseline, it is a decoder-only dialogue genera- 900

tion model that utilizes a language modeling target. 901

SimCSE (Gao et al., 2021) constructs positive pairs 902

using Dropout and undergoes further pre-training 903

on the same TOD corpus. TOD-BERT (Wu et al., 904

2020) employs a contrastive response selection ob- 905

jective, treating a response utterance and its dia- 906

logue context as a positive pair. DSE (Zhou et al., 907

2022) takes consecutive utterances from the same 908

dialogue as positive pairs.9 FutureTOD(Zeng et al., 909

2023) uses a non-contrastive self-training frame- 910

work with a self-distillation mechanism. It should 911

be noted that some dialogue pre-training methods 912

adopt an encoder-decoder architecture, but they 913

usually use supervised settings, i.e. using labeled 914

NLI datasets (Williams et al., 2018; Welleck et al., 915

2019) or dialogue act labels (He et al., 2022). How- 916

9In the interest of fairness, we use the unsupervised version
of DSE, as done by Zeng et al. (2023).

11

https://doi.org/10.18653/v1/2023.acl-long.360
https://doi.org/10.18653/v1/2023.acl-long.360
https://doi.org/10.18653/v1/2023.acl-long.360
https://doi.org/10.18653/v1/2023.acl-long.360
https://doi.org/10.18653/v1/2023.acl-long.360


ever, our focus is on unsupervised dialogue pre-917

training, and for fairness, we do not compare with918

them.919

To validate the unsupervised embedding capa-920

bility of our model, we also compared it with the921

7B model LLaMA (Touvron et al., 2023) and Vi-922

cuna (Chiang et al.) in a zero-shot response se-923

lection task. LLaMA is a powerful open-source924

large-scale model trained on a large corpus, while925

Vicuna is fine-tuned based on LLaMA using 70K926

high-quality conversation data.927

C Implementation Details928

C.1 LLM generating Details929

We use Vicuna as LLM to generate diverse system930

responses and to align domain knowledge. For gen-931

eration settings, the maximum generation length932

is 1024, the temperature is 0.7, and in order to933

ensure dialogue diversity, we choose to perform934

sampling. For verification settings, we obtain the935

logits corresponding to True and False in the first936

word of Vicuna’s decoding as the basis. In addi-937

tion, if the model does not understand the task10, it938

will also be considered as not passing verification.939

If the response does not pass verification, Vicuna940

will generate a response again and verify it. The941

original dialogue will be retained if the generated942

response fails verification 5 times. Half responses943

in the dialogue will be rewritten. After diverse sys-944

tem response generation, all the dialogue will be945

merged into the original dataset as the new dataset946

to pre-train.947

C.2 Pre-training Details948

In DivTOD, we utilize a batch size of 48 and set the949

maximum input length to 512. The models are ini-950

tialized using BERT-base-uncased and optimized951

using the Adam optimizer and a linear learning952

rate scheduler with an initial learning rate of 5e-5.953

A dropout ratio of 0.2 is employed and the mask954

ratio is set to 15%. The predictor MLP head con-955

sists of two linear layers and a ReLU activation956

layer with an input dimension of 768 and a mid-957

dle hidden dimension of 512. Upon completion958

of pre-training, all parameters of the Bert encoder959

are saved and the MLP head module is dropped for960

fine-tuning downstream tasks. Pre-training takes961

three days using an early-stopped strategy based on962

10For example, answering “I am a large language model”
or “Okay, here is the written response you need”, etc.

perplexity scores of a held-out development con- 963

ducted on eight NVIDIA Tesla A100 GPUs. We 964

use pre-trained models including BERT-MLM and 965

TOD-BERT released by (Wu et al., 2020), DSE 966

model released by (Zhou et al., 2022), and Fu- 967

tureTOD model released by (Zeng et al., 2023). 968

We re-implement SimCSE(Gao et al., 2021) using 969

Dropout to construct positive pairs and augment 970

every single utterance obtained through Dropout on 971

our pre-training corpora. In terms of computational 972

efficiency during pre-training, our DivTOD model 973

is comparable to other baselines. 974

C.3 Finetuning Details 975

For BERT-mlm and TOD-BERT, we use the results 976

reported by TOD-BERT (Wu et al., 2020) directly. 977

We adopt the same hyperparameters for all down- 978

stream tasks except the batch size and learning rate. 979

We finetune all downstream tasks with the original 980

dataset for 50 epochs with an early-stopped strategy 981

evaluated on the validation set every 100 steps with 982

patience set to 10. We respectively set the batch 983

size to 8, 25, 16, and 100 for intent recognition, di- 984

alogue state tracking, dialogue act prediction, and 985

response selection and keep the learning rate to 986

5e-5 for all the tasks. 987

D Prompt Examples 988

We provided prompts for generating diversified re- 989

sponses and aligning domain knowledge in Figure 990

5 and Figure 6, respectively. 991
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#example#
#Given Dialogue#
USR: Hi, could you get me a restaurant booking on the 8th please?
SYS(Given Response): [masked]
USR: Could you get me a reservation at P.f. Chang's in Corte Madera at afternoon 12?
SYS: Please confirm your reservation at P.f. Chang's in Corte Madera at 12 pm for 2 on March 8th.
#Response to#: Hi, could you get me a restaurant booking on the 8th please?
#Response#:"Thanks for considering booking with us! May I know if you have any particular cuisine or 
ambiance preference for the restaurant? And what time exactly would you like to dine in?"

#your task#
#Given Dialogue#
USR:I am looking for a restaurant that is moderately priced and serves Cantonese food.
SYS:There are no restaurants that serve Cantonese food in the moderate price range.
USR:How about chinese type of food?
SYS:the Golden wok serves chinese food and is in the moderate price range.  Would you like their 
location? 
USR:Their phone number please.
SYS(Given Response): [masked]
USR:What is the area?
SYS:it is located in the north part of town
USR:Thank you for your help. Good bye.
SYS:Goodbye.
#Response to#: Their phone number please.
#Response#:

Demonstrations (D
P
,S

P
)

Input

"A chat between a curious user and an artificial intelligence assistant. "
"The assistant gives helpful, detailed, and polite answers to the user's questions. "
"I will give you a dialogue between a user and a system. USR means user, SYS means system. "
"However, there is a responce made by system in the conversation covered in ink, expressed as' masked' 
in the dialogue. "
"As a talent writer, your task is to create a response to replace the [masked] within a dialogue to make it 
more appropriate and logically coherent within the its corresponding context. "
"Be sure the system want to reply users query just before the SYS(Given Response) in the dialogue, so 
you should act as the system, which means you can complete all task system can do like booking a table. 
"
"The system may also want to ask questions to the user, if user just apply relative information to the 
SYS(Given Response) in the dialogue. "
"Do not responce to the user's query that after the SYS(Given Response), just rewrite the system 
response. "
"Do not ask information that user already provided before the SYS(Given Response). "
"Do not provide information that user did not ask for before the SYS(Given Response). "
"Do not write fine-grained information like address,time etc. that user provide after [masked]. "
"Do not provide too much information. "
"Do not write any prefix that is not a part of the system response, like 'Sure, here's the rewritten 
response'"
"Do not write any user responce. The response should be one line, only focus on SYS(Given Response) 
line. "
"I will give you the query you should responce and what user reply to your responce. "
"Before your work, I will give you a example and a good assistant answer to help you understand the 
task.",

Generation Instruction (I
P
)

#your task#
#Given Dialogue#
USR:I am looking for a restaurant that is moderately priced and serves Cantonese food.
SYS:There are no restaurants that serve Cantonese food in the moderate price range.
USR:How about chinese type of food?
SYS:the Golden wok serves chinese food and is in the moderate price range.  Would you like their 
location? 
USR:Their phone number please.
SYS(Given Response): [masked]
USR:What is the area?
SYS:it is located in the north part of town
USR:Thank you for your help. Good bye.
SYS:Goodbye.
#Response to#: Their phone number please.
#Response#:

Input(D')

Figure 5: The complete prompt example for generating
diversified responses.

Algorithm 1 Generating-Aligning Steps

1: Initialization: Generation Prompt with Ex-
ample P , Eval Prompt with Example E, Try
Turns T , Model MT

2: Input: a Dialogue D, Dialogue Turns Number
n

3: for N in [1,⌊n/2⌋] do
4: try_number = 0, filtering_result=False
5: while try_number < T do
6: D′ = Replace Si in D into [masked]
7: S′

i = MT (P , D′)
8: D′′ = Replace Si in D into S′

i

9: filtering_result = MT (E, D′′)
10: try_number += 1
11: if filtering_result is True then
12: D = D′′

13: break
14: end if
15: end while
16: end for
Output: D

#example#
#Given Dialogue#
USR: I would like to book a hotel in Washington D.C.
SYS(Given Response): Great, I'm glad that you are considering our hotel options. May I know what type 
of room or amenities are you looking for? And when would you like to check in?
USR: Yes, that room is good.
SYS: Would you like to make a reservation?
#Check Result#: False 

#example#
#Given Dialogue#
USR: Hi, could you get me a restaurant booking on the 8th please?
SYS(Given Response): Any preference on the restaurant, location and time?
USR: Could you get me a reservation at P.f. Chang's in Corte Madera at afternoon 12?
SYS: Please confirm your reservation at P.f. Chang's in Corte Madera at 12 pm for 2 on March 8th.
#Check Result#: True 

#your task#
#Given Dialogue#
USR:I am looking for a restaurant that is moderately priced and serves Cantonese food.
SYS:There are no restaurants that serve Cantonese food in the moderate price range.
USR:How about chinese type of food?
SYS:the Golden wok serves chinese food and is in the moderate price range.  Would you like their 
location? 
USR:Their phone number please.
SYS(Given Response): Golden Wok's phone number is [masked].
USR:What is the area?
SYS:it is located in the north part of town
USR:Thank you for your help. Good bye.
SYS:Goodbye.
#Check Result#: 

Demonstrations (D
E
,S

E
)

Input(D'')

"A chat between a curious user and an artificial intelligence assistant. "
"The assistant gives helpful, detailed, and polite answers to the user's questions. "
"I want you to act as a System Response Checker. "
"You need to check if a given system response(Given Response) within a dialogue(Given Dialogue) is 
logically coherent with its corresponding context."
"you should assure that the Given Response should not appear information that system did not know 
logically, like the information provided by user after the responce(Given Response). "
"If the responce(Given Response) is a question, the check the logic between the question and user's 
answer. "
"IF the responce(Given Response) is not a part of the system response in a dialogue but a responce to 
rewrite commamd like 'Sure, here's the rewritten response:', you should answer 'False' and should not 
answer 'True'. "
"Your answer should be either 'True' or 'False'. Do not output any other words. I will give you 2 examples 
to help you understand the task."

Eval  Instruction (I
E
)

Figure 6: The complete prompt example for aligning
domain knowledge.
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