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Abstract

Conventional wisdom dictates that small batch sizes make language model pretrain-
ing and fine-tuning unstable, motivating gradient accumulation, which trades off
the number of optimizer steps for a proportional increase in batch size. While it is
common to decrease the learning rate for smaller batch sizes, other hyperparameters
are often held fixed. In this work, we revisit small batch sizes all the way down to
batch size one, and we propose a rule for scaling Adam hyperparameters to small
batch sizes. In particular, rather than holding the decay rate of the second moment
fixed across batch sizes, we propose to hold its half-life fixed in terms of tokens.
We find that small batch sizes (1) train stably, (2) are consistently more robust to
hyperparameter choices, (3) achieve equal or better per-FLOP performance than
larger batch sizes, and (4) notably enable stable language model training with
vanilla SGD, even without momentum, despite storing no optimizer state. Building
on these results, we provide practical recommendations for selecting a batch size
and setting optimizer hyperparameters. We further recommend against gradient
accumulation unless training on multiple devices with multiple model replicas.
Finally, we show that a small batch size combined with an optimizer with a small
state size can provide the performance benefits of full fine-tuning while maintaining
a similar memory footprint to LoRA.

1 Introduction

Large batch sizes are widely believed to improve the stability of language model training [1, 2, 3, 4].
As a consequence, sophisticated optimizers that perform well in large-batch training are increasingly
standard practice [5, 6, 7, 8, 9, 10]. In fact, it is common to simulate batch sizes even larger than the
maximum batch size that fits into device memory through gradient accumulation [4, 3, 11, 12].

In small batch size pretraining experiments, one may observe loss spikes and heavy instability
[13, 14, 15, 16]. While it is common to decrease the learning rate for smaller batch sizes, other
hyperparameters, such as the decay rates for the first and second moments in Adam (β1 and β2), are
often held fixed across batch sizes. We show that if instead of holding β2 fixed, we hold the half-life
of β2 fixed (measured in number of tokens), stable training is possible all the way down to batch size
one, as illustrated in Figure 1a.

When scaling hyperparameters in this way, we find that small batch sizes can confer computational
advantages and greater robustness. In the small batch regime, we observe that the speed of conver-
gence is less sensitive to optimizer hyperparameters like the learning rate, and momentum becomes
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Figure 1: Small batch sizes are more robust to optimizer design and hyperparameter values. (a)
Loss achieved by a transformer decoder-only language model with 30M active parameters trained
on 600M tokens of FineWeb-Edu data using SGD, Adafactor, Adam, and Muon. At small batch
sizes, all optimizers achieve similar loss; at large batch sizes, the gap between optimizers grows. (b)
Loss achieved by GPT-2 (124M) trained on 2.5B tokens of FineWeb using AdamW when tuning the
learning rate and β1 hyperparameters for batch sizes 1 and 512. While both batch sizes achieve a
similar lowest loss, the smaller batch size is much more robust to the hyperparameter values, reducing
the need for hyperparameter tuning. For batch size 512, we use the default hyperparameters from
Brown et al. [17] and the nanoGPT public repository [18]. For batch size 1, we turn off weight decay
and rescale β2 to preserve the token half-life, resulting in β2 = 0.9999.

less necessary, as we find in Figure 1b. In contrast, large batch sizes require large learning rates
to compensate for taking fewer steps at a given compute budget. Large step sizes in turn require
that the optimizer make predictions about the loss surface far away from the current iterate. We
find that predicting such far-away parameter updates requires a sophisticated and carefully tuned
optimizer. For very small batch sizes, we find that even vanilla stochastic gradient descent (SGD),
with no momentum or weight decay, becomes competitive for training language models, in contrast
to findings from recent work [19]. The ability to perform stable training without momentum can
confer significant memory advantages, since we do not need to store the corresponding optimizer
state, which can have a significant memory footprint. Based on our observations, we also revisit
Adafactor, a memory-efficient variant of Adam, and show that it can be a compelling alternative to
Adam in the small batch regime, enabling training of larger models in a memory-constrained setting.

These findings could have a significant bearing on practice. Rather than perform gradient accumula-
tion or use the largest batch size that fits into device memory, it could be preferable to use smaller
batch sizes that enable simpler procedures, computational and memory advantages, and require less
tuning. Our findings suggest a best practice of using the smallest batch size that maximizes model
throughput. We find that these prescriptions hold in both LLM pretraining and fine-tuning.

It is common in convex optimization to use higher batch sizes as the loss converges to a minimum
[1, 20]. Intuitively, the higher the gradient to gradient noise magnitude ratio, the smaller the batch size
we should take. For example, if the gradient noise magnitude is close to zero, then we obtain roughly
the same gradient estimate with a small batch size as a large batch size but pay far fewer floating-point
operations (FLOPs), so small batch sizes are efficient. Smaller batch sizes allow us to take more steps
for a fixed FLOP budget. As we converge to a minimum, that same ratio instead often tends to zero
since the gradient norm vanishes while the gradient noise may not, in which case we may want a
larger batch size. We hypothesize that language model training lives in the far-from-convergence
regime where small batch sizes are efficient. Following compute-optimal scaling laws, we would not
train language models into the convergence regime since we could achieve better performance by
instead training a larger model on less data [21, 22].

The paper is structured as follows: in Sections 2 and 3, we cover the background and related work for
language model training. In Section 4, we demonstrate that small batch sizes not only perform on
par with larger batch sizes for several optimizers that we carefully tune, but they also exhibit more
robustness to optimizer and hyperparameter choices. We also show that the gap between vanilla
SGD and more sophisticated optimizers shrinks in the small batch regime. Moreover, we derive
scaling heuristics for Adam’s hyperparameters and demonstrate that they yield improved performance
when transferred to new, larger-scale settings. Finally, we apply these results to memory-efficient
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fine-tuning using a small batch size and Adafactor, which achieves the best trade-off between memory
footprint and performance. Motivated by our findings, we provide practical prescriptions for training
language models in Section 5. Namely, we recommend using the smallest batch size that maximizes
model throughput and advise against gradient accumulation for most practitioners.

2 Background: Optimization for Language Models

In this section, we briefly review relevant optimization algorithms for language model training and
the role of their hyperparameters.

Stochastic gradient descent (SGD) [23, 24]. SGD updates model parameters by computing gradients
on mini-batches of data as follows: θt+1 = θt − ηgt, where θt are the model parameters at step t, η
is the learning rate, and gt = ∇θL(θt) is the gradient of the loss function with respect to θt averaged
over B samples. We refer to B as the batch size and consider the extreme case of B = 1 in our
experiments.

We show that although SGD is extremely simple, it can perform competitively when correctly
tuned at small batch sizes. Momentum is often added to accumulate a moving average of past
gradients, smoothing updates, and accelerating convergence. However, we focus on vanilla SGD in
our experiments to make the point that, with a small batch size, even momentum is unnecessary.

Adam [25]. Adam is an adaptive optimizer that maintains an exponential moving average (EMA) of
the gradient and squared gradient, referred to as the first and second moments, and denoted as mt

and vt. The timescales of these moving averages are controlled by decay rates β1 and β2:

mt = β1mt−1 + (1− β1)gt

vt = β2vt−1 + (1− β2)g
2
t .

(1)

The model parameters are then updated as follows: θt+1 = θt − η mt√
vt+ϵ , where ϵ is a small constant

to prevent division by zero.

Higher values of β1 and β2 place more weight on past gradients, meaning that the moments are
averaged over longer timescales and evolve slowly. When training language models, values like
β1 = 0.9 and β2 ∈ [0.95, 0.98] are often used in practice [17, 26]. While most researchers and
practitioners do not scale β1 and β2 with the batch size, we show in our work that scaling β2 in
particular is crucial for achieving good performance with Adam at a small batch size.
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Figure 2: Moment half-life. The first and second
moments in the Adam optimizer are exponential
moving averages of past mini-batch gradients. At
each step, the contribution of past mini-batch gradi-
ents decays by a factor of β. After a given number
of optimizer steps (or equivalently, after a given
number of training tokens), the contribution of any
mini-batch gradient will decay by a factor of 1

2 .
We call this number of tokens the decay half-life.

Moment half-life. We found it helpful across
many of our experiments to measure the typical
timescales (measured in number of tokens) that
the first and second moments in Adam are aver-
aged over, instead of directly working with β1

and β2.

At each Adam update step [eq. (1)], the contri-
bution of previous gradients to the first moment
gets reduced by a factor of β1 and the contri-
bution to the second moment gets reduced by a
factor of β2. Hence, by definition, there exists
a certain number of steps n, after which the con-
tribution of any mini-batch gradient is halved:
βn = 1

2 . Since every update step corresponds to
observing (B · T ) tokens, where B is the batch
size and T is the sequence length, we can con-
vert the number of optimizer steps into a number
of observed tokens. As such, we can express the
number of tokens it takes to decay a mini-batch
gradient by a factor of 1

2 as the half-life of the

decay rate, denoted by t1/2, where β
t1/2
BT = 1

2 .
The half-life provides a measure of the “typical”
timescale that gradients are averaged over. For
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example, if we use a half-life of t1/2 = 10M tokens, this means that the second moment is averaged
over roughly 10M tokens. Throughout this paper, we will refer to the half-life of the first moment as t1
and the half-life of the second moment as t2, analogously to the more conventional parameterization
β1 and β2.

Adafactor [27]. The second moment estimate vt used in Adam requires storing a number of floating
point values equal to the parameter count of the model itself. Instead, Adafactor only stores the
per-row and per-column sums of the moving average for the neural network weight matrices and
estimates the per-parameter second moment using these sums. Adafactor also does not store a first
moment estimate at all. Therefore, for a weight matrix with shape d1 × d2, the memory requirements
for the moving averages are reduced from 2 × d1 × d2 for Adam to d1 + d2 for Adafactor. We
demonstrate in Section 4.5 that thanks to this sublinear memory cost, Adafactor achieves the best
performance–memory trade-off.

Muon [9]. Another optimizer that was recently demonstrated to be competitive for language model
training is MomentUm Orthogonalized by Newton-Schulz (Muon). Muon is specifically designed
for ≥ 2-dimensional parameter tensors, such as weight matrices in linear layers, where the Newton-
Schulz iterative method is applied to the first moment estimate mt before using it to update the
parameters. Muon is often used in conjunction with other optimizers like Adam. In our experiments
using Muon, we only apply it to hidden layers and use Adam for input embedding and final layers.

Gradient accumulation. When hardware memory constraints prevent us from using large batch
sizes directly, we can simulate a large batch size by summing gradients across multiple successive
micro-batches and only periodically performing an optimizer step. Under gradient accumulation, the
effective batch size is equal to the micro-batch size multiplied by the number of gradient accumulation
steps. While gradient accumulation allows for larger effective batch sizes, it still increases memory
usage compared to using a small batch size, because it requires storing the accumulated gradients.

3 Related Work

Batch size has long been studied in both theory and practice: its impact on the optimization path
[28, 29, 30, 31], its interaction with different optimizers [32, 33, 34, 35], and its effect on the optimal
learning rates and momentum hyperparameters [36, 37, 38, 39, 34, 40, 41, 42, 41, 43, 44]. Prior work
has also explored related themes, such as the flatness argument favoring SGD [45, 46, 47, 48], SGD’s
implicit biases [49, 50, 51, 52], and the comparison between stochastic and full-batch optimization
[53, 54, 55, 56]. However, modern language model training is neither convex nor characterized by
multiple epoch training like vision settings. In fact, we often train for a limited token budget and
stop far before convergence, since otherwise scaling laws suggest that we could train a much better
language model for the same compute budget by training a larger model on fewer tokens [22]. Hence,
prior intuitions, such as the need for a larger batch size in the convergence phase, may not apply. For
this reason, in the rest of this section, we cover works that focus on modern language model training
specifically.

Zhang et al. [41] and Shallue et al. [34] examine the critical batch size, which represents the threshold
beyond which greater data parallelism would lead to diminishing returns, and tune all optimizer
hyperparameters. They argue that any batch size below the critical batch size should perform equally
well when training for the same number of tokens. Differently from these works, we empirically
demonstrate that small batch sizes, including the extreme value of batch size one, perform on par
with or even better than larger batch sizes, and we also show that small batches are more robust to
optimizer and hyperparameter choices and enable SGD to perform competitively. We validate these
findings on language models with modern design choices and up to 1.3 billion parameters.

On the other hand, Vyas et al. [57] argue that gradient noise from small batch sizes does not yield
similar performance advantages in the single epoch setting as it does in multiple-epoch training.
Experimental results from Filatov et al. [58] also suggest that small batches do not work as well as
large batches for language models trained on C4 [59], but notably, the authors do not tune the decay
rates β1 and β2 of the Adam optimizer. In the same vein, Xiao [14] claim that both excessively small
and large batch sizes underperform for language model training with Adam, leading to a U-shaped
curve of the loss as a function of the batch size. We reproduce the exact experiments performed by
Xiao [14] and show that their conclusions are an artifact of incomplete hyperparameter tuning; we
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find that simply using a slower decay rate of the second moment estimate β2 makes small batch sizes
competitive.

Zhao et al. [19] train language models on C4 using different diagonal preconditioning optimizers,
namely Adam, Lion, Adafactor with momentum, SGD with momentum, and signed SGD with
momentum. They demonstrate that all these optimizers, aside from SGD which lags behind, achieve
comparable optimal performance and robustness to hyperparameters. We challenge this conclusion
in our work and argue that in the small batch size regime, SGD can perform on par with Adam.

Shallue et al. [34], Kidambi et al. [40] and Zhang et al. [41] find that momentum is not necessary
for SGD when the batch size is small, which aligns with our findings. However, Kidambi et al. [40]
focus on small-scale vision experiments, Shallue et al. [34] and Kidambi et al. [40] do not compare
the performance of SGD vs. Adam, and Zhang et al. [41] claim that SGD performs significantly
worse than Adam. We hypothesize this observation could be a result of Zhang et al. [41] using 64 as
the smallest batch size – we test batch sizes all the way down to 1. Zhang et al. [35] highlight that
the benefits of more sophisticated optimizers diminish as batch size decreases, but their theoretical
results assume a convex quadratic objective and their empirical results only cover a single language
modeling experiment that is limited to a two-layer transformer.

Porian et al. [42] and Zhang et al. [41] find that increasing the value of β2 is important for small-batch
training with Adam. However, their approach is based on discrete hyperparameter sweeps across
β2. In contrast, we introduce and validate a principled scaling rule that holds the second-moment
half-life constant in terms of tokens. Busbridge et al. [60] propose a scaling rule for the decay
coefficient of exponential moving averages similar to ours, but applied in the context of model weight
averaging. Zhang et al. [44] show that there exists a threshold of β∗

2 such that when β2 > β∗
2 , Adam

converges (this threshold decreases with batch size, i.e. the threshold is higher for smaller batch
sizes). Chowdhery et al. [43] note that increasing β2 during training leads to better performance for
rare token embeddings. While this is an important insight, we provide a simpler batch-size-aware
heuristic that applies even when using a constant β2 throughout training.

4 Experimental Results

Recent works find that larger batch sizes and relatively sophisticated optimizers are necessary for
stable language model training. For instance, Zhao et al. [19], Kunstner et al. [61], and Zhang et al.
[62] observe that SGD has an extremely slow convergence speed for training language models in
comparison to adaptive optimizers like Adam. Other works find that Adam performs poorly with
small batch sizes [57, 14, 63, 64].

In this section, we revisit and challenge these beliefs by noting that such findings arise due to
poor hyperparameter choices and specific experimental setups, for example, not adjusting the decay
parameters β1 and β2 for Adam at small batch sizes, or using too large a batch size for SGD. We put
these beliefs to the test by running a thorough grid search over optimizer hyperparameters and batch
sizes for SGD, Adam, Adafactor, and Muon. As the cost of a grid search grows exponentially with
the number of hyperparameters, we only perform exhaustive grid searches on a small transformer
decoder-only model with 30 million active parameters following Liu et al. [65] and Xiao [14]. We use
these results to propose heuristics for scaling hyperparameters across batch sizes, and we validate our
findings at a larger scale by pretraining GPT-2 (124M) [66] and GPT-3 (1.3B) [17] and fine-tuning
Gemma 3 (4B) [67]. In our experiments, we study batch sizes spanning more than four orders of
magnitude: {1, 4, 16, 64, 256, 1024, and 4096}.

4.1 Small Batch Sizes Render Sophisticated Optimizers Unnecessary

We train the 30M model on 600 million tokens from the FineWeb-Edu dataset [68], following
Chinchilla scaling laws [22]. Our model adopts modern design choice, including rotary embeddings
[69], QK-normalization [70], RMSNorm [71], GELU activations [72], and separate input and output
embeddings. We use a context length of 512 and tokenize the dataset using the GPT-2 tokenizer. We
provide additional experimental details in Appendix A.

To verify the effect of the batch size and optimizer choice on the performance of our model, we run a
dense grid search over all the hyperparameters of SGD, Adam, Adafactor, and Muon. In particular,

5



we tune the learning rate and the decay factors (β1, β2) jointly for each batch size to obtain the
hyperparameter configuration that provides the lowest validation loss.

The results in Figure 1a highlight that all optimizers perform best at the smallest batch size, and as
the batch size increases, not only does the performance of each optimizer degrade but also the gap
between different optimizers widens.

Why do large batches require more sophisticated optimizers? Every time our optimizer takes a
step, it makes a prediction about the loss function away from the current parameter vector. When
we train with a higher learning rate and take larger steps, for example in large batch training, our
optimizer must make predictions about the loss function farther away from the current parameter
vector. We hypothesize that taking larger steps leads to a harder prediction problem and that this
harder prediction problem requires a more sophisticated or better-tuned optimizer.

Why is momentum less necessary for small batch sizes? Momentum can be seen as a means of
dampening oscillations that occur on ill-conditioned loss functions [73]. When we take large steps,
we may overshoot the minimum across short (i.e. high curvature) axes, leading to oscillations. By
averaging gradients across iterations, these oscillations cancel out in the momentum term. However,
when the optimizer takes small steps, as is the case in small batch training paired with a small learning
rate, parameter updates do not overshoot the minimum across short axes, so there are no oscillations
to damp. We illustrate this effect in Appendix B through a toy example.

Summary: The difference in performance between optimizers shrinks under small batch
sizes. In fact, vanilla SGD without momentum performs competitively for small batch sizes.

4.2 Large Batch Training is Sensitive to Hyperparameters

To evaluate robustness to hyperparameters at each batch size, we perform an ablation around the
optimal hyperparameters achieving the lowest validation loss for the Adam optimizer. We use the
same 30M parameter model trained on the FineWeb-Edu dataset as in Section 4.1.

We report in Figure 3 the change in the loss with respect to the lowest value of the loss achieved
at every batch size, ranging from 1 to 4096. On the x-axis, we report the scaled value of the
hyperparameters relative to the value of the hyperparameter that achieved the best loss. We perform
this rescaling to make the plots for different batch sizes easier to compare, since the scale of their
optimal hyperparameters varies.
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Figure 3: Small batch sizes are robust to hyperparameter misspecification. Loss sensitivity to
learning rate, β1, and β2 using Adam at batch sizes from 1 to 4096. Each curve sweeps a single
hyperparameter while holding the others fixed at their optimal values. We observe that smaller batch
sizes exhibit broader low-loss regions across all hyperparameters, indicating greater robustness to
misspecification. The x-axis shows a scaling of each hyperparameter relative to its optimum value.
We parameterize β1 and β2 in terms of their decay half-lives, as described in Section 2. Results are
shown for the 30M parameter model trained on 600M tokens of FineWeb-Edu.

We observe a striking result: small batch sizes are significantly more robust to all of Adam’s
hyperparameters than large batch sizes. More importantly, batch size one achieves a nearly optimal
loss for the entire range of learning rates, β1, and β2 hyperparameters that we consider in our search,
whereas the loss for larger batches increases sharply as we vary the hyperparameter values.
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To highlight the compounding value of this robustness displayed by small batch sizes as the number
of hyperparameters increases, we perform a joint 2-dimensional ablation with respect to both the
learning rate and decay rate β1 on a GPT-2 model in Figure 1b. Consistent with the previous result,
batch size one yields much broader low-loss regions across both hyperparameters compared to batch
size 512. Therefore, if practitioners were to consider not only the budget to run a single training run
but also the computational budget for tuning the corresponding optimizer hyperparameters, a smaller
batch size might be preferable.

Why are smaller batch sizes more robust to hyperparameter choices? Similar to the previous
subsection, we hypothesize that large batch sizes require careful hyperparameter tuning since they
require large step sizes and therefore have to make predictions about the loss surface further away
from the current parameter vector.

Summary: Small batch sizes are more robust to hyperparameter misspecification and might
be preferable after accounting for the hyperparameter tuning budget.

4.3 Adam Hyperparameters: How to Scale Them with Batch Size and Why That Is Necessary

We use our grid search results on the 30M model to test existing scaling laws for Adam hyperparame-
ters and also devise new scaling heuristics for these hyperparameters. Figure 4 shows the validation
loss on FineWeb-Edu for different Adam hyperparameters, namely the learning rate, and decay
parameters β1 and β2. We similarly plot the loss for different values of the second moment half-life
t2, which refers to the number of tokens it takes for a gradient’s contribution to the momentum to be
reduced to half of its initial value. We provide a more detailed description of t2 in Section 2.

For the learning rate, we observe that the square root scaling recommended by several works and
commonly used in practice does not hold [74, 7, 37, 75, 76]. In fact, Figure 4 (left) shows that the
learning rate scales more slowly than a square root factor with the batch size. For instance, as we scale
the batch size from 1 to 1024, the square root rule would indicate that the corresponding learning rate
should be scaled by a factor of 32, whereas we find that a factor of only about 3 empirically works
better.
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Figure 4: Fixing the half-life of the second moment estimate in terms of tokens t2 scales better
than fixing β2. We plot the validation loss on FineWeb-Edu for the 30M parameter model when
varying the Adam learning rate, β1, β2, and the second moment half-life t2, across different batch
sizes. The learning rate does not follow the commonly recommended square root scaling with batch
size. We also observe that the default β1 = 0.9 performs well across batch sizes. In contrast, keeping
β2 fixed leads to suboptimal performance at small batch sizes. Instead, fixing the second moment
half-life t2 across batch sizes provides a simple and effective scaling rule.

We also validate that the default value of the first moment decay β1 = 0.9 used by practitioners
for language model training does indeed achieve good performance across batch sizes. In contrast,
keeping β2 fixed to its default value, typically in the range [0.95, 0.98] for language models, does not
scale effectively to smaller batches, which require a significantly larger value of β2. On the other
hand, measuring the decay of the second moment in tokens through the half-life t2 offers a strong
scaling heuristic: keeping t2 fixed to its optimal value as we scale up or down the batch size provides
good performance without re-tuning this hyperparameter at new batch sizes. This finding translates
to the following scaling heuristic: if we were to scale the batch size from B to B∗, the new β∗

2 would
depend on the old β associated with B as follows:
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β∗
2 = β

(B∗/B)
2 (2)

Next, we test our scaling heuristics in a different setting proposed in Xiao [14]. The authors train
a decoder-only transformer with 19M non-embedding parameters using Adam on the C4 dataset
[59], and only tune the learning rate with β1 and β2 fixed to their default values of 0.9 and 0.95,
respectively. We reproduce their Figure 10(a) results in Figure 5 (left), where small batch sizes of 16
and 32 perform worse than larger batch sizes of 128 and 256.
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Figure 5: Scaling β2 according to our heuristics significantly improves the performance of small
batch sizes. Left: Results from Xiao [14], showing suboptimal performance for small batch sizes
due to fixed Adam hyperparameters. Right: Our results after scaling β2 such that the decay half-life
t2 is constant across batch sizes. The smallest batch sizes now perform on par with larger batch sizes.

While our scaling heuristics imply that β1 = 0.9 could work well across batch sizes, we recommend
scaling β2 such that t2 is fixed. By following this simple one-shot scaling recommendation and
without any additional hyperparameter tuning, we achieve significantly different results in Figure 5
(right). Strikingly, small batch sizes 16 and 32 achieve on par performance with larger batch sizes 128
and 256, therefore implying that: (i) the previous results from Xiao [14] are largely a consequence of
incomplete hyperparameter tuning, (ii) our simple one-shot heuristic generalizes to other settings.

Summary: While keeping β1 fixed to the default value of 0.9 scales well with the batch size,
β2 should be scaled such that the token half-life is fixed. With this prescription, small batch
sizes can perform on par with or better than larger batch sizes.

4.4 SGD Performs Competitively with Adaptive Optimizers at the Billion+ Parameter Scale

Through our experiments with 30M parameter models, we conclude that: (1) small batch sizes can
perform on par with or better than larger batch sizes, (2) small batch sizes require less sophisticated
optimizers and are more robust to hyperparameter misspecification, (3) in particular, vanilla SGD can
be competitive with adaptive optimizers in the small batch regime, and (4) we propose a new scaling
heuristic for β2 such that the half-life t2 is fixed, and validate that it leads to improved performance.
In Figure 6, we test these findings at a larger scale by training GPT-2 (124M) [66] and GPT-3 (1.3B)
[17] on the FineWeb dataset [68].

For the larger 1.3B model, hyperparameter tuning of the learning rate for each optimizer was
computationally prohibitive; therefore, we used AdamW with the default hyperparameter settings
from Brown et al. [17] (batch size 512, β1 = 0.9, β2 = 0.95, w = 0.1) as our baseline. When using
batch size 1 with Adam, we do not perform any hyperparameter tuning – we turn off weight decay
and scale the learning rate following our empirical results from Section 4.3. We compare two scaling
heuristics for β2: keeping β2 fixed and keeping the half-life t2 fixed. We do, however, sweep over
four learning rates for Adafactor and SGD, since we have no reference values for these optimizers.
Interestingly, we find that SGD performs on par with the AdamW baseline, and Adam and Adafactor
with batch size 1 both outperform the AdamW baseline.

For the smaller (124M) model, we follow the same procedure, except we tune the learning rate of
each optimizer, which improves the performance of the AdamW baseline.
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Figure 6: Vanilla SGD performs competitively at larger model scales with minimal tuning. We
train GPT-3 (1.3B) and GPT-2 (124M) on FineWeb and compare validation loss across optimizers.
Left: For GPT-3 (1.3B), vanilla SGD with batch size 1 and no momentum performs on par with the
AdamW configuration from Brown et al. [17], despite having no optimizer state. Our proposed β2

scaling rule improves Adam’s performance at small batch sizes and outperforms the baseline. Right:
After tuning the learning rate of each optimizer on GPT-2 (124M), Adam and Adafactor at batch size
1 match the performance of AdamW at batch size 512, while SGD performs slightly worse.

4.5 Full Fine-tuning on a Budget
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Figure 7: Minimum memory requirements to
train GPT-3 (13B), assuming all parameters and
activations are stored in 16-bit precision, gradi-
ent checkpointing is used after every transformer
block layer, and the backward pass is fused with
the optimizer update step (so that the full model
gradient never needs to be materialized in mem-
ory). The dashed line shows the available memory
on an NVIDIA A100 40GB GPU, which is not
large enough to store expensive optimizer states
or accumulated gradients. We measured the true
memory usage of each optimizer by performing
fused backward passes in PyTorch on an NVIDIA
B200 GPU.

In Sections 4.1 to 4.4, we studied pretraining
across different model scales and discovered that
with small batch sizes, optimizers with small
or even no state (like Adafactor and SGD) can
perform competitively with Adam. We now ex-
ploit this observation for memory-efficient fine-
tuning.

While pretraining is typically bottlenecked by
compute, fine-tuning is instead often bottle-
necked by memory. Indeed, fine-tuning a large
model on a small dataset does not require many
FLOPs, but it does require storing the (large)
model and optimizer state in memory. In Fig-
ure 7, we show an example where the GPU
has enough memory to store the model, but not
enough memory to also store an expensive op-
timizer like Adam.

A common approach to reduce memory usage
during fine-tuning is to freeze the model weights
and only train Low-Rank Adaptation (LoRA)
[77] modules on top of the frozen model, which
substantially reduces the number of trainable
parameters and also proportionately reduces the
size of the optimizer state. However, LoRA
often underperforms full parameter fine-tuning
[78, 79].

We propose to use a small batch size combined
with a small optimizer like Adafactor to get the
performance benefits of full fine-tuning while
having similar memory requirements to LoRA.
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Figure 8: Adafactor enables memory-efficient
fine-tuning. We fine-tune and evaluate a non-
instruction-tuned Gemma 3 (4B) model [67] on
the MATH dataset [80]. We compare the use of
LoRA (r = 16) against full model fine-tuning,
and a small vs. large batch size. For each training
method, the width of the plotted bar is proportional
to the memory footprint. LoRA uses bfloat16
model weights and float32 adaptors, and Adafactor
similarly uses bfloat16 weights but float32 opti-
mizer state. We fix the second moment half-life
to be consistent across batch sizes (β2 = 0.95 for
batch size 16 and β2 = 0.997 for batch size 1). We
run each optimizer for 5 epochs and sweep over 8
learning rates. We train LoRA using Adam.

We provide an example in Figure 8 by fine-
tuning a non-instruction-tuned Gemma 3 (4B)
on the MATH dataset for 5 epochs. As a base-
line, we fine-tune the model with Adam and
batch size 16 (requiring gradient accumulation),
storing all parameters in float32 precision, which
requires storing a total of 16 bytes in memory
per model parameter. Another baseline is pro-
vided by LoRA, which requires only around 2
bytes per model parameter since the pretrained
model checkpoint is stored in bfloat16 preci-
sion, and the number of trainable parameters for
LoRA is negligible compared to the model size.

We make two observations based on our results.
First, when using Adam, we can reduce the
batch size all the way down to one while follow-
ing the β2 scaling heuristic from Equation (2),
eliminating the need to store accumulated gra-
dients in memory. Second, when a small batch
size is used, we can replace Adam with Adafac-
tor, which has a much smaller state size. To
further reduce the memory use of Adafactor, we
store its (tiny) optimizer state in float32, but we
store model weights in bfloat16, using stochas-
tic rounding to update the weights after every
optimizer step (we discuss the importance of
stochastic rounding in Appendix A.3).

Summary: We recommend that practitioners training large models in memory-constrained
settings exploit the benefits of small batch sizes (e.g. using optimizers with a small state size)
rather than trying to emulate the large batch size setting typically used in industry.

5 Practical Recommendations and Discussion

We show that small batch sizes, even as low as 1, consistently match or outperform large batches
across model scales when tuned properly, in both pretraining and fine-tuning. In particular, SGD
with batch size 1 performs on par with the AdamW baseline for GPT-3 (1.3B) with minimal tuning.
We also propose a simple scaling rule for β2 based on a fixed second-moment half-life in tokens,
which generalizes across model scales. Our results contradict common assumptions about large batch
training and gradient accumulation.

Our general recommendation for setting the batch size is to use the smallest batch size that
maximizes model throughput (measured in tokens / second) or equivalently the model FLOPs
utilization (MFU) [43]. To achieve this objective, the accelerator must spend more time performing
computation than moving data between HBM and register memory, which in practice means using
a batch size of at least several hundred tokens per device [81]. When training frontier models on
large clusters, this can correspond to a batch size of many millions of tokens. But when training on a
single device, the smallest batch size required to achieve high arithmetic intensity could be as low as
a few thousand tokens. We therefore recommend avoiding gradient accumulation unless training
on multiple devices with multiple model replicas, where the bandwidth between model replicas is a
bottleneck. Lastly, when working in a memory-constrained setting, we recommend exploiting the
benefits of simple optimizers combined with a small batch size.

Several open questions remain. How do these findings interact with batch size schedules? Can we
further reduce weight precision in fine-tuning from 16 to 8 or even 4 bits? Can we design more
effective optimizers with a small state, tuned to the small batch size regime? And can we theoretically
understand why fixing the second-moment half-life in tokens generalizes across scales?
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We have performed extensive experiments to back our claims. We outline
our objectives and follow through with corresponding methods, results, and analysis that
substantiate those claims. The abstract offers a concise and truthful summary of the work.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss the scale limitations of our grid search as we need to perform it on
a smaller model compared to Section 4.4 where we perform larger scale experiments but
without a grid search. We also clearly state open questions in the discussion section.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: The results we present are primarily experimental. Although we have looked
into results from the theoretical fields, we have not built upon them.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We clearly state the models, datasets, and hyperparameters used during training
in the paper. We also mention the design choices we adopt, namely, rotatory embeddings,
QK-normalization, RMSNorm, GELU activations, separate input and output embeddings,
among others. This allows others to replicate the results and validate our main claims.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Yes, we provide open access to our code, along with clear and sufficient instruc-
tions to reproduce our results: https://github.com/martin-marek/batch-size.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We clearly state the models, datasets, and hyperparameters used during training
in the paper. We also mention the design choices we adopt, namely, rotatory embeddings,
QK-normalization, RMSNorm, GELU activations, separate input and output embeddings,
among others.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: We perform a thorough grid search and report results that reflect the statistical
significance of the loss at the optimal hyperparameter settings.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Yes, the paper will provide sufficient information on the computational
resources used for the experiments—including hardware type, memory, and execution
time—in the supplementary materials, which will be included in the appendix. This will
ensure reproducibility and support the paper’s claims regarding efficiency.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our work fully adheres to the NeurIPS Code of Ethics. We have carefully
considered the broader societal and environmental implications of our research and ensured
alignment with the conference’s ethical standards. Additionally, we affirm our compliance
with the guidelines on research integrity, plagiarism, fraud, and reproducibility as outlined
in the Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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• If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Yes, the paper discusses the potential positive societal impacts of reducing the
resource requirements for training large language models, such as making LLM research
more accessible, and enabling training in resource-constrained settings. However, it does
not explicitly address potential negative societal impacts, such as the broader consequences
of democratizing powerful language technologies without sufficient safeguards.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not intend to release new datasets or models.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.
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12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have appropriately cited all publicly available and open-source research
used in our work. The original authors are explicitly acknowledged and given full credit for
their contributions.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We do not intend to release any new models or datasets. However, we intend
to make the code publicly available after acceptance and provide proper documentation to
the public.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Does not apply.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Does not apply.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Does not apply.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Experimental Details

A.1 Model architecture

Across all of our pretraining experiments, we used four decoder-only transformer models [82] that
share the same architecture and only differ in layer dimensions and tokenizer. We specify the exact
layer dimensions and tokenizers used in Table 1.

We used a model architecture based on GPT-2 [66] with several small changes based on modern
practices to improve model FLOPs utilization (MFU) [43], simplify implementation, and marginally
improve model performance:

• Head dimension 128
– We increased the head dimension on the smaller models from 64 to 128 to achieve

a higher MFU. We trained each model on TPU v4, which has 128 x 128 multiply-
accumulators. Using a head dimension any lower than 128 would prevent us from
filling the multiply-accumulators, thereby lowering MFU. This decision follows the
Gemma family of models optimized for TPU training [67].

• RMSNorm [71]
– We wanted to include the Muon optimizer in our benchmarks, but Muon does not

support training 1D layers. To get around this limitation, we simply omitted the use of
any 1D layers by using RMSNorm with no bias.

• Untied embeddings
– We do not tie the weights of the first and last layer. This increases the number of

trainable parameters but does not increase the number of active parameters or the cost
of training.

• Rotary positional embeddings (RoPE) [69]
• QK-norm [70]
• GELU [72]

We pretrained most models to follow Chinchilla scaling laws, i.e. using 20 tokens per active parameter.
The only exception to this rule is the GPT-3 (1.3B) model, which we only trained for 10B tokens,
similar to the original GPT-2 (1.5B) model.

Model 30M 19M[14] GPT-2 (124M) GPT-3 (1.3B)
Dataset Fineweb-Edu C4 Fineweb Fineweb

Tokenizer GPT-2 T5 GPT-2 GPT-2
Vocabulary size 50257 32101 50257 50257

Model / embedding dimension 384 512 768 2048
Hidden dimension 1536 2048 3072 8192
Head dimension 128 128 128 128
Number of layers 6 6 12 24
Sequence length 512 512 1024 2048

Non-embedding parameters 11M 19M 85M 1.2B
Embedding parameters 2 x 19M 2 x 16M 2 x 39M 2 x 103M

Active parameters 30M 35M 124M 1.3B
Total trainable parameters 49M 52M 162M 1.4B

Training tokens 600M 705M 2.5B 10B
Table 1: Model dimensions and configurations across different architectures.

A.2 Learning rate schedule

For pretraining, we used a linear warmup for the first 5% of the training steps (from zero to peak
learning rate), followed by cosine decay (from peak learning rate to zero). We use the same schedule
for all batch sizes. For fine-tuning, we used a constant learning rate.
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A.3 Stochastic rounding
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Figure 9: Stochastic rounding enables bfloat16
training. We repeat the training runs from Fig-
ure 1a using the optimum hyperparameters found
for Adafactor. We ablate the precision of the model
weights, using: (1) float32 – same as in Figure 1a,
(2) bfloat16 with closest rounding, (3) bfloat16
with stochastic rounding. The optimizer state is
always stored in float32 precision since it has a
negligible size.

Across all experiments, we compute activations
and store the optimizer state in float32 precision.
We also store all trainable model parameters in
float32 precision except for Adafactor in Fig-
ure 8, which uses bfloat16 weights in order to
match the memory footprint of LoRA. While it
is a common practice to use bfloat16 weights for
computation, the master copy of model weights
is typically still stored in float32 to enable ac-
cumulating small updates to the weights. When
the master weights are stored in bfloat16 (which
only has ∼2.4 decimal points of precision), stan-
dard deterministic rounding can bias the weight
updates, meaning that accumulating gradients
across many small batches no longer approxi-
mates computing gradients from a single larger
batch. Because of this bias, reducing the batch
size might actually be detrimental with stan-
dard deterministic rounding. One approach to
remove this bias is to compute updated weights
in float32, then stochastically round them to
bfloat16 for storage. In a pretraining experiment
in Figure 9, we show that stochastic rounding
can bring the performance of bfloat16 weights close to the performance of float32 weights, even for
the smallest batch sizes. In the fine-tuning experiment in Figure 8, we did not observe a statistically
significant difference between float32 weights and bfloat16 weights with stochastic rounding for
Adafactor.

A.4 Computational cost

We used 32 TPU v4 chips to train all models [83]. Table 2 shows the time for a single training run of
each model as well as the total computational cost for each model. Using batch sizes 1 and 2 resulted
in roughly a 30-70% drop in MFU compared to using a larger batch size, depending on the model size
and sequence length. In practice, we do not recommend using a batch size so small that it severely
degrades MFU. We only used the smallest batch sizes to scientifically study the effect of batch size.

Model 30M 19M[14] GPT-2 (124M) GPT-3 (1.3B) Gemma3 (4B)
Accelerator 1 TPU v4 chip 1 TPU v4 chip 1 TPU v4 chip 4 TPU v4 chips 4 TPU v4 chips

Average run time 24 min 25 min 7.5 hours 100 hours 44 min
Num. runs: Figure 1 3110 / 312 11 /
Num. runs: Figure 3 1911 / / / /
Num. runs: Figure 4 6500 / / / /
Num. runs: Figure 5 / 1260 / / /
Num. runs: Figure 6 / / 40 / /
Num. runs: Figure 8 / / / / 256
Total num. of runs 11521 1260 352 11 256

Total TPU v4 chip hours 4600 525 2640 4400 750
Table 2: Computational cost of each experiment.

B Additional Results

In Figure 10 we illustrate on a toy problem why momentum is required when the batch size is large
but not required when the batch size is small. We run SGD on two variables (x, y) to minimize the
value of a loss function defined as x + 10y2. Notice that this loss function is much steeper in the
vertical direction compared to the horizontal direction.

We simulate the use of a small and a large batch size by adding noise to the gradient estimate at every
step. In particular, we define the minibatch gradient estimate at each step to be the true gradient
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multiplied by a random variable sampled from a normal distribution N (1, σ2), where the noise scale
σ controls the signal-to-noise ratio of the minibatch gradient estimate. We simulate a large batch size
by using a high signal-to-ratio of 5, and a small batch size by using a small signal-to-noise ratio of
only 0.3.

In our experiments training language models, we fixed the computational budget across all batch sizes
by only training for a single epoch. Analogously in this toy example, we only run 10 optimization
steps using the simulated large batch size, but we run 100 optimization steps using the small batch
size. The idea is that if we use a small batch size, the minibatch gradient estimates at each step
become more noisy, but in turn we get to take more optimizer steps.
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Figure 10: Toy optimization problem. We compare the use of SGD and SGD with momentum on a
loss function defined as x+ 10y2. We simulate a small and a large batch size by adding Gaussian
noise to the gradient estimate at each optimizer step. The error bars show a 50% interquartile range
sampled across different random seeds for the minibatch gradient noise.

In the top row of Figure 10, we see that when a large batch size is used, we only get to take a
small number of steps, and so in turn every step has to be large. Because the loss function is much
steeper in the vertical direction compared to the horizontal direction, the large step size results in
oscillations along the vertical direction. In this case, using momentum helps dampen the oscillations
along the vertical direction and speeds up convergence along the horizontal direction. In fact, in the
extreme case of full-batch gradient descent (which has no gradient noise), using momentum probably
improves the convergence rate of gradient descent for this toy problem [73].

We show the small batch size setting in the bottom row of Figure 10. Notice that since the batch
size is small, every step becomes more noisy, but in turn we can take more steps and reduce the size
of each step. As a result of decreasing the step size, the optimizer no longer overshoots along the
vertical direction, obviating the need for momentum. There are no longer any oscillations to dampen,
so using SGD with and without momentum results in similar performance.
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